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Why would you want to use open source?

Questions we want to answer: How can open source technology help you?
How to decide which technology to use?
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# J Tech companies born with an
open source mentality get it.
It's our ability to work together
that makes our dreams
believable and, ultimately,
achievable. We must learn to
build on the ideas of others”

—Satya Nadella, CEO

Microsoft
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Open Source Strategy on Azure

% 4

&

Choosing what Contributions to open Enhancing managed
works best for a source initiatives and services with open
customer scenario creating new ones source solutions
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In modern enterprise
applications 90%

of the code comes
from open source

I Your code

Open Source
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In modern enterprise
applications 90%

of the code comes
from open source

@ docker "I TensorFlow

g /APACHE = elasticsearch

npm N Graphat @

Open Source

Most of that code
lives on GitHub

\C Your code

#SummlTup



B 1] 54 visual studio code - Co % |
&« O o [

2] Visual Studio Code

Code editing.
Redefined

Download for Windows
Stable Build

<2

Intellisense

codevisualstudio.com

Innovations coming from GitHub to you

Smamer D1 G0AD

Debugging Built-in Git

4+ Download

=5

Extensions

ain

VSCode

func averageRuntimeInSecondg(runs [JRun) floaté6ud {
var totalTime int
var failedRuns int

(g

for _, run := range runs {
if run.Failed { ﬂ;
failedRuns++
} else {
totalTime += run.Time
}
}
averageRuntime := float6d(totalTime) / float6u(len(runs) - failedRuns
return averageRuntime
}
& Copilot

GitHub Copilot

New codespace

& github.com

e
EXPLORER index.js S App.ts
OPEN EDITORS const express = requirel'express')
X index.js C path = require('path'};
) nst app = express()
TS App.ts const bodyParser = requirel'body=-parser’

VISITOR-APP [CODESPACES] const Paol = require('pg').Pool

» .github
5 vscode const http = require('http').createServe
> node_moc

app.uselexpress.static(path. join{__dirna
> public app.uselbodyParser.urlencoded({ extended
» src app.uselbodyParser. json())

app.get('s*, function (req, res) {
res.sendFile(path. join(__dirname, 'bui

i

app.get('/visits/day', (request, respe
pool.queryl "SELECT = FROM wisits WHERE
if lerear) {

Codespaces
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Typical application patterns in the cloud

Event driven applications Microservice applications
= m NS - I.. EEEE @ L p-==
Millions of devices feed events Transform to Forward and Data created Update data Notify
into message streams structured data persist data
Interactive applications Real-time inferencing of insights

" o o
EA 0O ) Yoo <?> 60!

>

A

A
Photo taken and Stores in Produces scaled Device generates data Device receives
WebHook called blob storage images actionable insights

Machine learning analyzes data
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Let's talk about
Developer
problems

- Deciding on architecture patterns

- Selecting the right platforms

- Implementing continuous change

- Integrating managed services

- Securing applications and assets

- Automating Infrastructure deployments
- Solving Observability

- Ensuring governance

#SummlTup



Building blocks for cloud applications

Code Runtime State Router Tools
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\ ' @drsnooks

H ow Shou Id you microservices (n,pl): an efficient device for transforming business
d esli g N a p pl ICatlo nS? problems into distributed transaction problems
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What is so hard about cloud native applications?

Designing boundaries,
managing
dependenciesand
changing them

Implementing and
validating elastic
scalability in your
architecture

Empowering teams
to make their own
choices without
increasing
complexity

11 . o

Keeping consistency Ensuring consistent
and availability of data security controls

in check and and governance
integrating the right

data store
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12 factor app principles (12factor.net)

Each microservices is built within a container, typically exposed as HTTP on a web
Port Blnding server, with all interfaces and functionality bound through ports, once again, providing
isolation from other microservices.

Single code base for each microservice, stored in its own repository, tracked with
revision control, able to deploy to across environments (Dev, QA, Prod)

Code Base

Scale out across a large number of small identical processes (copies) as opposed to
scaling-up a single large instance on the most powerful machine available.

Concurrency

Each microservice isolates and packages its own dependencies, embracing changes
without impacting the entire system.

Dependencies

Service instances should be disposable, favoring fast startups to increase scalability
Disposa bl"ty opportunities and graceful shutdowns to leave the system in a correct state. Docker
containers along with an orchestrator inherently satisfy this requirement.

Configuration information is moved out of the microservice and externalized through a
Conﬁgu rations configuration management tool outside of the code. The same deployment can
propagated across environments with the correct configuration applied.

Keep environments across the application lifecycle (Dev, QA, Staging and Prod) as
Devarod Parity similar as possible, avoiding costly shortcuts. Here, the adoption of containers can
greatly contribute by promoting the same execution environment.

All required ancillary resources (data stores, caches, message brokers) should be
Backi ng Services accessed as RESTFul services via an addressable URL decoupling the resource from the
microservices and enabling it to be easily interchanged.

Treat logs generated by microservices as event streams, processed by event aggregator
Logglng infrastructure and propagated to data-mining/log management tools like Azure
Monitor or Splunk and eventually long-term archival.

Each release must enforce a strict separation across the build, release and run stages.
BUiId, Release, Run Each should be tagged with a unique ID and support the ability to roll back. Modern CI/
CD systems help fulfill this principle.

Run administrative/management tasks as one-off processes. These tasks might include
Admin Processes data cleanup or pulling analytics for a report. Tools performing such tasks should be
invoked from the production environment, but separately from the application.

Each microservice will be stateless with any necessary state externalized to a backing
Statelessness service (i.e., distributed cache, data store), providing seamless scalability and fault
tolerance.

foNoNoNoNoRe}

loNoNoNoNoNol
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Dapr: writing less code and achieving more

i B
qur Blog Docs GitHub Discord ¥y star 11,791 Try Dapr

dapr
Simplify cloud-native

application development

D i St ri b u ted Focus on your application’s core logic and keep

your code simple and portable

Application Runtime

Portable, event-driven, runtime for
building distributed applications
across cloud and edge

Dapr v1.0! Dapr is now production ready! Learn more >>

dapr.io T _
What is Dapr? up



Dapr is about building blocks for every developer

&

Application code

Microservices written in

Any code or framework... _Tw no d [ JIIE) A pl:]'[hOﬂ' -NET :;{) Java e

I
I I
HTTP API gRPC API

o EEEE
! H# 0§ =
d a P r Service- State Publish Resource Observability Secrets Extensible
to-service management and bindings

invocation subscribe and triggers

BT Microsoft Azure ':2 Azure Arc dws £ Google Cloud (-] Alibaba Cloud kubernetes ﬁ On-Premises

up



How to deal with complexity

Distributed Applications on Infrastructure

SDKs Plo N SDKs

& & . @

Azure KeyVault

v

o H Service Bus Azure KeyVault

Service 0 Service A calls Service B Service

Code A , Code B @ L4
Application Insights Service Bus Application Insights Cosmos DB

Service B updates State

v
State Stores () ’1
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How to deal with complexity

Distributed Applications on Infrastructure

SDKs v SDKs
<{:}> <{:}> :?%:' . Rabbit

Hashicorp Vault - =
i ) ) - 1 Jaeger RabbitMQ
Service ¢ Service A calls Service B Service
Code A )%= N WRabbit Code B e
- redis
faeger RabbitMQ Hashicorp Vault Redis

Service B updates State

v
State Stores v bRabbi e

redis
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How to deal with complexity

Distributed Applications on Infrastructure

o) JL & JL
Service daPr " Service daPI"

Service A calls Service B
Code A Code B

Service B updates State

v
State Stores v bRabbi e

redis
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How do you choose
your platform?




Platform choices and trade offs

5N

Azure Serverless

Productivity
Locked Ecosystem
Fully supported
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Platform choices and trade offs

=
4> o
o/
Azure Serverless Azure Container Apps
[ 2
T = O <t A e
Productivity Managed Applications
Locked Ecosystem Smaller Open Source Ecosystem
Fully managed and supported Fully managed and supported
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Platform choices and trade offs

O, S
VAN ine uRiRE
‘o— RN
Azure Serverless Azure Container Apps Azure Kubernetes
.uI @ r 1
m L Jd
T = O cl A dopr cLoup NaTIvE

Productivity Managed Applications Control
Locked Ecosystem Smaller Open Source Ecosystem Open CNCF Ecosystem
Fully managed and supported Fully managed and supported Fully managed and supported

Infrastructure and addons
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Platform choices and trade offs

[
”
( s @ DJ[HEDH]D]

Azure Serverless AppServices Azure Container Apps Spring Cloud Azure Kubernetes
. s
o X l
o9 dapr OPENSHIFT CLOUD NATIVE
S F ACl ARO COMPUTING FOUNDATION
Productivity Managed Applications Control
Locked Ecosystem Smaller Open Source Ecosystem Open CNCF Ecosystem
Fully managed and supported Fully managed and supported Fully managed and supported

Infrastructure and addons
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Serverless Applications

High scale web application with first party services

Static content

Static website hosting

AN — z
/ o= <
[ =

CDN

Storage blob

End-to-end
monitoring

pa )

Monitor

HTTP GET
0 o
‘ =1l
Single-page API
web application
HTTP GET
POST

APl Management

>®%/\%

Function App 1

| g |

EventHub

S 5N ——

Function App 2

<

Cosmos DB

Sign-in & <

Azure Active Directory

Authentication
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Serverless Applications

Function Trigger

public static class MyFunctions
Output to Client

public static [IActionResult un(ﬂHttpTrigger(“get”, “post”™) ] |
HttpRequest req, ILogger log)

{
log.LogInformation("Received request to say hello");
string name = req.Query[“name”]; .
name = name ?? “friend”; Function Code
return new OkObjectResults($”Hello, {name}!”);
}

1C static string Run(|Httpirigger] dynamic input, ILogger log)

[ FunctionName( ﬁddToQueu? ) | ' Output to queue
|[return: Queue("myqueue-items %lj
pu ri

{
log.LogInformation($"Adding to queue: {input.Text}");

return input.Text;

} nmliTup



Serverless Applications

High scale web application open source technology

Static content Static website hostin End-to-end
9 monitoring
HTTP GET
\ -
&= X ) G\
CDN Storage blob Grafana
0 o
‘ —ulli
Single-page API
web application §g
> — 5N — — LN ——
HTTP GET kafka
POST
APl Management Function App 1 Topic Function App 2 MongDB

% ’ 4
. \ N o
Sign-in Authentication

Azure Active Directory

#SummlTup



Ensure scaling applications

—
K=DA
[I—
AWS CloudWatch
AWS Simple Queue Service
Azure Event Hub
Azure Service Bus Queues and Topics
Azure Storage Queues
GCP PubSub
Kafka
Prometheus

RabbitMQ
Redis Lists

Ccu

101010
ololol
101010

Kubernetes cluster

Kubernetes
store

Register +
trigger and
scaling definition ! KEDA
Horizontal e
pod & adapter Controller Scaler
autoscaler
Any
events?
0->1o0r1->0
</> |« &

Function pods

External
trigger
source
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Azure Container Apps

Serverless containers for microservices
Build modern apps on open source
Focus on apps, not infrastructure

Seamlessly port to Kubernetes

Kubernetes A\ KEDA dapr DAPR ¢l Envoy

@

\
@

=/
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Azure Container Apps

Azure Container Apps hosts apps and microservices that scale dynamically
based on HTTP traffic or events, as well as long-running background jobs.

Azure responsibility

Container App Definition 1...N

Team owned subscription resources

Container App Environment 1

Identity A Scaler

? Secrets

@ DNS C@ TLS Q:L-[ Router

Azure

Apps
API

Container App 1 Definition

-~

g

Container
settings

~

J

-

-

Dapr
settings

~

J

-~

g

Ingress
settings

J

s

&

Scale
settings

~N

J

s

-

Secret
settings

~N

J

s

-

Revision
settings

~N

Uiy,
—

iy

>

Container registry

Ol’§g

kafka

Postgres Flex Kafka
Log analytics space

Customer owned virtual network

Application Gateway
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High developer productivity

Microsoft Azure P Search resources, services and docs

Home > Container Apps >

Container Apps

‘

@ Overview
&8 Access control (IAM)

® Tags

Worker App settings
[2 secrets
3 Ingress

& Continuous deployment

Revisions

@ Revision management

contosoContainerApp #

() Refresh  [A] Delete
7~ Essentials
Resource group (change) ! contosoRG Application URL
Status : Running Worker App Environment
Location | West US 2 Virtual network
Subscription (change) : contosaSubseription Log Analytics
Subscription ID © b9184e8a-0517-4848-8c79-dbYaad7 16efd Application Insights
Tags (change) : Click here to add tags

JSON view

. https://contosoContainerApp.azureworkerapp.io
: contosoEnvironment

contosoVNet

contosolA

contosoAl

Create revisions to manage traffic and scaling

With Azure Container Apps, you create different revisions of the app that address different markets for
example, or handle different configurations for autoscaling, container images, or Dapr. Learn more

Manage your app with revisions

Use revisions to set up autoscaling, specify Dapr
settings, and configure your container. Every
change you make creates a new revision, giving
you complete contral over your deployments.
Learn more ('

®

Set up continuous deployment

Set up GitHub Actions for automatic
deployment of the container image and the
application cade. Learn more

Set up deployment

"

Create secrets

Protect sensitive data by adding secrets to your
app. Once you create a secret you can reference
itin the next app revision. Learn mare '

Create secrets

i1

Select any container image using any language or framework

Choose vCPU cores, memory, and scale settings based on events or HTTP requests

Enable service-to-service communication, configure ingress, and event sources

Create and deploy your application

#SummlTup



Continous blue/ green deployments

Deploy Azure Resources with

Bicep using GitHub Action -
Set up federated service identity for e

Azure Resources\
azure in GitHub Repo ® @ é
= |
/) )

EEE — red is

HER
Application Insights  Azure Redis

@ dcf,ir

v

Service ldentity

Container App Environment R

GitHub
Repo

v

Container App Frontend

eoo
Node App
v ] @

Build containers and push

- - Green revision gets
Blue revision Green revision

i Ingress validated using the
Check in to GitHub packages and O @ e private revision url
Code deploys green revision s lt. |t-
o | [T [ =
o &
envoy I

User sees e

R blue revision
N / .\ A 4 e .\
o Users sees (-L»3 |‘. |t.
Developer R ] green revision envoy ‘o Yo—
Blue revision  Green revision

User Container App Backend
J
@ )
Traffic split between blue and green gets slowly
increased towards green revision #SummlTu P




Builtin obvervability

Container app 1 Container app 2
L 1§
|E. dapr dapr |E-
P ¢ > P
Containerized sidecar Ser\(ice to sidecar Containerized
application service call application
- e G
J/ . 8 calls 8 calls
o < (j11.9ms)
. /7
:‘ “‘ 8 calls python-app
. instance -
H 00 rﬂs :
5 calls o
Collector }n@
nod-e.-;pp 12 calls
instance
> 2eae
calls
@ Azure Application Insights
go-app
#SummlTup




. ¥, David Samuelsson
Wry : Follow v,
@dasamuelsson - :

Wednesday #funny:

2014 - We must adopt #microservices to

. solve all problems with monoliths.
Why dare you using 2016 - We must adopt #docker to solve

Ku bernetes? all problems with microservices.
2018 - We must adopt #kubernetes to

solve all problems with docker

12:41 AM - 19 Sep 2018

27 Retweets 52 Likes 9 Q 5 &D a é @ & %

G2 4 T 27 = ¥ 52 &



Scheduling

@

Scaling

Benefits of Kubernetes

®

Affinity/anti- Health
affinity monitoring

Networking Service
discovery

5

Failover

Coordinated
app upgrades

#SummlTup



Kube

Source code
<\ repository

m$* Artifact
HEE repository

!é Cl/CD

Monitoring/ [ !
Logging L
| \

X, Distributed
',‘.: Tracing

____________________

rnetes creates need for more concepts
&

[ ]

Application
architect

Automation layer for Scheduling, Upgrades, Scaling, Monitoring, Deployment

Kubernetes

/

______________________________________________________________________________________________________
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Azure Kubernetes Service

..-.. Azure Kubernetes
mm Service (AKS)

I I
: Ingress Open Source Tools Microservices :
€ 1 1 —
i— & — 0| 4 —mk
¢ kafka
Client Apps Azure Load Ingress
Balancer
Cl/CD

A % -+ ) &P redis

I I

I I

I I

I I

! .Q. I External
I

| Q : data stores
I I

I I

I I

I I

I ]

I

I

I

1

) | — & — |

4 Docker i Docker Kubernetes &+ Virtual Network |

push Container pull L _ _ o | o o |

registry RBAC
[ 4 \—> & =) < >
[

Dev/Ops Azure Active ' 0\
Directory “ugf

Monitor Secret Store
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Managed Components: Ingress

wawvw

I=\ /=

waw
w

Application Gateway @? API server
Attach Application Gateways to AKS Clusters S
‘ @

Load Balance from the Internet to pods
No

pod
- .

Ingress
Resource

(=

I_
G

Supports features of k8s ingress resource — TLS, multi-site
and path-based routing

Pod-AAD for ARM authentication

D\«»

Azure ARM
https://github.com/Azure/application-gateway-kubernetes-ingress

#SummlTup


https://github.com/Azure/application-gateway-kubernetes-ingress

Node

Exporter

podl
(application)

(application)

Managed Components: Monitoring

End point (url/ipaddress)
http://myurl:9101/metrics

annotations:
prometheus.io/scrape: "true" ~

prometheus.io/port: "8000" /
prometheus.io/scheme: "http" /
-~ 7

s/
End point (pod annotation) 4

-

(
{ pod2
3

N

kube-service
(i.e. - kube-dns, kube-
state-metrics)

End point (Kubernetes service)

)

I?I

-

Azure Monitor

-7
-7
%

g 7 Log Analytics

prometheus.io/path: "/mymetrics" 7

agent

http://my-service-dns.my-namespace:9100/metrics

https://metrics-server.kube-system.svc.cluster.local/metrics

A 4

for containers

\_

4

A 4

Dashboards

\ 4

Log Analytics
—

A

\4

Alerts

#SummlTup


http://my-service-dns.my-namespace:9100/metrics
https://metrics-server.kube-system.svc.cluster.local/metrics

Azure Monitor

- Azure Monitor

\ig E LogicMonitor

Application 1

Application Traces ‘2

3
. DATADOG
Operating System m ( ) s
I @ o Grafana
Integrate >
APIs L)
é Telemetry

Azure Resources

tur@mic
‘ APPDYNAMICS

Custom Sources
Dashboards Alerts
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Managed Components: Secret Store Driver

a Pod requests token using

its managed identity Azure
Credentials retrieved from g Active Directory
Key Vault used to access
e backend applicaton

Pod « -
{ " e If successfully authenticated,

a token is issued to the pod

] o o o
Pod authorized based on

Backend If authorized and have Token used to
application permissions to requested authenticate against Key assigned permissions and
key, credentials are returned Vault and request a key request allowed or denied
¥ ¥
D- ’
Azure
Key Vault

https://github.com/kubernetes-sigs/secrets-store-csi-driver

#SummlTup


https://github.com/kubernetes-sigs/secrets-store-csi-driver

Do you need a service mesh?

Observability

Traffic Management T

Request routing, weighted load-balancing, fault [ service s
Injection, circuit breaker patterns etc. “ 5
S3 .

Traffic -
Management y

Security b ,
mTLS encryption+ authentication/authorization - 5 | )
ervice SerV|ce3
: 1 Service?2

for communication between services
erviceb

NS

Observablllty \ Kubernetes Cluster
Traffic tracing; visibility into connections
accepted/denied

#SummlTup



Managed Components: Open Service Mesh

n Service Mesh Interface (SMI)

Container .
Insights amm—) SM Control Plane Service

\\e}

©

Azure Monitor

SM Data Plane

o o

Prometheus

C i@

>
AAD AKS \_ K8s Clusters )

—
https://github.com/openservicemesh/osm
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https://github.com/openservicemesh/osm

Ensuring
consistency

FaaS and Furious by Forrest Brazeal ) A CLOUD GURU

"Come on, make up your mind -
or it's back to the Sinkhole of Nested XML."

rved.

st Brazeal. All rights rese

© 2018 Forre!



Decide on Infrastructure as Code Toolchain

.E' Terraform p

Azure Bicep HashiCorp Terraform Pulumi

#SummlTup



|deal deployment and upgrade methodology

o
—\
o,

WRITE & COLLABORATE PLAN & VALIDATE CREATE

on infrastructure as code Preview changes before Reproducible

using a version control system applying with a common infrastructure, safely.
workflow

#SummlTup



Watch for exposures in your environments

Exposure Access Lateral movements Actions
o
Insecure Virtual machines }))) ----- gD Virtual machines ﬁ Data loss
configuration T : T
-
® Vulnerabilities Apps > Apps .' Data exfiltration
roon r -
# Infected admin - Credentials > Credentials ‘ Ransomware
L L
})))i Open entry points . Data stores . > . Data stores - B Resource abuse
r "
- Exposed credentials loT devicess i > . loT devices
L J /" Ve
o Com ised
P promised user

#SummlTup



How to balance speed and control?

....................... .@_-_-> ’ Management
: ol  Groups
|

s

Developers

$ Cost
Management
> S .
Operations = Policy

]

]

]

i

:_ __________________ _@_____} i Blueprints
<

[.:] Templates > RBAC

(0:2 Policies

#SummlTup


https://docs.microsoft.com/en-us/azure/governance/policy/overview

Policy at scale

Cloud
Architect

Compliance reports Q
o 1
1 1
: Cluster-1 Cluster-2 Cluster-3 : @
1 1

Compliance reports for the b A

entire environment, with : : 1

- - =
1 1

pod-level granularity

Azure
Policy

| Fail
Developer

(
1
1
1
1
1
1
1
1
1

r
R rer—irle

I
| N e e e e el e e - - -

Compliance check o

: Azure Pipelines I O
@ Deny policy

Cluster-1

Cluster-2

Cluster-3

oY
| 99

I
1
I
1
I
\

https://github.com/open-policy-agent/gatekeeper

O
NI\

oI\
NsI\7
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https://github.com/open-policy-agent/gatekeeper

# J Tech companies born with an
open source mentality get it.
It's our ability to work together
that makes our dreams
believable and, ultimately,
achievable. We must learn to
build on the ideas of others”

—Satya Nadella, CEO

Microsoft
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= Microsoft

Thank you
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Appendix
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Icons

Icons should be primarily used as a visual aid, as a way to break up large amounts of text and content, or as
a visual cue of the content that follows.
Get the full set of icons for presentations

INDUSTRY SECTORS

m (D L e & B

2,

MAPS / LOCATION

@ & O & 7 g 0

MONEY / FINANACE / RETAIL / CONSUMER

Y O $ & B O B E

T D M

#SummlTup
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https://microsoft.sharepoint.com/teams/BrandCentral/Documents/Monoline_icon_guide_and_library_for_PowerPoint.zip

I

Jo

fo &[G
Qa0 Ba =

N X O =a Y

Q')

[E]

=G

o @O g 8§ BooR
O N O 8 & A QA

4
A

o]

g

—

]

Y

o @ L &

e
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https://microsoft.sharepoint.com/teams/BrandCentral/Documents/Monoline_icon_guide_and_library_for_PowerPoint.zip

Presentation
resources

More templates

Overview of templates on
Brand Central

Product-specific PowerPoint
templates

PowerPoint presentation
event templates

Past event slides archive

Microsoft Story deck

Toolkit for building your own

template

Training

Brand Central presentations

overview page

Accessibility tips and best
practices

#SummlTup


https://microsoft.sharepoint.com/teams/BrandCentral/Pages/Templates.aspx
https://microsoft.sharepoint.com/teams/BrandCentral/Search/Pages/BCTemplatesResults.aspx?k=PowerPoint
https://microsoft.sharepoint.com/teams/BrandCentral/Pages/Bundles/Microsoft_event_presentation_template.aspx
https://microsoft.sharepoint.com/sites/presentations/
https://aka.ms/microsoftstory
https://microsoft.sharepoint.com/teams/BrandCentral/Pages/Bundles/PPT_template_starter.aspx
https://microsoft.sharepoint.com/teams/BrandCentral/Pages/Expression-Presentations.aspx
https://support.microsoft.com/en-us/office/make-your-powerpoint-presentations-accessible-to-people-with-disabilities-6f7772b2-2f33-4bd2-8ca7-dae3b2b3ef25?ctt=1&correlationid=423bb540-1c5f-46da-ac26-8090863d3968&ui=en-us&rs=en-us&ad=us

