
MING LI

Address Contact Information

David R. Cheriton School of Computer Science Phone: 519-888-4659 (Office)
University of Waterloo Cell Phone: 519-500-3026
Waterloo, Ont. N2L 3G1, Canada E-mail: mli@uwaterloo.ca
WWW homepage: http://cs.uwaterloo.ca/∼mli/ Fax: 519-885-1208

Education

Harvard University, Postdoctoral fellow, supervisor: Les Valiant, 9/1986 – 8/1987
Cornell University, M.S. 1983, Ph.D. 1985 Computer Science. Advisor: Juris Hartmanis. 1981 – 1985
Wayne State University, M.S., Computer Science. Advisor: W. Grosky, 4/1980 – 12/1980
Chinese Academy of Sciences, Institute of Computing Technology, 1978 – 1980.

Primary Positions

University Professor, School of Computer Science, University of Waterloo, 2009 – present
Canada Research Chair in Bioinformatics, Tier I, School of Computer Science, University of Waterloo,
2002 – present
Professor (tenured), School of Computer Science, University of Waterloo, 7/1994 – present
Professor (tenured), Computer Science Department, University of California at Santa Barbara, 2000-
2002 (On leave from UW)
Associate Professor, Computer Science Department, University of Waterloo, 7/1989 – 7/1994
Assistant Professor, Computer Science Department, York University, 1/1988 – 7/1989
Assistant Professor (non-tenure track), Aiken Computation Lab, Harvard University, 9/1987 – 1/1988
Assistant Professor, Dept. Computer Science and Information, Ohio State University, 4/1985 – 9/1986

Research Interests

Kolmogorov complexity and its applications, average-case analysis of algorithms, information distance,
proteomics, peptidomics and cancer immunotherapy, machine learning, natural language processing,
computational complexity.

Prizes & Awards

Overseas outstanding contributions award. Chinese Computing Federation, 2021.

Lifetime Achievement Award: CS-Can/Info-Can, 2020.

McGuffey Longevity Award: for book An introduction to Kolmogorov complexity and its applications. 2020.

Killam Prize, 2010. ($100,000). One award each year in Engineering, Natural Science, Health Science,
Humanity, and Literature, in Canada.

Outstanding Contribution Award, IEEE Granular Computing, San Jose, August, 2010

Premier’s Discovery Award (Innovation Leadership), 2009

IEEE GrC Conference, Pioneer Award, May, 2006

Award of Merit, 1997. The Federation of Chinese Canadian Professionals (FCCP)

Honours & Fellowships

Fellow, ISCB (Int’l Society of Computational Biology), 2021
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Canada Research Chair in Bioinformatics, Tier I, Nov. 2002 (renewed 2009, 2016)

University Professor, University of Waterloo, June 2009.

Fellow, Royal Society of Canada, 2006

Fellow, ACM, 2006

Fellow, IEEE, 2006

Killam Research Fellowship, Canada Council for the Arts, 2001

E.W.R. Steacie Memorial Fellowship, NSERC, 1996

Best Paper Awards & Highlights

COLING’2010: F. Bu, X. Zhu and M. Li, Measuring the Non-compositionality of Multiword Expressions.
Best paper award selected from over 800 submissions, August 21-26, 2010. pp. 116-124

Computational System Biology’2007: Z. Zhang, H. Lin, M. Li, MANGO: a new approach to multiple se-
quence alignment. San Diego, CA, Aug. 13-15, 2007.

1999 Genome Informatics Workshop: X. Chen, S. Kwong, and M. Li, A compression algorithm for DNA
sequences and its application in genome comparison. Tokyo, Japan, Dec. 1999, pp. 51-61, and in
RECOMB’00. Tokyo, Japan, April 2000, p. 107. Tokyo, Japan, Dec. 1999

2007 Genome Informatics Workshop: X. Gao, D. Bu, S.C. Li, J. Xu, M. Li, FragQA: predicting local fragment
quality of a sequence-structure alignment. Singapore, Dec. 3-5, 2007.

SIGKDD: (Finalist for the best paper award.) X. Zhang, Y. Hao, X. Zhu, M. Li, Information distance from
a question to an answer. pp. 874-883, Aug. 12-15, 2007.

FOCS’85 (Disqualified for best student paper, due to graduation date.) M. Li, Simulating 2 pushdown
stores by 1 tape in O(n1.5) time. Portland, pp. 56-64, 1985.

NH Tran, R. Qiao, L. Xin, X. Chen, C. Lui, X. Zhang, B. Shan, A. Ghodsi, M. Li. Deep learning enables de
novo peptide sequencing from data-independent acquisition mass spectrometry. RECOMB’19, Highlight
track, 2019.

N.H, Tran, X. Zhang, L. Xin, B. Shan, M. Li. De novo peptide sequencing by deep learning. RECOMB’18,
Highlight track, 2018.

Selected Keynote/Distinguished Lectures

1. Keynote speech, Deep learning and personalized immunotherapy. Future Science Prize Science Forum,
Nov. 19, 2021, Beijing China. Online audience, 4 million.

2. Keynote Speech, Digital transformation in biotechnology. CNCC-21. Shen Zhen, China, Oct. 29, 2021.

3. Keynote Speech, Neoantigen discovery for personalized cancer immunotherapy. RECOMB’2021, Aug.
29 – Sept. 1, 2021. Virtual meeting.

4. Public Speech, “Self-supervised learning, 0-shot learning, and information distance” Tsinghua University,
Jan. 7, 2021. 303242 people online attending.

5. Keynote Speech, AI enabling cancer immunotherapy, 12th Big Data Technonologies Conf. (BDTC), Dec. 5,
2019, Beijing, Great Wall Hotel.
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6. Keynote Speech, AI, NLP, and Bioinformatics. Beijing Academy of Artificial Intelligence Conf., Oct. 31,
2019. Beijing, China.

7. Keynote Speech, 3rd generation chatbot. China Conference on Knowledge and Semantic Computing,
Hangzhou, August 24-27, 2019

8. Keynote Speech, 3rd generation chatbot. Tsinghua University, July 1st, 2019, at the Ceremony of the
establishment of Tsinghua AI NLP Center.

9. Keynote Speech, AI empowering cancer immunotherapy, and Panelist (on NLP empowering industry), 2019
Global AI technology Conference (CAITC 2019). Nanjing, China, May 25-26, 2019.

10. Panelist: Will AI surpass human intelligence, ACM China Turing Meeting, Chengdu, May 18, 2019.

11. Keynote Speech: Discovering Neoantigens for Cancer Immunotherapy. UWORCS, April 10, 2019. University
of Western Ontario.

12. Keynote Speech: Chatbot technologies, 7th Guangzhou Electric Grid Conference. March 26, 2019.

13. Keynote Speech: Discovering Neoantigens for Cancer Immunotherapy. International 17th Asia Pacific Bioinfor-
matics Conference (APBC 2019), Wuhan, China, Jan. 14-16, 2019.

14. Public Lecture: Neoantigen, New Medicine and New Hope. Sept 30, 2018, Beijing University of Technolo-
gies. (Also at Beijing 301 Hospital, Changsha Xiangya Hospital, Chengdu Huaxi Hospital, Peking Union
Medical College Hospital.)

15. Keynote Speech: SIGBIO China Symposium: Bioinformatics in AI Era. Shanghai, China, May 19th, 2018.

16. Keynote Speech: Challenges from Immunotherapy, CPM 2018 (COCOON’2018), July 2-4, 2018, Qingdao,
China.

17. Keynote Speech: 2017 International Forum on Innovation and Emerging Industrial Developments (IEID
2017), Shanghai, China, Nov 7-9, 2017.

18. Keynote Speech: Deep context resolution. Alibaba Yunxi Conference: Oct. 13, 2017, Hangzhou, China.

19. Keynote Speech: Deep learning in bioinformatics. The 8th IEEE Int’l Conf. on Big Knowledge, August 9-10,
2017.

20. Keynote Speech: De novo peptide sequencing by deep learning. The first ACSIC Symp. on Frontiers in
Computing (SOFC), June 9-10, 2017, Chicago.

21. Keynote Speech: Contextual sensitive chatting. Artificial Intelligence Summit, Beijing Asia Grand Hotel,
Beijing, China, March 28, 2017.

22. Keynote Speech: De novo and antibody sequencing. Fudan University Medical School, Proteomics Work-
shop, March 27, 2017.

23. Keynote Speech: Chatting robots by deep learning. Global Artificial Intelligence and Robotics Summit,
Chinese Computer Federation, Shenzhen, China, August 12-13, 2016.

24. Keynote Speech: Chatting robots by deep learning. 7th Workshop on data mining and intelligent com-
puting. Hefei, China, August 9-10, 2016.

25. Keynote Speech: Chatting robots by deep learning. The 3rd workshop on big data and computational
intelligence. Beijing, July 29-July 31, 2016.

26. Keynote Speech: Approximating Semantics. 13th Chinese Computational Linguistics, Wuhan, China, Oct
18-19, 2014.
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27. Keynote Speech: 10th Conf on Algorithmic Aspects of Information and Management. Vanckeeouver, July
8-11, 2014.

28. Invited tutorial: Unconventional Computation & Natural Computation, (Tutorial) London, Ontario. July
14-18, 2014

29. Keynote Speech: Spaced Seeds. ISBRA 2014, Zhang Jia Jie, China. June 28-30, 2014

30. Public Tianyi Lecture, Ningbo City, China, Oct. 21, 2013 Latent Search.

31. University of New Brunswick Annual Lecture in Computer Science: Information Distance. April 11-12,
2013.

32. Special Faculty Wide Colloquium: Information distance from a question to an answer. April 18th, 2012.

33. Keynote Speech: Ideas in Bioinformatics. Sharcnet Research Day, May 23, 2012. Guelph University,
Ontario, Canada.

34. Keynote Lecture: Spaced Seeds. IEEE International Conference on Bioinformatics and Biomedicine (BIBM
2012), Philadelphia, US, Oct. 4-7, 2012.

35. Keynote Speech: ICDM’2011 Workshop on Biological data mining and its applications in healthcare.
Vancouver, Dec. 11, 2011.

36. Keynote Lecture: Information Distance. Solomonoff 85th Memorial Conference, Melbourne, Australia. Nov.
30–Dec. 2, 2011.

37. Invited Lecture: Information distance. The Fourteenth International Conference on Discovery Science (DS
2011), Oct. 5-7, 2011, Espoo, Finland.

38. Keynote Lecture: Kolmogorov complexity and its applications in computer science. Laurier Centennial Con-
ference: Applied Mathematics, Modeling and Computational Science Conference. July 25-29, 2011.

39. Invited Lecture: Spaced Seeds. International Bioinformatics Workshop’2011, Xi’an, China, July 11-13, 2011.

40. Keynote Lecture: Modern Homology Search. The 4th Annual Meeting of the Asian Association for Algo-
rithms and Computation (AAAC 2011), April 16-17, 2011, Hsinchu, Taiwan.

41. Keynote Lecture: Information Distance and Chain Letters. The 4th Annual Int’l Conf. on Combinatorial
Optimization and Applications. Dec. 18-20, 2010, Hawaii.

42. Keynote Speech: ACM International Workshop on Data and Text Mining in Bioinformatics Oct. 29-30,
2010, Toronto.

43. Keynote Speech: Kolmogorov Complexity and Information Distance. IEEE Int’l Conf. on Granular Comput.
August 14-16, 2010, San Jose.

44. Keynote Speech: 5th Canadian Student Conf. on Biomedical Comput. and Engineering, May 20-22,
2010, Waterloo, Ontario.

45. Keynote Lecture: 12th Descriptional Complexity of Formal Systems August 8-10, 2010. Saskatoon,
Saskatchewan.

46. Keynote Lecture: Optimized Spaced Seeds. 1st International Conference on Bioinformatics and Computa-
tional Biology. New Orleans. April 8-10, 2009.

47. Distinguished Lecture: Can NMR Protein Structure Determination be Automated? Computer Science Depart-
ment, University of Alberta. March 16, 2009.
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48. Keynote Lecture: Thermodyanics of Computing. 14th Int’l Conf. DNA Computing (DNA14), Prague, June
2-6, 2008.

49. Keynote Lecture: 19th Int’l Conf on Genome Informatics (GIW2008). Brisbane, Australia, Dec. 1-3, 2008.

50. Distinguished lecture: Optimized Spaced Seeds Computer Science Department, University of Maryland at
Baltimore County. Feb. 5, 2008.

51. Distinguished lecture: Computer Science Department, University of Texas, Dallas, Sept 14, 2007.

52. Keynote speaker: Information Distance. The 13th Annual International Computing and Combinatorics
Conference (COCOON’07), July 16-19 2007, Banff, Alberta.

53. Invited Speaker: Information Distance. 11th Int’l Conf. Develop. Language Theory (DLT), Turku, July, 3-6,
2007.

54. Keynote speaker: Modern Homology Search. Ohio Collaborative Conference on Bioinformatics, Miami
University, Oxford Ohio, July 9-11, 2007.

55. Keynote speaker: Modern Homology Search. ISBRA’2007. Atlanta, May 7-10, 2007.

56. Distinguished Speaker: Modern homology search, Distinguished Lecture Series, Simon Fraser University,
Oct. 26, 2006.

57. Keynote Speaker: Fast homology search. 31st Int’l Symp. on Math. Found. Comput. Sci. (MFCS’2006),
Slovakia, Aug. 28–Sept. 1, 2006.

58. Distinguished Speaker: Workshop on Bioalgorithmics, July 12-15, 2006. Singapore.

59. Invited Speaker, Complexity of motif ranking, 2006 RECOMB Satellite Workshop on Regulatory Genomics:
Singapore, July 17-18, 2006.

60. Keynote Speaker: The information distance and applications. The 11th International Conference on Imple-
mentation and Application of Automata (CIAA’06), Taipei, Taiwan, August 21-23, 2006.

61. Keynote Speaker: Information distance. IEEE Int’l Conf. on Granular Computing, Atlanta, May 10-12,
2006.

62. Invited Speaker: Super seeds in bioinformatics and finance. Symposium on Combinatorial Pattern Matching
(CPM’05) Jeju island, Korea, June 19-22, 2005.

63. Invited Plenary Speaker: Theory of spaced seeds. International Symposium on Recent Trends in Theoretical
Computer Science. Feb. 28 – Mar. 3, 2005, Kyoto, Japan.

64. Keynote Speaker: Genome to annotation. SIG meeting in structural bioinformatics, Jan. 17, 2005, Singa-
pore.

65. Distinguished Speaker: PatternHunter – fast and sensitive homology search. Queens University, School of
Computing Distinguished Seminar Series, http://www.cs.queensu.ca/seminars/dss/schedule.html, Nov.
12, 2004.

66. Invited Plenary Speaker: Kolmogorov complexity and its applications. The 3rd International Congress of
Chinese Mathematicians (ICCM), http://www.ims.cuhk.edu.hk/conference/iccm2004/, Hong Kong, De-
cember 17-22, 2004.

67. Keynote Speaker: Fast and sensitive homology search. 4th IEEE International Conference on Data Min-
ing (ICDM), http://icdm04.cs.uni-dortmund.de/, Brighton, UK, Nov. 2-4, 2004. Invited Talk: A theory of
parameter-free data mining. Workshop on Foundations of Data Mining, Brighton, UK, Nov. 1, 2004.
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68. Keynote speaker: Fun and elegant ideas in bioinformatics. The 3rd annual Toronto Undergraduate Biotech-
nology Symposium, March 26, 2004.

69. Keynote Speaker: Fast and sensitive homology search. 2003 Bioinformatics In Taiwan (BIT2003) Sympo-
sium, Taiwan, Sept 5-7, 2003. http://ymbc.ym.edu.tw/bit/3e.html.

70. Invited Public Lecture: Chain letters and evolutionary histories. Tsinghua University, Beijing, China, Oct.
2003.

71. Invited Plenary Lecture: Bioinformatics Tools and Software. Canada-Japan Science Symposium, Canadian
Embassy in Japan. Jan. 2003. Japan.

72. Keynote Speaker: Building tools to mine molecular sequence data. 2002 Australian Joint Artificial Intelligence
Conference, Canberra, Australia, Dec. 2-6, 2002. http://www.cs.adfa.edu.au/ abbass/AI02/

73. Invited Lecture: Fast and sensitive homology search. Theoretical Computer Science Symposium 100 An-
niversary of Nihon University, Tokyo, Japan, 2002.

74. Invited Plenary Speaker: PatternHunter: Any genome anywhere. Second Annual ”The Computational Chal-
lenges in the Post Genomic Age”, Durham, NC. March 11-13, 2002.

75. Keynote Speaker: Bioinformatics: new challenges to computer science. Beijing Bioinformatics Conference.
Nov. 27, 2000, Beijing, China.

76. Keynote Speaker: Whole genome phylogeny, Case Western Reserve-Netgenics-Athersys mini-symposium
on computational genetics, Cleveland, Oct. 20, 2000.

77. Keynote Speaker/Panelist: Bioinformatics challenges to computer science. Bioinformatics Workshop, Wayne
State University, Detroit, Oct. 26, 2000.

78. Keynote Speaker: Bioinformatics: new challenges to computer science. Bioinformatics Workshop, Dec. 2000.
National Chung Zheng University, Taiwan.

79. Invited Plenary Speaker: The incompressibility argument. International Conference on Theoretical Com-
puter Science (in honor of Manuel Blum’s 60th Birthday). April 20-24, 1998, Hong Kong.

80. Keynote Speaker: Average-case analysis using Kolmogorov complexity CATS’98 – Computing: The Aus-
tralasian Theory Symp. Feb. 2-3, 1998, Perth, Australia.

81. Keynote Speaker: Average-case analysis via incompressibility method, 11th Symp. Fundamentals of Com-
putation Theory (FCT’97), Krakow, Poland, Sept. 1-3, 1997.

82. Distinguished Speaker: Kolmogorov complexity and its applications, Center for System Science and School
of Computing Science Distinguished Speaker Series, Simon Fraser University, Nov. 21, 1996.

83. Public Lecture: A tour through the world of Kolmogorov complexity, City University of Hong Kong. Nov. 13,
1996.

84. Invited Plenary Lecture: Inferring a DNA sequence from erroneous copies, 6th Annual International Workshop
on Algorithmic Learning Theory, Fukuoka, Japan, Oct. 18-20, 1995.

85. Invited Lecture: Kolmogorov complexity and its applications, ALCOM Summer School on Complexity, Barcelona,
Sept. 5-9, 1994.

86. Invited Plenary Lecture: DNA sequencing and learning, DIMACS “Combinatorial methods for DNA mapping
and sequencing” workshop, Oct. 6-9, 1994.
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87. Keynote Lecture: PAC-learning theory and its applications, Canadian Workshop on Machine Learning, Banff,
Calgary, May, 1994.

88. Keynote Lecture: Theories of learning, 3rd International Conference for Young Computer Scientists, Bei-
jing, July, 1993.

89. Keynote Lecture: Thermodynamics of computing and information distance, 1993 Midwest theory conference,
Notre Dame, Indiana, April 3, 1993.

90. Keynote Lecture: Information distance, 1993 Carleton Annual Theory Symposium, Ottawa, Oct. 16, 1993.

91. Keynote Lecture: A tour through the world of Kolmogorov complexity, 19th International Colloquium on
Automata, Languages, and Programming (ICALP’92), Vienna, July 13-17, 1992.

Patents

M. Li, B. Ma and J. Tromp, A method for fast and sensitive homology search. US patent, issue by USPTO,
March, 2017. Patent number US9652586B2.

N.H. Tran, M. Li, et al, Methods and systems for assembly of protein sequences. US patent pending.
15/599341, filed 2017-05-18.

N.H. Tran, M. Li, et al, Methods and systems for assembly of protein sequences. Canadsa patent pending.
2967752, filed 2017-05-18.

N.H. Tran, M. Li, et al, Methods and systems for de novo peptide sequencing using deep learning. US
patent, application: 16/037949, filed 2018-07-19.

N.H. Tran, M. Li, et al, Methods and systems for DIA de novo peptide sequencing by deep learning. US
and international patent. Filed, Dec. 2018.

M. Li, Y. Tang, D. Wang System, method, and computer program for correcting speech recognition infor-
mation. US patent, provisional patent filed in Oct. 2011.

M. Li, Y. Tang, D. Wang System, method and computer program for correcting machine translation infor-
mation. Issued under US Patent No 9256597 (Jan 27, 2016)

M. Li, Y. Yang, D. Wang System and method for universal translating from natural language questions to
structured queries. Issued by USPTO on Nov. 10, 2015, Patent No. 9,183,511.

Selected Trainees.

• Fatema Zohora, Ph.D. 2017 –

• Zeping Mao, Ph.D. 2021 –

• Shuyang Zhang, MMath, 2021–

• Yonghan Yu, Ph.D., 2021 –

• Qianqui Zhang, MMath, 2022 –

• He Bai, Ph.D. 2019–

• Owain West, Ph.D. 2019–

• Anup Anand Deshmukh, graduate student, 2018-2020

• Sherry Xie, Ph.D. 2018–
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• Natatie Zhang, Ph.D., 2019 –

• Arash Mollajafari Sohi, graduate student, 2018-2020

• Hieu Ngoc Tran. postdoc, 2016-2018.

• Nancy Zhang, postdoc, 2016-2017.

• Xiaopeng Yang, postdoc 2016-2018.

• J. Tromp, postdoc, Sponsored by NSERC International Postdoc Fellowship. 1993-1995. Renaissance
Technologies.

• Karsten Verbeurgt. Ph.D. 1998

• B. Ma, Ph.D., 1999, and postdoc, 1999-2000. Professor at University of Waterloo.

• Kevin Lanctot, Ph.D. 2000. University of Waterloo

• Haoyong Zhang, M.Math. 1999. Microsoft.

• L. Zhang, postdoc, 1995. Professor at National University of Singapore.

• B. DasGupta, postdoc, 1995-1996. Professor at University of Illionois Chicago.

• Q. Gao, postdoc, 1987-1988. Professor at Academia Sinica, China.

• C.Z. Liang, M.Math. 2001. Professor at Insitute of Genetics, Academic Sinica, China.

• J. Badger, postdoc, 1998-2000. Research scientist at TIGR.

• G. Lin, postdoc, computational biology. Professor af University of Alberta.

• X. Chen, postdoc. 2000-2002. Faculty member at the Nanyang Institute of Technology.

• Dongbo Bu, postdoc, 2006-2009. Professor at Academia Sinica.

• Paul Kearney. Hired using my Steacie Fellowship replacement fund as a definite term assistant professor.
Chief Scientific Officer, Integrated Diagnostics.

• J. Xu, Ph.D. 2003. Faculty member at Toyata Institute of Technology Chicago.

• T. Vinar, Ph.D. 2005. Faculty member Comenius University.

• B. Brejova, Ph.D. 2005. Faculty member at Comenius University.

• Jing Zhang. Ph.D. 2008. Google.

• Zefeng Zhang, Ph.D. 2008. Bioinformatics Solutions Inc.

• Hao Lin, PhD. 2008. Bioinformatics Solutions Inc.

• S.C. Li, Ph.D. 2010. Faculty member at City University of HK.

• X. Gao. Ph.D. 2011. Faculty member at KAUST.

• B. Alipanahi. Ph.D. 2012. Postdoc, University of Toronto. 23&Me

• Yang Tang, Research Associate, 2011-2013. Twitter.

• Sayd Bashir. Ph.D. 2011. Google.
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• Christina Boucher. Ph.D. 2012. Faculty member at University of Colarado.

• Dan Holtby. Ph.D. 2013, Postdoc, University of Waterloo.

• Xuefeng Cui, Ph.D. 2014. Faculty member, Shangdong University

• Yahui Chen, M.Math. 2015, Google.

• Junnan Chen, M.Math. 2016, Amazon.

• Guangyu Feng, M.Math. 2017, Amazon.

• Kun Xiong, M.Math. 2014, CEO, RSVP Technologies Inc.

• Anqi Cui: PDF, 2015-2016, VP, RSVP Technologies Inc.

• Xin Chen: Visiting Assistant Professor 2017-2018

Research Grants

1. NSERC Discovery Grant, $74,000/year, 2011-2016; $64,000/year, 2016-2021.

2. CFI-CRC Chair bioinformatics lab equipment grant: $300,000, 2009. CRC Chair fund, $200,000/year,
2009-2016

3. NSERC Collaborative Grant. $53076 / year for 3 years, 2008

4. Premier’s Discovery Award. total $250,000, 2009-2012.

5. NSERC IDRC Chair. $1,000,000 for 5 years, 2009-2014. $250,000 of this 1 million dollars will be spent
at University of Waterloo over 5 years. Support source: NSREC.

6. NSERC Operating/Discovery Grant, $74,000/year, 2006-2011.

7. PI, CITO Champions of Innovation Program. “New generation bioinformatics software”. $200,000, 2003-
2005.

8. CFI-CRC Chair bioinformatics lab equipment grant: $300,000, 2003. CRC Chair fund, $200,000/year,
2002-2009

9. NSERC Operating/Discovery Grant, $68,000/year, 2001-2006.

10. Co-PI, Carbon Sequestration in Synechococcus: From Molecular Machines to Hierarchical Modeling.
$220,000 USD, 2002-2005. The whole grant is 19.1 million over 3 years, led by Sandia National Lab,
under DOE’s Genome to Life (GTL) initiative.

11. PI, NSF, BDI, 0213903, Scalable homology search tools. $410,000 USD, 2002-2005.

12. PI, NSF, Theory of computation, CCR-0208595, Kolmogorov complexity and its applications. $201,430
USD, 2002-2005.

13. PI, LSI & Rigel Pharmaceuticals, PathwayFinder. $100,000 USD. (2002).

14. PI. NSF, ITR/ACS, 0124597: Supplement grant to ACI00-85801. $17,500 USD, 2001.

15. PI, NSF, ITR/ACS ACI00-85801: Computational techniques of applied bioinformatics. $312,500 USD,
2000-2004. (This is part of a larger project together with M. Clegg and T. Jiang, total $785k.)

16. Project leader, CITO grant: “Computational tools for molecular biology” $240,000, 1998-2000.
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17. NSERC Operating Grant OGP0046506, $51,000/year, 1996-1999, $58,905/year, 1999-2001.

18. NSERC Steacie supplement grant ($92,000, 1997-1999).

19. CGAT Grant: “Efficient Algorithms for Multiple Sequence Alignment, Evolutionary Trees, and Restric-
tion Mapping” ($300,000, 1994-1997). (with T. Jiang, et al.) CGAT—Canadian Genome Analysis and
Technology project.

20. ITRC Grant (Ian Munro, Jeff Shallit, et al, $20,000/year, 1993 – 1998).

21. NSERC Operating Grant OGP0046506 ($37,000/year, 1993-1996).

22. NSERC International Scientific Exchange Award ($5400, 1992).

23. NSERC International Scientific Exchange Award ($5400, 1990).

24. NSERC Operating Grant OGP0046506, $35,428/year, 1990-1993.

25. NSERC Equipment Grant, $19,000, 1989.

26. NSERC Operating Grant OGP0036747, $22,890/year, 1988-1990.

27. PI, NSF Grant DCR-8606366 $80,000 USD, 1986-1988, with Yaacov Yesha.

28. PI: Ohio State University, Seed Grant $16,000 USD, 1986, with Yaacov Yesha.

PROFESSIONAL SERVICE AND OUTREACH

Editorial Boards

• (co-) Editor-in-Chief. Journal of Bioinformatics and Computational Biology, 2002 – 2016,

• Associate Editor-in-Chief, Journal of Computer Science and Technology, 2003 – present.

• Journal of Computer and System Sciences, 1992 – 2015.

• SIAM Journal on Computing, 2002 – 2008.

• Information and Computation, 1997 – 2006.

• Journal of Combinatorial Optimization, 1995 – 2014.

• International Journal of Foundation of Computer Science, 1999 – 2003.

• Editor: Science Press (China), Discrete Mathematics and Theoretical Computer Science Series.

• Editor: Higher Education Press (China): Frontiers of Modern Sciences Series.

• Special Issue co-editor (with Les Valiant): Machine Learning, 14:1(1994), special issue for COLT’91.

• Special Issue editor: Journal of Computer and System Sciences, 50:3(1995), for COLT’92.

• Special Issue co-editor (with Bill Gasarch): Journal of Computer and System Sciences, for COLT’94.

• Special Issue co-editor (with Paul Vitányi): Journal of Computer and System Sciences, special issue for 2nd
European Computational Learning Theory Conference (EuroCOLT’95).

• Special Issue co-editor (with Dingzhu Du): Theoretical Computer Science, special issue for COCOON’95,
Vol. 181 No. 2 (30 July, 1997)
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• Special Issue co-editor (with Tao Jiang): International J. Foundation of Computer Science, special issue on
“Computational Biology”, 1995.

• Special Issue editor: Theoretical Computer Science for ALT’97.

• Special Issue co-editor (with R. Karp, P. Pevzner, R. Shamir): Journal of Computer and System Sciences,
Bioinformatics Special Issues, 2002, 2003, 2004.

Other Professional Services

• Member, the Future Science Prize committee. Since 2021.

• Conference Chair, Asia Pacific Bioinformatics Conference. Singapore, Jan. 17-21, 2005. CCL’2015
(Chinese Computational Linguistics Conference), Guangzhou. Nov. 2015.

• Recent service on conference program committees: RECOMB’2017, RECOMB’2018, WABI’2016, RE-
COMB’2014, CiE’2012, IDCM’2009, APBC’2009, FOCS’2009, GIW’2009, WADS’2009, WABI’2009, RE-
COMB’2008, GIW’2007, WABI’2007, CPM’2007, KDD’2007, SODA’2007, CSB’2006, ISMB’2006, CPM’2006,
Spain. CPM’2004, Istanbul, Turkey. 2nd IEEE Computer Society Bioinformatics Conference CSB2003, Aug.
11-14, 2003. FCT’03, Malmo, Sweden, August 12-15, 2003. ISAAC 2002, Vancouver, Nov. 21-23, 2002.
ACM Symp. Theory of Computation (STOC’01), Greece, 2001; 40th IEEE Sypm. Foundation of Computer Sci-
ence, (FOCS’99), NY, 1999; FST&TCS’99, India, Dec. 13-15, 1999; LATIN’2000, Punta del Este, Uruguay,
April 10-14, 2000; ICYCS’99. Nanjing, China, Oct. 20-23, 1999; CATS’99. Auckland, New Zealand, Jan.,
1999; ISAAC’98. South Korea, December 14-16, 1998;

• Conference program committee chair for: 8th Algorithmic Learning Theory Conference (ALT’97), Sendai,
Japan, Oct. 6-8, 1997; International Computing and Combinatorics Conference, (COCOON’95), Xi’an, China,
Aug. 24-26 1995.

• Refereeing: I have refereed hundreds of papers and proposals for many journals including SIAM J. Com-
put., Theor. Comput. Sci., IEEE Trans. Inform. Theory, Inform. Computation, Journal of Computer and System Sci-
ences, Inform. Process. Lett., Math. Syst. Theory, Journal of the ACM, Bioinformatics, Journal of Bioinformatics
and Computational Biology, AI Journal, Machine Learning, and agencies including NSERC, CGAT (Canadian
genome project), NIH, NSF, Hong Kong Research council, City University of Hong Kong, Hong Kong University,
Australian National University

• External examiner of Bioinformatics program, Nanyang Technical University of Singapore. 2002–present.

• Created the Waterloo’s undergraduate (co-op) Bioinformatics program joint between Computer Science
Department and Biology Department, accepting 50 students each year, since 2001.

• Advisory committee: Computer Science Department, Wayne State University, 2003-2006.

• Scientific Advisory Committee: Designing Oil Seeds for Tomorrow’s Market (Genome Canada / Genome
Alberta, 14 million project): 2008–2010.

• Advisory Board: Book series: Theory and Applications of Computability, Springer. 2009-present.

Media Coverage

• ACM Tech News: Using Machine Learning to Develop Personalized Cancer Vaccines University of Water-
loo Cheriton School of Computer Science (Canada). At: https://technews.acm.org/archives.cfm?fo=2021-
03-mar/mar-12-2021.html, March 11, 2021

• University of Waterloo Daily Bulletin: Using machine learning to develop personalized cancer treatment.
At https://uwaterloo.ca/daily-bulletin/2021-04-21#using-machine-learning-to-develop-personalized-cancer-
treatment, April 21, 2021
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• NSERC impact story https://www.nserc-crsng.gc.ca/Media-Media/ImpactStories-ArticlesPercutants eng.asp:
Personalizing cancer treatment through machine learning June 17, 2021

• Scientific Chinese: Cover page, No. 11, 2016.

• CCTV, 10 minute interview on Chatting Robots. Broadcast Feb. 27, 2017.

• CCTV 4. Together with Legend CEO Yang Yuanqing 2005

• Radio Canada International Interview for IDRC, at: http://www.rciviva.ca/rci/ch/dossiers/80504.shtml

• Waterloo Region Record, Friday, April 16, 2010, Front page story

• Globe and Mail, April 13, 2010 (coverage of Killam prize), 2006 (coverage of Royal Society of Canada),
2013 (University of Waterloo)

• News coverages (for Steacie, Killam awards) in the Chinese news papers including Tsingdao Daily, World
Daily, People’s Daily, Suzhou Daily

• K-W FM 98.3 Radio Chinese 1/2 hour interview.

PUBLICATIONS

Books

1. M. Li and P. Vitányi, An introduction to Kolmogorov complexity and its applications, Springer-Verlag, 1st
Edition 1993 (xx+546 pp). 2nd Edition 1997 (xx+637 pp). 3rd Edition 2008 (xx+792 pp). 4th Edition,
2019. This resesarch monograph is considered the standard reference in the field. It has been used to
teach graduate research courses in many top universities. At http://citeseer.nj.nec.com/source.html, this
book was ranked as one of the most cited publications in computer science (31st most cited computer
science source document). 5 star rating by all readers at amazon.com.

2. M. Li and H.A. Li, A course on Java programming. Science Press, 1997 (In Chinese, 252 pp).

3. M. Li and P. Vitányi, Descriptional complexity. Science Press, 1999 (In Chinese, 220 pp, Translator: Qi
Cheng).

4. M. Li. Lower Bounds in Computational Complexity. Ph.D. thesis. Cornell Univeristy, 1985.

Papers in Popular Magazines

5. C.H. Bennett, M. Li and B. Ma, Chain letters and evolutionary histories. Scientific American, 288:6(June
2003) (feature article), 76-81.

6. Dana MacKenzie, On a roll, New Scientist, Nov. 6, 1999, 44-47. (Article devoted to our work on Kol-
mogorov complexity and Heilbronn triangles.) Also translated in to French appeared in Courrier Interna-
tional (12/23/99).

7. Wolfgang Blum, Die ZEIT, April 13, 2000 (#16), p. 40: ”Geometrisch Eingekreist”. (Article devoted to our
work on Kolmogorov complexity)

8. Interview article on our PatternHunter system. Steve Meloan: Exploring the new frontier: Java technol-
ogy powers the “Post-Genomic” era.
http://java.sun.com/features/2001/09/genome.html. It appeared as the cover story of java.sun.com web-
site which has 2 million viewers per day.

9. W. Kirchherr, M. Li, and P. Vitányi, The miraculous universal distribution. The Mathematical Intelligencer,
19:4(fall 1997), 7-15.

Papers in Refereed Journals
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10. A. Ahmadzadegan, P. Simidzija, M. Li, A. Kempf, Learning to utilize correlated auxiliary noise: a posible
quantum advantage. Nature, Scientific Report, 11:21624, 2021.

11. F. Zohora, Z. Rahman, NH Tran, L. Xin, B. Shan, M. Li. Deep neural network for detecting arbitrary-
precision peptide features through attention based segmentation. Nature, Scientific Report Sept 14, 2021.

12. R. Qiao, N.H. Tran, L. Xin, P. Shan, M. Li, A. Ghodsi, Computationally instrument-resolution-independent
de novo peptide sequencing for high-resolution devices. Nature Machine Intelligence. March, 2021.

13. N.H. Tran, R. Qiao, L. Xin, X. Chen, P. Shan, M. Li, Personalized deep learning of individual immunopep-
tidomes to identify neoantigens for cancer vaccines. Nature Machine Intelligence 2, 764-771(2020).

14. WJ Zhang, X. Chen, L. Xin, P. Shan, ZG. Luo, M. Li. ChimST: An efficient spectral library search tool
for peptide identification for chimeric spectra in data-dependent acquisition. ACM/IEEE Trans. on Comput.
Biol. and Bioinform.. 2020

15. M. Li, Deep learnings deciphers protein-RNA interaction, Genomics, Proteomics, & Bioinformatics., 17(5),
2019, 475-477.

16. F. Zohora, Z. Rahman, NH Tran, L. Xin, B. Shan, M. Li. Deeplso: a deep learning model for peptide
feature detection. Nature, Scientific Report 9, 17168, Nov. 20, 2019.

17. NH Tran, R. Qiao, L. Xin, X. Chen, C. Lui, X. Zhang, B. Shan, A. Ghodsi, M. Li. Deep learning enables
de novo peptide sequencing from data-independent acquisition mass spectrometry. Nature Methods, Vol
16, January 2019, 63-66.

18. N.H. Tran, X. Zhang, M. Li, Deep Omics. Proteomics. 18:2(2018). 1700319. (Cover page story)

19. N.H, Tran, X. Zhang, L. Xin, B. Shan, M. Li. De novo peptide sequencing by deep learning. Proc. National
Academy of Sciences of the USA, 114(31), 8247-8252, August 1, 2017.

20. C.Y. Yue, H. Cao, K. Xiong, A. Cui, H. Qin, M. Li, Enhanced question understanding with dynamic memory
networks for textual question answering, 2017. Expert Systems with Applications, 80:1(2017), 39-45.

21. N.H. Tran, M.Z. Rahman, L. He, L. Xin, B. Shan, M. Li. Complete de novo assembly of monoclonal anti-
body sequences. Nature, Scientific Reports 6 (Published on line: August 26, 2016), doi:10.1038/srep31730.

22. J. Wooley, M. Li, L. Wong, JBCB, the first decade. Journal of Bioinformatics and Computational Biology
12:03(2014).

23. X. Zhang, Z. Luo, M. Li Merge-weighted dynamic timing warping for speech recognition. J Comput. Sci.
Tech. 29:6 (2014), 1072-1082.

24. B. DasGupta, X. He, M. Li, J. Tromp, L. Zhang. Nearest neighbor interchange and related distances.
Encyclopedia of Algorithms, 2014. Springer.

25. X. Cui, S.C. Li, L. He, M. Li, Fingerprinting protein structures effectively and efficieintly. Bioinformatics,
30:7(2014) 949-955.

26. X.F. Cui, S.C. Li, D.B. Bu, M. Li, Towards reliable automatic protein structure alignment. Nucleic Acids
Research, 37:12(2013), 1-7.

27. Y. Tang, D. Wang, J. Bai, X. Zhu, M. Li, Information distance between what I said and what it heard.
Communications of the ACM. 56:7 (July, 2013), 70-77.

28. D. Holtby, S.C. Li and M. Li. LoopWeaver - Loop Modeling by the Weighted Scaling of Verified Proteins J.
Computat. Biol., 20:3(2013), 212-223.
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29. X.F. Cui, S.C. Li, D.B. Bu, B. Alipanahi, M. Li. Protein structure idealization: How accurately is it possible
to model protein structures with dihedral angles? Alg. of Molecular Biology, 8:5(2013)

30. B. Alipanahi, N. Krislock, H. Wolkowicz, A. Ghodsi, L. Donaldson and M. Li. Determining protein struc-
tures from NOESY distance constraints by semidefinite programming. J. Computat. Biol., 20:4(2013)
296-310.

31. D. Bu, S.C. Li, M. Li, Clustering 100,000 potein structure decoys in minutes. IEEE/ACM Trans. Comput.
Biol. Bioinf. 9:3(2012), 765-773.

32. F. Bu, X. Zhu, M. Li. A New Multiword Expression Metric and Its Applications J. Comput. Sci. Tech.,
26:1(2011), 3-13.

33. S.C. Li, D. Bu, M. Li Residues with similar hexagon neighborhoods share similar side-chain conforma-
tions. ACM/IEEE Trans. Comput. Biology Bioinfo. 9:1(2011), 240-248

34. Richard Jang, X. Gao, M. Li, Towards fully automated structure-based NMR assignment of 15N-labeled
proteins from automatically picked peaks. J. Comput. Biol., 18:3(2011), 374-363. Special Issue for RE-
COMB 2010.

35. S.C. Li, D. Bu, J. Xu, and M. Li. Finding nearly optimal GDT scores. J. Comput. Biol., 18:5(2011), 693-704.

36. M. Li, Can we determine a protein structure quickly? J. Comput. Sci. Tech. 25:1(2010) 95-106.

37. J.W. Zou, X. Deng, M. Li, Detecting market trends by ignoring it, some days. J. Universal Computer Science.
2010.

38. Y. Zhao, B. Alipanahi, S.C. Li, M. Li, Protein secondary structure prediction using NMR chemical shift
data. JBCB 8:5(2010).

39. B. Alipanahi, X. Gao, E. Karakoc, F. Balbach, S.C. Li, G. Feng, L. Donaldson, M. Li. Error tolerant NMR
backbone resonance assignment for automated structure generation. J. Bioinform & Computat. Biol.,
1(2011), 1V26.

40. X. Gao, J. Xu, S.C. Li, and M. Li. Predicting local quality of a sequence-structure alignment, J. Bioinform
& Computat. Biol., 7:5(2009) 789-810.

41. X. Gao, D. Bu, J. Xu, M. Li, Improving consensus contact prediction via server correlation reduction. BMC
Structural Biology. 9:28(2009), 1-14.

42. P. Vitnyi, F.J. Balbach, R.L. Cilibrasi, M. Li. Normalized information distance. In Information theory and
statistical learning, pp. 45-82. Springer US, 2009.

43. B. Alipanahi, X. Gao, E. Karakoc, L. Donaldson, and M. Li. PICKY: a novel SVD-based NMR spectra
peak picking method. Bioinformatics. ISMB’09 Special issue. 25(2009): i268-i275.

44. D. Bu, M. Li, S.C. Li, J. Qian, J. Xu, Finding compact structural motifs. Theoretical Computer Science,
410:30-32(2009), 2834-2839.

45. S.C. Li and M. Li. On two open problems of 2-interval patterns. Theoretical Computer Science, 410:24-
25(2009), 2410-2423.

46. Chen et al. The genome of Schistosoma japonicum reveals unique features of host-parasite interplay.
Nature, Vol 460, July 16, 2009.

47. B. Brejova, T. Vinar, Y. Cheng, S. Wang, G. Zhao, D. Brown, M. Li, Y. Zhou, Finding genes in Schistosoma
Japonicum: annotating novel genomes with help of extrinsic evidence. Nucleic Acids Research. 2009; doi:
10.1093/nar/gkp052.
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48. X. Zhang, Y. Hao, X. Zhu, M. Li, New information measure and its application in question answering
system, J. Comput. Sci. Tech., 23:4(2008), 557-572.

49. H. Lin, Z. Zhang, M.Q. Zhang, B. Ma, M. Li. ZOOM! Zillions of oligos mapped. Bioinformatics. 24:21(2008),
2431-2437.

50. S.C. Li, D. Bu, J. Xu, and M. Li, Fragment-HMM: a new approach to protein structure prediction. Protein
Science, 17(2008) 1925-1934.

51. Z. Zhang, H. Lin, M. Li, MANGO: multiple alignment with n gapped oligos. Journal of Bioinformatics and
Computational Biology, 6:3(2008), 521-541.

52. S.C. Li, D. Bu, J. Xu, and M. Li, Designing succinct structural alphabet. Bioinformatics, ISMB Special
Issue, 2008.

53. X. Cui, T. Vinar, B. Brejova, D. Shasha, and M. Li. Homology search for genes. Bioinformatics 23(2007),
i97-i103.

54. B. Ma, L. Wang, M. Li, Near optimal alignment within a band in polynomial time. J. Comput. Syst. Sci.,
73(2007), 997-1011.

55. J. Zhang, B. Jiang, M. Li, J. Tromp, X. Zhang, M.Q. Zhang, Computing exact p-values for DNA motifs.
Bioinformaics, 23(March 2007), 531 - 537.

56. B. Ma and M. Li. On the Complexity of Spaced Seeds. J. Comput. Syst. Sci., 73(2007) 1024-1034.
(Bioinformatics Special Issue)

57. B. Lucier, T. Jiang, M. Li, Average-case analysis of Quicksort and binary insertion tree height using
incompressibility. Inform. Process. Lett. 103(2007) 45-51.

58. M. Li, Information distance and its applications. Int’l J. Found. Comput. Sci., 18:4(2007), 669-681.

59. B. Brejova, D. Brown, M. Li, T. Vinar, ExonHunter: a comprehensive approach to gene finding. Bioinfor-
matics 21:S1(2005), i57-i65.

60. Y. Hao, X.Y. Zhu, M.L. Huang, M. Li. Discovering patterns to extract protein-protein interactions from the
literature: part II. Bioinformatics, 21:15(2005), 3294-3300.

61. J. Liu, B. Ma, M. Li. PRIMA: Peptide robust identification from MS/MS spectra. J. Bioinform. Comput.
Biol., 4:1(2006) 125-138.

62. M.L. Huang, X.Y. Zhu, M. Li, A hybrid method for relation extraction from biomedical literature. Interna-
tional Journal of Medical Informatics Special issue: Natural language processing on biomedicine and its
applications. 75:6(2006), 443-455.

63. J. Liu and M. Li, Finding cancer biomarkers from mass spectrometry data by decision lists. Journal of
Computational Biology. 12:7(2005), 969-977.

64. J. Xu, D. Brown, M. Li and B. Ma, Optimizing multiple spaced seeds for homology search. Journal of
Computational Biology, 13:7(2006) 1355-1368

65. D. Kisman, M. Li, B. Ma, L. Wang, tPatternHunter: gapped, fast and sensitive translated homology search.
Bioinformatics, 21:4(2005), 542-544.

66. M.L. Huang, X.Y. Zhu, Y. Hao, D.G. Payan, K. Qu, M. Li, Discovering patterns to extract protein-protein
interactions from full texts. Bioinformatics. 20(2004) 3604-3612.
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67. J. Xu, M. Li, Y. Xu, Protein Threading by Linear Programming: Theoretical Analysis and Computational
Results. Journal of Combinatorial Optimization. 8:4(Dec. 2004), 403–418.

68. M. Li, X. Chen, X. Li, B. Ma, P.M.B. Vitanyi, The similarity metric, IEEE Trans. Information Theory,
50:12(2004), 3250-3264.

69. D. Brown, M. Li and B. Ma, A tutorial of recent developments in the seeding of local alignments. J.
Bioinformatics and Computational Biology, 2:4(2004), 819-842.

70. X. Chen, B. Francia, M. Li, B. Mckinnon, A. Seker, Shared information and program plagiarism detection.
IEEE Trans. Information Theory, 50:7(July 2004), 1545-1550.

71. M. Li, B. Ma, D. Kisman and J. Tromp, PatternHunter II: highly sensitive and fast homology search. J.
Bioinformatics and Computational Biology, 2:3(2004), 417–440.

72. J. Badger, P. Kearney, M. Li, J. Tsang, T. Jiang, Selecting the branches for an evolutionary tree: a
polynomial time approximation scheme. Journal of Algorithms, 51(2004), 1-14.

73. H. Lin, Z.F. Zhang, Q.F. Zhang, D.B. Bu and M. Li, A note on the single genotype resolution problem. J.
Computer Science and Technology, 19:2(2004), 254-257.

74. U. Keich, M. Li, B. Ma and J. Tromp, On spaced seeds for similarity search. Discrete Applied Math.
138(2004), 253-263.

75. B. Ma, K. Zhang, A. Doherty-Kirby, C. Hendrie, M. Li, C. Liang, G. Lajoie. PEAKS: powerful software for
peptide de novo sequencing by tandem mass spectrometry. Rapid Communication in Mass Spectrometry.
17:20(2003), 2337-2342.

76. J. Xu, M. Li, D. Kim and Y. Xu, RAPTOR: optimal protein threading by linear programming. Journal of
Bioinformatics and Computational Biology, 1:1(2003), 95-118.

77. C. Vogl, J. Badger, P. Kearney, M. Li, M. Clegg, T. Jiang, Probabilistic analysis indicates discordant gene
trees in chloroplast evolution. J. Mol. Evol., 56:3(2003), 330-340.

78. J. Xu and M. Li, Assessing RAPTOR’s new linear programming approach for fold recognition in CAFASP3.
PROTEINS: Structure, Function, and Genetics, 53(S6):579-584. October 2003 Invited paper by CASP5 orga-
nizers (after peer voted as the most interesting new method for 2002’s CASP5 competition at www.forcasp.org).
We have introduced a new method to do protein threading using linear programming. It ranked number
1 among the individual automatic protein 3D structure prediction programs in CASP5/CAFASP3 compe-
tition for fold recognition. RAPTOR was licensed to major pharmaceutical companies including Merck,
Boehringer-Ingelheim, and Genentech.

79. M. Li, J. Tromp, P. Vitanyi, Sharpening Occam’s razor. Information Processing Letters 85:5(2003), 267–274.

80. H. Sun, M. Li, Y. Xu, MOLVIE: an interactive visualization environment for molecular structures, Computer
Methods and Programs in Biomedicine, 71:1(2003), 85-90.

81. K. Lanctot, M. Li, B. Ma, S. Wang, and L. Zhang, Distinguishing string selection problems. Information
and Computation, 185(2003), 41-55.

82. Mouse Genome Consortium. Initial sequencing and comparative analysis of the mouse genome. Nature,
409:6822(2002), 520-522. (M. Li is a member of MGSC.)

83. G.S. Heffelfinger et al, Carbon Sequestration in Synechococcus Sp.: From Molecular Machines to Hier-
archical Modeling. OMICS, 6:4(2002), 305-330. (M. Li is a coauthor.)
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84. M. Li, B. Ma and L. Wang, Finding similar regions in many sequences. Journal of Computer and System
Sciences (Special Issue for STOC’99). 65(2002), 73-96.

85. X. Chen, M. Li, B. Ma, J. Tromp, DNACompress: fast and effective DNA sequence compression. Bioin-
formatics. 18(2002), 1696-1698.

86. M. Li, B. Ma, L. Wang, On the Closest String and Substring Problems. J. ACM, 49:2(2002), 157-171.

87. B. Ma, J. Tromp, M. Li, PatternHunter: Faster and more sensitive homology search. Bioinformatics,
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mology search. This new method is widely recognized as a major innovation in bioinformatics and is
adopted by BLAST (http://www.ncbi.nlm.nih.gov/Web/Newsltr/FallWinter02/blastlab.html, news release).
Today, our spaced seeds are serving thousands of homology search queries daily by the scientists all
over the world via NCBI BLAST and PatternHunter. PatternHunter has been used by the Mouse Genome
Sequence Consortium to compare the mouse genome and the human genome, taking 20 CPU-days
instead of 20 CPU-years otherwise by BLAST at the time [80].

88. T. Jiang, M. Li, P. Vitányi, The average-case area of Heilbronn-type triangles. Random Structures and
Algorithms, 20:2(2002), 206-219.
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from quartet topologies and its application. SIAM J. Computing, 30:6(2001), 1942-1961.
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its application to whole mitochondrial genome phylogeny, Bioinformatics, 17:2(2001), 149-154.
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98. T. Jiang, M. Li, P. Vitányi, A lower bound on the average-case complexity of Shellsort. J. Assoc. Comp.
Mach., 47:5(2000), 905–911. The average-case analysis of Shellsort has been a major open question of
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232. T. Jiang, M. Li, P. Vitányi, The expected size of Heilbronn’s triangles. 14th Annual IEEE Conference on
Computational Complexity, Atlanta, 1999.

233. K. Lanctot, M. Li, B. Ma, S. Wang, and L. Zhang, Distinguishing string search problems. Proc. 10th Ann.
ACM-SIAM Symp. on Discrete Algorithms (SODA’99), Jan. 1999, pp. 633-642.

234. P. Kearney, M. Li, J. Tsang, and T. Jiang, Recovering branches on the tree of life: an approximation
algorithm. Proc. 10th Ann. ACM-SIAM Symp. on Discrete Algorithms (SODA’99), Jan. 1999, pp. 537-546.

235. T. Jiang, P. Kearney, and M. Li, Orchestrating quartets: approximation and data correction. Proc. 39th IEEE
Symp. Foundation of Computer Science (FOCS’98), Palo Alto, California, Nov 8-11, 1998, pp. 416-425.
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242. M. Li and P. Vitányi, Average-case analysis and Kolmogorov complexity. In 11th Symp. Fundamentals of
Computation Theory (FCT’97), Krakow, Poland, Sept. 1-3 1997.
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