
Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Modern Statistics for Modern Biology

If you are a biologist and want to get the best out of the powerful methods

of modern computational statistics, this is your book. You can visualize and

analyze your own data, apply unsupervised and supervised learning, inte-

grate datasets, apply hypothesis testing, and make publication-quality fig-

ures using the power of R/Bioconductor and ggplot2.

This bookwill teachyou ‘cooking fromscratch’, fromrawdata to beautiful

illuminating output, as you learn to write your own scripts in the R language

and to use advanced statistics packages from CRAN and Bioconductor. It cov-

ers a broad range of basic and advanced topics important in the analysis of

high-throughput biological data, including principal component analysis and

multidimensional scaling, clustering, multiple testing, unsupervised and su-

pervised learning, resampling, the pitfalls of experimental design, and power

simulations using Monte Carlo, and it even reaches networks, trees, spatial

statistics, image data, and microbial ecology. Using a minimum of mathe-

matical notation, it builds understanding from well-chosen examples, simu-

lation, visualization, and above all hands-on interaction with data and code.

• R packagemsmb contains complete code and the example datasets, allow-

ing students to recreate all examples, figures, and results in the book

• Solutions, slides, and dynamic material available on the course website

• Introducesmethods on a ‘need to know’ basis, so students tackle biolog-

ical questions immediately and understand motivation for the methods

• Real-life examples done from scratch, guiding students through realistic

complexities and building practical intuition

• Includes a wrap-up chapter that explains the complete workflow from de-

sign of experiments to analysis of results, identifying common pitfalls

with big data

• All figures and results generated by the code in the book, demonstrating

how reproducible research works

SUSAN HOLMES is Professor of Statistics at Stanford University, California.

She specializes in exploring and visualizing multidomain biological data, us-

ing computational statistics to draw inferences inmicrobiology, immunology

and cancer biology. She has published over 100 research papers, and has been

a key developer of software for the multivariate analyses of complex hetero-

geneous data. She was the Breiman Lecturer at NIPS 2016, has been named a

Fields Institute fellow, and is currently a fellow at the Center for the Advances

Study of the Behavioral Sciences.

WOLFGANG HUBER is Research Group Leader and Senior Scientist at the

EuropeanMolecular Biological Laboratory, where he develops computational

methods for new biotechnologies and applies them to biological discovery.

He has published over 150 research papers in functional genomics, cancer

and statistical methods. He is a founding member of the open-source

bioinformatics software collaborationBioconductor andhas co-authored two

books on Bioconductor.

‘ ’

‘ ’

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Modern
Statistics for
Modern
Biology

Susan Holmes
Stanford University, California

Wolfgang Huber
European Molecular Biology Laboratory

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

University Printing House, Cambridge CB2 8BS, United Kingdom

One Liberty Plaza, 20th Floor, New York, NY 10006, USA

477 Williamstown Road, Port Melbourne, VIC 3207, Australia

314–321, 3rd Floor, Plot 3, Splendor Forum, Jasola District Centre, New Delhi – 110025, India

79 Anson Road, #06–04/06, Singapore 079906

Cambridge University Press is part of the University of Cambridge.

It furthers the University’s mission by disseminating knowledge in the pursuit of
education, learning, and research at the highest international levels of excellence.

www.cambridge.org
Information on this title: www.cambridge.org/9781108705295

© Susan Holmes and Wolfgang Huber 2018

This publication is in copyright. Subject to statutory exception
and to the provisions of relevant collective licensing agreements,
no reproduction of any part may take place without the written
permission of Cambridge University Press.

First published 2018

Printed and bound in Great Britain by Clays Ltd, Elcograf S.p.A.

A catalogue record for this publication is available from the British Library.

Library of Congress Cataloging-in-Publication Data

ISBN 978-1-108-70529-5 Paperback

Additional resources for this publication at www.cambridge.org/msmb

Cambridge University Press has no responsibility for the persistence or accuracy
of URLs for external or third-party internet websites referred to in this publication
and does not guarantee that any content on such websites is, or will remain,
accurate or appropriate.

Image credits for chapter openers: Chapter 1, Wikicommons;
Chapter 4, xkcd.com/1347; Chapter 5, mikedabell/iStock/Getty Images;
Chapter 6, extract from xkcd.com/882/ Chapter 7, The Matrix: scene 291 Close on;   

CWarner Bros.; hapter 8, xkcd.comComputer Screen /1725;
Chapter 9, Robert

 

Orchard/Moment/Getty
 

Images;
Chapter

 

13,
 

University
 

of
 

Adelaide
 

Library:
 

Rare
 

Books and Special
Collections, R.A. Fisher Digital Archive,
http://hdl.handle.net/2440/81670.

 

  

©

DOI: 10.1017/9781108551441

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

For Sonia, Sara, Agnès, Johnny, Camille
. . . and the “girls” who make me love the life sciences

For Alexander

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Contents

Introduction xvii

1 Generative Models for Discrete Data 1

2 Statistical Modeling 19

3 High-Quality Graphics in R 53

4 Mixture Models 83

5 Clustering 107

6 Testing 139

7 Multivariate Analysis 161

8 High-Throughput Count Data 191

9 Multivariate Methods for Heterogeneous Data 217

10 Networks and Trees 249

11 Image Data 279

12 Supervised Learning 309

13 Design of High-Throughput Experiments and Their Analyses 337

Acknowledgements 365

Bibliography 367

Statistical Concordance 377

Index 379

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Expanded Contents

Introduction xvii

What is happening in biological data analysis? xvii

The challenge: heterogeneity xvii

What’s in this book? xviii

Computational tools for modern biologists xx

Why R and Bioconductor? xxi

How to read this book xxii

1 Generative Models for Discrete Data 1

1.1 Goals for this chapter 1

1.2 A real example 1

1.3 Using discrete probability models 2

1.3.1 Bernoulli trials 3

1.3.2 Binomial success counts 4

1.3.3 Poisson distributions 5

1.3.4 A generative model for epitope detection 6

1.4 Multinomial distributions: the case of DNA 10

1.4.1 Simulating for power 11

1.5 Summary of this chapter 15

1.6 Further reading 15

1.7 Exercises 16

2 Statistical Modeling 19

2.1 Goals for this chapter 19

2.2 The difference between statistical and probabilistic models 20

2.3 A simple example of statistical modeling 20

2.3.1 Classical statistics for classical data 24

2.4 Binomial distributions and maximum likelihood 25

2.4.1 An example 25

2.5 More boxes: multinomial data 27

2.5.1 DNA count modeling: base pairs 27

2.5.2 Nucleotide bias 27

2.6 The χ 2 distribution 29

2.6.1 Intermezzo: quantiles and the quantile–quantile plot 29

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

expanded contents ix

2.7 Chargaff’s Rule 30

2.7.1 Two categorical variables 32

2.7.2 A special multinomial: Hardy–Weinberg equilibrium 33

2.7.3 Concatenating several multinomials: sequencemotifs and logos 36

2.8 Modeling sequential dependencies: Markov chains 37

2.9 Bayesian thinking 38

2.9.1 Example: haplotype frequencies 38

2.9.2 Simulation study of the Bayesian paradigm for the binomial 39

2.10 Example: occurrence of a nucleotide pattern in a genome 42

2.10.1 Modeling in the case of dependencies 44

2.11 Summary of this chapter 48

2.12 Further reading 49

2.13 Exercises 49

3 High-Quality Graphics in R 53

3.1 Goals for this chapter 53

3.2 Base R plotting 54

3.3 An example dataset 55

3.4 ggplot2 57

3.4.1 Data flow 58

3.4.2 Saving figures 59

3.5 The grammar of graphics 59

3.6 Visualizing data in 1D 62

3.6.1 Barplots 62

3.6.2 Boxplots 63

3.6.3 Violin plots 63

3.6.4 Dot plots and beeswarm plots 63

3.6.5 Density plots 64

3.6.6 ECDF plots 65

3.6.7 The effect of transformations on densities 65

3.7 Visualizing data in 2D: scatterplots 67

3.7.1 Plot shapes 68

3.8 Visualizing more than two dimensions 70

3.8.1 Faceting 70

3.8.2 Interactive graphics 72

3.9 Color 73

3.10 Heatmaps 75

3.10.1 Dendrogram ordering 76

3.10.2 Color spaces 77

3.11 Data transformations 78

3.12 Mathematical symbols and other fonts 79

3.13 Genomic data 79

3.14 Summary of this chapter 81

3.15 Further reading 82

3.16 Exercises 82

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

x expanded contents

4 Mixture Models 83

4.1 Goals for this chapter 83

4.2 Finite mixtures 84

4.2.1 Simple examples and computer experiments 84

4.2.2 Discovering the hidden group labels 86

4.2.3 Models for zero-inflated data 90

4.2.4 More than two components 91

4.3 Empirical distributions and the nonparametric bootstrap 92

4.4 Infinite mixtures 94

4.4.1 Infinite mixture of normals 94

4.4.2 Infinite mixtures of Poisson variables 96

4.4.3 Gamma distribution: two parameters (shape and scale) 96

4.4.4 Variance-stabilizing transformations 99

4.5 Summary of this chapter 102

4.6 Further reading 103

4.7 Exercises 104

5 Clustering 107

5.1 Goals for this chapter 107

5.2 What are the data and why do we cluster them? 108

5.2.1 Clustering can sometimes lead to discoveries 108

5.3 How do we measure similarity? 110

5.3.1 Computations related to distances in R 112

5.4 Nonparametric mixture detection 113

5.4.1 k-methods: k-means, k-medoids and PAM 113

5.4.2 Tight clusters with resampling 114

5.5 Clustering examples: flow cytometry and mass cytometry 115

5.5.1 Flow cytometry and mass cytometry 115

5.5.2 Data preprocessing 116

5.5.3 Density-based clustering 118

5.6 Hierarchical clustering 120

5.6.1 How to compute (dis)similarities between aggregated clusters? 120

5.7 Validating and choosing the number of clusters 123

5.7.1 Using the gap statistic 125

5.7.2 Cluster validation using the bootstrap 127

5.8 Clustering as a means for denoising 129

5.8.1 Noisy observations with different baseline frequencies 130

5.8.2 Denoising 16S rRNA sequences 131

5.8.3 Inferring sequence variants 132

5.9 Summary of this chapter 134

5.10 Further reading 134

5.11 Exercises 135

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

expanded contents xi

6 Testing 139

6.1 Goals for this chapter 139

6.1.1 Drinking from the firehose 140

6.1.2 Testing versus classification 140

6.2 Example: coin tossing 141

6.3 The five steps of hypothesis testing 144

6.3.1 The rejection region 145

6.4 Types of error 146

6.5 The t-test 147

6.5.1 Permutation tests 149

6.6 P-value hacking 150

6.7 Multiple testing 150

6.8 The family-wise error rate 151

6.8.1 Bonferroni correction 152

6.9 The false discovery rate 152

6.9.1 The p-value histogram 153

6.9.2 The Benjamini–Hochberg algorithm for controlling the FDR 154

6.10 The local FDR 154

6.10.1 Local versus total 156

6.11 Independent filtering and hypothesis weighting 156

6.12 Summary of this chapter 158

6.13 Further reading 159

6.14 Exercises 159

7 Multivariate Analysis 161

7.1 Goals for this chapter 162

7.2 What are the data? Matrices and their motivation 162

7.2.1 Low-dimensional data summaries and preparation 164

7.2.2 Preprocessing the data 166

7.3 Dimension reduction 167

7.3.1 Lower-dimensional projections 167

7.3.2 How do we summarize two-dimensional data by a line? 168

7.4 The new linear combinations 170

7.4.1 Optimal lines 170

7.5 The PCA workflow 171

7.6 The inner workings of PCA: rank reduction 171

7.6.1 Rank-one matrices 171

7.6.2 How do we find such a decomposition in a unique way? 174

7.6.3 Singular value decomposition 175

7.6.4 Principal components 175

7.7 Plotting the observations in the principal plane 176

7.7.1 PCA of the turtles data 178

7.7.2 A complete analysis: the decathlon athletes 180

7.7.3 How to choose k , the number of dimensions? 183

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xii expanded contents

7.8 PCA as an exploratory tool: using extra information 183

7.8.1 Mass spectroscopy data analysis 184

7.8.2 Biplots and scaling 184

7.8.3 An example of weighted PCA 186

7.9 Summary of this chapter 186

7.10 Further reading 187

7.11 Exercises 188

8 High-Throughput Count Data 191

8.1 Goals of this chapter 191

8.2 Some core concepts 192

8.3 Count data 193

8.3.1 The challenges of count data 193

8.3.2 RNA-Seq: what about gene structures, splicing, isoforms? 194

8.4 Modeling count data 194

8.4.1 Dispersion 194

8.4.2 Normalization 195

8.5 A basic analysis 197

8.5.1 Example dataset: the pasilla data 197

8.5.2 The DESeq2method 198

8.5.3 Exploring the results 199

8.5.4 Exporting the results 201

8.6 Critique of default choices and possible modifications 201

8.6.1 The few-changes assumption 201

8.6.2 Point-like null hypothesis 201

8.7 Multifactorial designs and linear models 202

8.7.1 What is a multifactorial design? 202

8.7.2 What about noise and replicates? 203

8.7.3 Analysis of variance 204

8.7.4 Robustness 205

8.8 Generalized linear models 207

8.8.1 Modeling the data on a transformed scale 207

8.8.2 Other error distributions 207

8.8.3 A generalized linear model for count data 208

8.9 Two-factor analysis of the pasilla data 208

8.10 Further statistical concepts 211

8.10.1 Sharing of dispersion information across genes 211

8.10.2 Count data transformations 212

8.10.3 Dealing with outliers 214

8.10.4 Tests of log2-fold change above or below a threshold 214

8.11 Summary of this chapter 215

8.12 Further reading 216

8.13 Exercises 216

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

expanded contents xiii

9 Multivariate Methods for Heterogeneous Data 217

9.1 Goals for this chapter 217

9.2 Multidimensional scaling and ordination 218

9.2.1 How does the method work? 220

9.2.2 Robust versions of MDS 222

9.3 Contiguous or supplementary information 224

9.3.1 Known batches in data 225

9.3.2 Removing batch effects 227

9.3.3 Hybrid data and Bioconductor containers 227

9.4 Correspondence analysis for contingency tables 229

9.4.1 Cross-tabulation and contingency tables 229

9.4.2 Hair color, eye color and phenotype co-occurrence 231

9.5 Finding time . . . and other important gradients 233

9.5.1 Dynamics of cell development 234

9.5.2 Local nonlinear methods 235

9.6 Multitable techniques 237

9.6.1 Covariation, inertia, co-inertia and the RV coefficient 237

9.6.2 Mantel coefficient and a test of distance correlation 238

9.6.3 Canonical correlation analysis (CCA) 239

9.6.4 Sparse canonical correlation analysis (sCCA) 240

9.6.5 Canonical (or constrained) correspondence analysis (CCpnA) 242

9.7 Summary of this chapter 244

9.8 Further reading 245

9.9 Exercises 245

10 Networks and Trees 249

10.1 Goals for this chapter 249

10.2 Graphs 250

10.2.1 What is a graph and how can it be encoded? 250

10.2.2 Graphs with many layers: labels on edges and nodes 253

10.3 From gene set enrichment to networks 254

10.3.1 Methods using predefined gene sets (GSEA) 254

10.3.2 Gene set analysis with two-way table tests 255

10.3.3 Significant subgraphs and high-scoring modules 256

10.3.4 An example with the BioNet implementation 257

10.4 Phylogenetic trees 258

10.4.1 Markovian models for evolution 260

10.4.2 Simulating data and plotting a tree 261

10.4.3 Estimating a phylogenetic tree 262

10.4.4 Application to 16S rRNA data 263

10.5 Combining a phylogenetic tree into a data analysis 265

10.5.1 Hierarchical multiple testing 266

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xiv expanded contents

10.6 Minimum spanning trees 268

10.6.1 MST-based testing: the Friedman–Rafsky test 271

10.6.2 Example: bacteria sharing between mice 271

10.6.3 Friedman–Rafsky test with nested covariates 273

10.7 Summary of this chapter 274

10.8 Further reading 275

10.9 Exercises 276

11 Image Data 279

11.1 Goals for this chapter 280

11.2 Loading images 280

11.3 Displaying images 280

11.4 How are images stored in R? 281

11.5 Writing images to file 283

11.6 Manipulating images 284

11.7 Spatial transformations 285

11.8 Linear filters 286

11.8.1 Interlude: the intensity scale of images 286

11.8.2 Noise reduction by smoothing 287

11.9 Adaptive thresholding 289

11.10 Morphological operations on binary images 290

11.11 Segmentation of a binary image into objects 291

11.12 Voronoi tessellation 292

11.13 Segmenting the cell bodies 294

11.14 Feature extraction 296

11.15 Spatial statistics: point processes 298

11.15.1 Case study: interaction between immune cells and cancer cells 298

11.15.2 Convex hull 301

11.15.3 Other ways of defining the space for the point process 301

11.16 First-order effects: the intensity 302

11.16.1 Poisson process 303

11.16.2 Estimating the intensity 303

11.17 Second-order effects: spatial dependence 304

11.17.1 Ripley’sK function 305

11.18 Summary of this chapter 307

11.19 Further reading 307

11.20 Exercises 308

12 Supervised Learning 309

12.1 Goals for this chapter 309

12.2 What are the data? 310

12.2.1 Motivating examples 310

12.3 Linear discrimination 311

12.3.1 Diabetes data 312

12.3.2 Predicting embryonic cell state from gene expression 316

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

expanded contents xv

12.4 Machine learning versus rote learning 319

12.4.1 Cross-validation 321

12.4.2 The curse of dimensionality 322

12.5 Objective functions 324

12.6 Variance–bias trade-off 326

12.6.1 Penalization 326

12.6.2 Example: predicting colon cancer from stool microbiome

composition 327

12.6.3 Example: classifying mouse cells from their expression profiles 331

12.7 A large choice of methods 332

12.7.1 Method hacking 334

12.8 Summary of this chapter 335

12.9 Further reading 336

12.10 Exercises 336

13 Design of High-Throughput Experiments and Their Analyses 337

13.1 Goals for this chapter 337

13.2 Types of experiments 338

13.3 Partitioning error: bias and noise 339

13.3.1 Error models: noise is in the eye of the beholder 339

13.3.2 Biological versus technical replicates 341

13.3.3 Units versus fold changes 341

13.3.4 Regular and catastrophic noise 342

13.4 Basic principles in the design of experiments 342

13.4.1 Confounding 342

13.4.2 Effect size and replicates 342

13.4.3 Clever combinations: Hotelling’s weighting example 343

13.4.4 Blocking and pairing 345

13.4.5 How many replicates do I need? 349

13.5 Mean–variance relationships and variance-stabilizing transformations 351

13.6 Data quality assessment and quality control 352

13.7 Longitudinal data 353

13.8 Data integration: use everything you (could) know 354

13.9 Sharpen your tools: reproducible research 355

13.10 Data representation 357

13.10.1 Wide versus long table format 357

13.11 Tidy data – using it wisely 358

13.12 Leaky pipelines and statistical sufficiency 360

13.13 Efficient computing 360

13.14 Summary of this chapter 362

13.15 Further reading 363

13.16 Exercises 363

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xvi expanded contents

Acknowledgements 365

Bibliography 367

Statistical Concordance 377

Index 379

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

Introduction

What is happening in biological data analysis?

The two instances of modern in the title of this book reflect the two major recent revo-

lutions in biological data analysis:

• Biology, formerly a science with sparse, often only qualitative data, has turned into

a field whose production of quantitative data is on par with high energy physics or

astronomy and whose data are wildly more heterogeneous and complex.

• Statistics, a field that in the 20th century had become an application ground for prob-

ability theory and calculus, often taught loaded with notation and a perceived heavy

emphasis on hypothesis testing, has been transformed by the ubiquity of comput-

ers and of data in machine-readable form. Exploratory data analysis, visualization,

resampling, simulations, pragmatic hybridizations of Bayesian ideas and methods

with frequentist data analysis have become parts of the toolset.

“Watersnood in Groningen, 1686”, Jan Luyken,
1698. Rijksmuseum Amsterdam.

The aim of this book is to enable scientists working in biological research to quickly

learnmany of the important ideas andmethods that they need tomake the best of their

experiments and of other available data. The book takes a hands-on approach. The nar-

rative in each chapter is driven by classes of questions or by certain data types. Methods

and theory are introduced on a need-to-know basis. We don’t try to systematically de-

duce from first principles. The book will often throw readers into the water and help

them to swim to their destinations despite missing details.

By no means will this book replace systematic training in underlying theory: proba-

bility, linear algebra, software engineering, databases, multivariate statistics. Such

training takesmany semesters of coursework. Perhaps the book will whet your appetite

to engage more deeply with one of these fields.

The challenge: heterogeneity

Any biological system or organism is composed of tens of thousands of components,

which can be in different states and interact in multiple ways. Modern biology aims to

understand such systems by acquiring comprehensive – and this means high dimen-

sional – data in their temporal and spatial context, with multiple covariates and in-

teractions. Dealing with this complexity will be our primary challenge. We face real,
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biological complexity as well as the complexities and heterogeneities of the data we are

able to acquire with our always imperfect instruments.

Biological data come in all sorts of shapes: nucleic acid and protein sequences, rect-

angular tables of counts, multiple tables, continuous variables, batch factors, pheno-

typic images, spatial coordinates. Besides data measured in lab experiments, there are

clinical data, longitudinal information, environmental measurements, networks, lin-

eage trees, annotation from biological databases in free text or controlled vocabularies,

. . .

“Homogeneous data are all alike;

all heterogeneous data are heterogeneous in their own way.”

The Anna Karenina principle

It is this heterogeneity that motivates our choice of R and Bioconductor as the com-

putational platform for this book – more on this below.

What’s in this book?

Hypothesis H0

Biological Question ?

Design Experiment

Collect Data

Compute p-value

Conclusion

Figure 1: The hypothesis testing paradigm
recommended by R.A. Fisher starts with the
formulation of a null hypothesis and the design
of an experiment before the collection of any
data. We could think in a similarly schematic way
about model fitting – just replace Hypothesis H0
by Parametric Model and Compute p-value by Fit
Parameters.

Figure 1 outlines a sequential view of statistical data analysis. Motivated by the ground-

breaking work on significance and hypothesis testing in the 1930s by Fisher (1935) and

Neyman and Pearson (1936), it is well amenable to mathematical formalism, especially

the part where we compute the distribution of test statistics under a hypothesis (null

or alternative), or where we set up distributional assumptions and search for analytical

approximations.

Data

Presentation Choice

Graphics

Recognition

Form

?

Simple Hypotheses

Diagnostic

Confirmat.
Analyses

New Data

Conclusions

Need
More
Data

Figure 2: J.W. Tukey recommended starting any
analysis with the data and wrote: “No catalogue
of techniques can convey a willingness to look for
what can be seen, whether or not anticipated”
(Holmes Junca, 1985).

Real scientific discovery rarely works in the caricature manner of Figure 1. Tukey

(1977) emphasized two separate approaches. The first he termed exploratory data

analysis (EDA). EDA uses the data themselves to decide how to conduct the statistical

analysis. EDA is built on simple tools for plotting data. EDA is complemented by confir-

matory data analysis (CDA): robust inferential methods that do not rely on complex

assumptions to reach scientific conclusions. Tukey recommended an iterative approach,

schematized in Figure 2, that enables us to see the data at different resolutions and from

different perspectives. This enables the refinement of our understanding of the data.

Biology in the late 1990s raised the large-p small-n problem: consider a gene expres-

sion dataset for n = 200 patient samples on p = 20,000 genes. If we want to construct a

regression or classificationmodel that “predicts” a clinical variable, for instance the dis-

ease type or outcome, from the 20,000 genes, or features, we immediately run into prob-

lems,1 since the number of model parameters would have to be orders of magnitudes

larger than the number of replicate measurements n. At least, this is the case for com-

monmodels, say, an ordinary linearmodel. Statisticians realized that they could remedy1 Called non-identifiability or overfitting.

the situation by requiring sparsity through the use of regularization techniques (Hastie

et al., 2008), i.e., by requiring many of the potential parameters to be either zero or at

least close to it.

A generalization of the sparsity principle is attained by invoking one of the most
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powerful recent ideas in high-dimensional statistics, which goes by the name empirical

Bayes: we don’t try to learn the parameters associated with each feature from scratch,

but rather use the fact that some or all of them will be similar, or even the same, across

all features, or across groups of related features. There are several important book-long

treatments (Efron, 2010) of the subject of large scale inference so essential in modern

estimation and hypotheses testing.
This icon signals that we are using a Monte Carlo
approximation method, so-called because it
harnesses randomness, similar to the randomness
of casino games. Ironically, for many casino
games the probability of winning is not known
analytically, and casinos use their own empirical
data to evaluate the odds.

Simulations play an essential role in this book, as many of the results we need escape

the reach of standard analytic approaches. In other words, simulations liberate us from

only considering methods that are analytically tractable, and from worrying about the

appropriateness of simplifying assumptions or approximations.

In this book, we try to cover the full range of these developments and their applica-

tions to current biological research. We cover many different types of data that mod-

ern biologists have to deal with, including RNA-Seq, flow cytometry, taxa abundances,

imaging data and single-cell measurements. We assume no prior training in statistics.

However, you’ll need some familiarity with R andwillingness to engage inmathematical

and analytical thinking.

Generativemodels are our basic building blocks. In order to draw conclusions about

complicated data it tends to be useful to have simple models for the data generated in

this or that situation. We do this through the top-down use of probability theory and

deduction, which we introduce in Chapter 1. We will use examples from immunology

and DNA analysis to describe useful generative models for biological data: binomial,

multinomial and Poisson random variables.

Once we know how data would look under a certain model, we can start working

our way backwards: given some data, what model is most likely able to explain it? This

bottom-up approach is the core of statistical inference, and we explain it in Chapter 2.

We saw the primary role of graphics in Tukey’s scheme (Figure 2), and so we’ll learn

how to visualize our data in Chapter 3. We’ll use the grammar of graphics and ggplot2.

Real biological data often have more complex distributional properties than what

we could cover in Chapter 1. We’ll use mixtures that we explore in Chapter 4; these

enable us to build realistic models for heterogeneous biological data and provide solid

foundations for choosing appropriate variance-stabilizing transformations.

The large, matrix-like (n×p) datasets in biology lend themselves to clustering: once

we define a distance measure between matrix rows (the features), we can cluster and

group the genes by similarity of their expression patterns, and similarly, for the columns

(the patient samples). We’ll cover clustering in Chapter 5. Since clustering relies only on

distances, we can even apply it to data that are not matrix-shaped, as long as there are

objects and distances defined between them.

Further following the path of EDA, we cover the most fundamental unsupervised

analysis method for simple matrices – principal component analysis – in Chapter 7.

We turn to more heterogeneous data that combine multiple data types in Chapter 9.

There, we’ll see nonlinear unsupervised methods for counts from single-cell data. We’ll
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also address how to use generalizations of themultivariate approaches covered in Chap-

ter 7 to combinations of categorical variables andmultiple assays recorded on the same

observational units.

Figure 3: Analyzing data is not a one-step process.
Each step involves visualizing and decomposing
some of the complexity in the data. Tukey’s
iterative data structuration can be conceptualized
as Total = V1 +V2 +V3.

The basichypothesis testingworkflowoutlined in Figure 1 is explained in Chapter 6.

We take the opportunity to apply it to one of themost commonqueries ton×p datasets:

which of the genes (features) are associated with a certain property of the samples, say,

disease type or outcome? However, conventional significance thresholds would lead to

lots of spurious associations: with a false positive rate of α = 0.05 we expect pα = 1000

false positives if none of the p = 20,000 features has a true association. Therefore we

also need to deal with multiple testing.

One of the most fruitful ideas in statistics is that of variance decomposition, or

analysis of variance (ANOVA). We’ll explore this, in the framework of linear models and

generalized linearmodels, in Chapter 8. Sincewe’ll draw our example data fromanRNA-

Seq experiment, this gives us also an opportunity to discuss models for such count data

and concepts of robustness.

Nothing in biology makes sense except in the light of evolution,2 and evolutionary2 Theodosius Dobzhansky – see Nothing in Biology
Makes Sense Except in the Light of Evolution on
Wikipedia.

relationships are usefully encoded in phylogenetic trees. We’ll explore networks and

trees in Chapter 10.

A rich source of data in biology are images, and in Chapter 11 we reinforce our will-

ingness to do EDA on all sorts of heterogeneous data types by exploring feature extrac-

tion from images and spatial statistics.

Finally in Chapter 12, we will look at statistical learning, i.e., training an algorithm

to distinguish between different types of objects depending on their multidimensional

feature vector.We’ll start simple with low-dimensional feature vectors and linearmeth-

ods, and then explore classification in high-dimensional settings.

We wrap up in Chapter 13 with considerations on good practices in the design of

experiments and in data analysis. For this we’ll use and reflect on what we have learned

in the course of the preceding chapters.

Computational tools for modern biologists

As we’ll see over and over again, the analysis approaches, tools and choices to be made

are manifold. Our work can only be validated by keeping careful records in a repro-

ducible script format. R and Bioconductor provide such a platform.

Although we are tackling many different types of data, questions and statistical

methods hands-on, we maintain a consistent computational approach by keeping all

the computation under one roof: the R programming language and statistical environ-

ment, enhanced by the biological data infrastructure and specialized method packages

from the Bioconductor project. The reader will have to start by acquiring some famil-

iarity with R before using the book.
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R code is a major component of this book. It is howwemake the textual explanations

explicit. Virtually every data visualization in the book is produced with code that is

shown to equip the reader to replicate all of these figures, and any other results shown

(as in Figure 4).

2.5

5.0

7.5

10.0

12.5

Fgf4 Gata4 Gata6 Sox2

gene

va
lu

e

gene

Fgf4

Gata4

Gata6

Sox2

Figure 4: Comparison of the expression levels
of four developmentally important genes in
the mouse embryo. Each dot represents the
measurement from one single cell; the y-axis is
on a logarithmic scale (arbitrary units). The code
that produces this plot is given in Chapter 3.

Even if you have a basic familiarity with R, don’t worry if you don’t immediately

understand every line of code in the book. Although we have tried to keep the code

explicit and give tips and hints at potentially challenging places, there will be instances

where

• there is a function invoked that you have not seen before and that does something

mysterious, or

• there is a complicated R expression that you don’t understand (perhaps involving

apply functions or data manipulations from the dplyr package).

Don’t panic. For the mysterious function, have a look at its manual page. Open up RStu-

dio and use the object explorer to look at the variables that go into the expression, and

those that come out. Split up the expression to look at intermediate values.

In Chapters 1 and 2, we use base R functionality for light doses of plotting and data

manipulation. As we successively needmore sophisticated operations, we introduce the

ggplot2way of making graphics in Chapter 3. Besides the powerful grammar of graphics

concepts that enable us to produce sophisticated plots using only a limited set of in-

structions, this implies using the dplyr way of data manipulation. Sometimes, we have

traded in what would be convoluted loop and lapply constructs for elegant dplyr ex-

pressions, but this requires you to get acquainted with some novelties such as tibbles,

the group_by function and pipes (%>%).

Why R and Bioconductor?

There are many reasons why we have chosen to present all analyses on the R (Ihaka and

Gentleman, 1996) and Bioconductor (Huber et al., 2015) platforms.

Download R and Rstudio to follow the code in the
book.

Cutting edge solutions The availability of over 10,000 packages ensures that almost

all statistical methods are available, including the most recent developments. More-

over, there are implementations of or interfaces to many methods from computer

science, mathematics, machine learning, data management, visualization and inter-

net technologies. This puts thousands of person-years of work by experts at your

fingertips.

Open source and community-owned R and Bioconductor have been built collabora-

tively by a large community of developers. They are constantly tried and tested by

thousands of users.

Data input and wrangling Bioconductor packages support the reading ofmany of the

data types and formats produced by measurement instruments used in modern bi-

ology, as well as the needed technology-specific “preprocessing” routines. The com-

munity is actively keeping these up-to-date with the rapid developments in the in-

strument market.

www.cambridge.org/9781108705295
www.cambridge.org


Cambridge University Press
978-1-108-70529-5 — Modern Statistics for Modern Biology
Susan Holmes , Wolfgang Huber 
Frontmatter
More Information

www.cambridge.org© in this web service Cambridge University Press

xxii introduction

Simulation There are random number generators for every known statistical distri-

bution and powerful numeric routines for linear algebra, optimization, etc.

Visualization and presentation R can make attractive, publication-quality graphics.

We’ve dedicated Chapter 3 to this, and practice data visualization extensively

throughout the book.

Easy-to-use interactive development environment RStudio is easy and fun to use

and helps with all aspects of programming in R. It is an essential tool in following

the iterative approach to data analysis schematized in Figure 2.

Reproducibility As an equivalent to the laboratory notebook that is standard good

practice in labwork, we advocate the use of a computational diary written in the R

markdown format. We use the knitr package to convert R markdown into easy-to-

read and shareable HTML or PDF documents. These can even become full-fledged

scientific articles or supplements. Together with a version control system, R mark-

down helps with tracking changes.

Collaborative environment Rmarkdown enables the creation of websites containing

code, text, figures and tables with a minimum of work.

Rich data structures The Bioconductor project has defined specialized data contain-

ers to represent complex biological datasets. These help to keep your data consistent,

safe and easy to use.

Interoperability and distributed development Bioconductor in particular contains

packages from diverse authors that cover a wide range of functionalities but still

interoperate because of the common data containers.

Documentation Many R packages come with excellent documentation in their func-

tion manual pages and vignettes. The vignettes are usually the best starting point

in a package, as they give you a high-level narrative account of what the package

does, whereas the manual pages give detailed information on input, output and in-

ner workings of each function. There are online tutorials, forums and mailing lists

for many aspects of working with R and Bioconductor.

High-level language R is an interpreted high-level language. Its roots in LISP and its

functional programming features mean that code is data and can be computed on,

which enables efficient programming and is fun. These features facilitate construct-

ing powerful domain-specific languages.3 R is not a fixed language – throughout its3 Examples include R’s formula interface, the
grammar of graphics in ggplot2, the data manipu-
lation functionality of dplyr and R markdown.

history, it has been actively evolving and is constantly improving.

How to read this book

The printed version of this book is supplemented by an online version in HTML at

http://bios221.stanford.edu/book/ and

http://www.huber.embl.de/msmb/.

The online sites:

• provide the .R files and all needed input data files;

• are constantly updated to fix typos and make clarifications;
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• have up-to-date code that will run with contemporary versions of R, CRAN packages

and Bioconductor.

Please do not despair if code in the printed version of the book is not working with

your version of R and all the packages. Please do not despair if code on the website

is not working with an older version of R or packages. This is fully to be expected

and no reason for worries, surprises or even comments. We recommend following the

installation instructions – which includes getting the right, matching versions of every-

thing – on the webpage.

Home

CC BY-NC-SA

 Chapters

Modern Statistics for Modern Biology

Susan Holmes, Wolfgang Huber

Figure 5: The online version provides the text in
HTML, data files and up-to-date code.

Notes and extra information appear under the
devil icon: this is the devil who looks after the
details.

The chapters in the book build upon each other, but they are reasonably self-

contained, so they can also be studied selectively. Each chapter starts with a section

on motivations and goals. Questions in the text help you check whether you are follow-

ing along. The text contains extensive R code examples throughout. You don’t need to

scrape R code from the HTML or manually copy it from the book. Use the R files (ex-

tension .R) on the book’s website. Each chapter concludes with a summary of the main

points and a set of exercises. The book ends with an index and a concordance section,

which should be useful when looking for specific topics.
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