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Thermodynamic Modeling of Complex Systems

Matthias Kleiner, Feelly Tumakaka, and Gabriele Sadowski

Abstract The thermodynamic behavior of complex pure fluids and mixtures is
strongly affected by specific interactions like association (hydrogen bonding) and
electrostatic interactions of permanent or induced dipoles. The modeling of those
systems requires a physical model that is able to explicitly account for these specific
interactions. This contribution describes the state of the art in modeling of complex
fluids using analytical equations of state. Many applications demonstrate that those
models can successfully be applied to describe and even to predict the phase behav-
ior of a whole variety of substances ranging from small gas molecules up to organic
solvents and polymeric systems.
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1 Introduction

The ability to predict and to correlate thermodynamic properties and phase equilib-
ria is essential for the simulation of chemical processes and thus for process devel-
opment and optimization. For industrial as well as for academic applications, the
applied models should possess a sufficient accuracy over a wide range of conditions
using a minimum of adjustable and easily accessible parameters.

Significant progress towards this type of model was made by applying the ap-
proach of perturbation theories from statistical mechanics. These theories are based
on the fact that the thermodynamic properties of a system are mainly determined by
the repulsive interactions of the molecules. Thus, these theories typically choose
a reference system that shows only repulsive interactions. An often used refer-
ence systems is a system of “hard spheres,” which have a fixed volume and no
other interactions than repulsion. Starting from that, the influence of any deviation
of a real system from the reference system to the thermodynamic behavior is de-
scribed as a perturbation of the repulsive reference system. These deviations might
be van der Waals attractive interactions, specific interactions like association, po-
lar or quadrupolar interactions as well as the non-spherical shape of the molecules.
Usually, these perturbations are assumed to be additive and independent of each
other.

A whole series of models of this kind is based on the statistical associating fluid
theory (SAFT) [1–4], which considers a molecule as a chain of tangent spheri-
cal segments. Starting from the Helmholtz energy of a hard-sphere reference sys-
tem Ahs, different perturbation contributions are considered. These are namely the
hard-sphere chain formation of m segments (Achain), which accounts for the non-
spherical shape of molecules, non-specific attractive interactions (Adisp) of the m
(non-bonded) spherical segments, and very strong, short-range attractive interac-
tions, like association (Aassoc).

Thus, the total Helmholtz energy of a system can be written as:

Ares = mAhs + mAdisp + Achain + Aassoc. (1)

Within the SAFT model, the Helmholtz energy of the reference Ahs is described
using the Carnahan–Starling expression [5]; the segment–segment dispersion con-
tribution to the Helmholtz energy Adisp is described using a fourth-order perturbation
term [6, 7]. The contribution of chain formation as well as the association term are
accounted for, based on the work of Wertheim [8].

Subsequently, several models were suggested that differ in the use of the vari-
ous perturbation expressions. Examples are the perturbed hard-sphere-chain theory
(PHSC) [9], as well as the models proposed by Chang and Sandler [10], Gil-Villegas
et al. [11], and Hino and Prausnitz [12].

Each of these models considers the non-spherical shape of a molecule on one-
hand side and the attractive interaction on the-other-hand side as independent pertur-
bations of the reference system. Several attempts have been made to overcome this
deficiency. Various models were suggested that use attractive square-well spheres
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(e.g., [11,13,14]) or Lennard-Jones spheres (e.g., [15–17]) rather than hard spheres
as reference to modify the chain contribution Achain.

The perturbed-chain SAFT (PC-SAFT) model [18, 19] adopts the opposite idea:
here, a perturbation theory of second order is applied to the reference system of
hard chains instead of hard spheres to develop a dispersion term Adisp. Whereas
the contributions to describe the hard-chain formation as well as the association are
identical to those of the original SAFT model, the dispersion term was modified to
account for the influence of the non-spherical shape of the molecule on the number
of intermolecular interactions, and is therefore a function of segment number m:

Ares = Ahc + Adisp(m)+ Aassoc. (2)

The PC-SAFT model was successfully applied to a wide variety of systems, demon-
strating that the modeling results could be improved for more systems than just
for chain molecules like polymers. Even for small non-spherical substances, the
modeling results could be improved considerably compared to the original SAFT
model [18–21].

In addition to dispersive interactions, the phase behavior of pure fluids and mix-
tures is strongly affected by specific intermolecular interactions like association (hy-
drogen bonding) or dipolar interactions. Müller and Gubbins [22] gave a detailed
review of different approaches to describe the contribution of association interac-
tions to the Helmholtz energy Aassoc of a system, and discussed numerous examples
of its application to real fluids and mixtures.

To account for dipolar interactions, various theories based on statistical mechan-
ics were developed. In these theories, the dipole moment is assumed to be positioned
at the center of a sphere, whereas the diameter of the sphere is chosen to preserve
the molecular volume [23–31]. This treatment, however, does not explicitly account
for the non-spherical shape, which becomes important in many real dipolar fluids,
and thus its application is limited to simple fluids and mixtures. To account for
the non-spherical shape of dipolar molecules, Jog and Chapman [32] proposed a
theory that considers polar molecules as chains of non-polar and dipolar spherical
segments. Another way to account for the non-spherical shape of dipolar molecules
was followed by Gross and Vrabec [33], who assumed a two-center Lennard–Jones
fluid as reference fluid. The model constants were adjusted to simulation data of
two-center Lennard–Jones molecules having different molecular elongations from
spheres up to dimers. The model was applied with PC-SAFT and is referred to as
perturbed-chain polar SAFT (PCP-SAFT).

An alternative route to the perturbation theories was followed by Saager and
Fischer [34] and Saager et al. [35] who constructed a dipolar contribution to the
Helmholtz free energy on the basis of computer simulation results by fitting empir-
ical expressions to simulation data of two-center Lennard–Jones molecules.

However, all these dipole expressions do not account for the polarizability of
molecules that allows the induction of a dipolar moment in a molecule. To account
for the non-additive induction interactions due to the polarization of molecules,
Kleiner and Gross [36] applied the renormalized perturbation theory of Wertheim
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Fig. 1 Molecular picture of the PC-SAFT equation of state and its extension to dipolar fluids (e.g.,
PCP-SAFT, PCIP-SAFT). Illustration of the perturbation contributions to account for dispersion
interactions, association interactions, and dipolar interactions

[37,38] in combination with the dipolar expression of Gross and Vrabec. The equa-
tion of state contribution was applied with PC-SAFT to real fluids and mixtures and
the model is referred to as perturbed-chain induced-polar SAFT (PCIP-SAFT).

The underlying molecular picture of the PC-SAFT equation of state, as well as
of its extensions to dipolar and polarizable fluids (e.g., PCP-SAFT, PCIP-SAFT), is
depicted in Fig. 1.

Thus, the Helmholtz energy using PC-SAFT based models finally reads as:

Ares = Ahc + Adisp(m)+ Aassoc + Adipole. (3)

Many applications of PC-SAFT as well as of its extensions for polar and po-
larizable fluids (PCP-SAFT and PCIP-SAFT) demonstrated that these models can
successfully be applied to a broad range of substances and mixtures including sim-
ple fluids without specific interactions, associating fluids as well as to dipolar com-
ponents and their mixtures. The model was applied to aqueous electrolyte solu-
tions [39] as well as to solutions of aqueous amino acids and polypeptides [40]. An
excellent performance of the PC-SAFT model was also shown for various polymer
as well as copolymer systems.

This contribution summarizes the state of the art in modeling using PC-SAFT-
based models. Due to the wide variety of compounds and the resulting mixtures,
the focus lies on the modeling of phase equilibria of very asymmetric mixtures that
exhibit complex intermolecular interactions.

2 PC-SAFT Equation of State

According to Eq. 3, different contributions to the Helmholtz energy are considered
in PC-SAFT. They are briefly described below. The detailed expressions for each
contribution can be found in the appendix.
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2.1 Hard-Chain Contribution Ahc

The hard-chain reference fluid consists of spherical segments that do not show any
attractive interactions. It is defined by two parameters, namely the number of seg-
ments m and the diameter of segments σ . The Helmholtz energy of this reference
system is described by an expression developed by Chapman et al. [41], which is
based on Wertheim’s first-order thermodynamic perturbation theory [42–44].

2.2 Dispersion Contribution Adisp

To determine the contribution of dispersive attractions to the Helmholtz energy of
a system, PC-SAFT applies the perturbation theory of Barker and Henderson [45,
46] to the hard-chain reference system instead of the hard-sphere system. Thus,
the influence of the non-spherical shape of molecules on the attractive dispersion
interactions is explicitly considered.

In addition to the above-mentioned parameters, segment number m and seg-
ment diameter σ , one additional parameter is required for describing the segment–
segment interaction: the dispersion energy parameter ε/k. All three parameters are
determined by simultaneously fitting to liquid density and vapor-pressure data of
a pure component. The parameter-estimation approach for non-volatile substances,
such as solids or polymers, is later described in the solid–liquid equilibria (Sect. 4)
and polymer (Sect. 5) sections, respectively.

To model mixtures, conventional Berthelot–Lorentz combining rules are applied:

σi j =
1
2
(σi + σ j), (4)

εi j =
√

εiε j · (1− ki j). (5)

Equation 5 contains one adjustable binary interaction parameter ki j, which is used
to correct the dispersion energy in the mixture. If needed, this is determined from
fitting to phase-equilibrium data of the binary mixture. Parameter ki j will remain the
only parameter that is fitted to binary data and is usually independent of tempera-
ture. For the description of ternary of higher systems it is assumed that the system
is dominated by two-molecule interactions and thus no parameters other than the
binary parameters are required.

2.3 Association Contribution Aassoc

The contribution due to short-range association interactions (hydrogen bonding)
Aassoc is considered by an association model that was proposed by Chapman et al.
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[2,41] based on Wertheim’s first-order thermodynamic perturbation theory (TPT1).
Within this theory, a molecule is assumed to have one or more association sites
that can form hydrogen bonds. This is shown exemplarily in Fig. 1 for molecules
with two association sites A and B. The association between two association sites
is characterized by two additional parameters: the association energy εAiBi/k and
the effective volume of an association interaction κAiBi . Therefore, an associating
compound is characterized by five pure-component parameters.

The number of association sites of a molecule and the possible site–site inter-
actions have a profound effect on the fluid structure, and therefore on the phase
behavior, and should thus be chosen carefully. Examples are given later in this con-
tribution (see Sect. 3.3).

The strength of cross-association interactions between two different associating
compounds can be determined using simple combining rules of the pure-component
parameters, as suggested by Wolbach and Sandler [47] without introducing binary
parameters:

εAiB j =
1
2

(
εAiBi + εA jB j

)
, (6)

κAiB j =
√

κAiBiκA jB j

( √σiiσ j j

1/2(σii + σ j j)

)3

. (7)

2.4 Dipole/Polarizability Contribution Adipole

Long-range electrostatic interactions of dipolar and polarizable fluids Adipole are
taken into account by the expression of Kleiner and Gross (PCIP-SAFT). It is based
on the renormalized perturbation theory for polarizable polar fluids of Wertheim
[37,38], which was applied to the dipole contribution for non-spherical molecules of
Gross and Vrabec. Since tabulated values for the dipole moments and average mole-
cular polarizabilities are available, no additional adjustable parameters are required.

For non-polarizable components, the dipolar expression of Gross and Vrabec is
recovered and, thus, the PCIP-SAFT equation of state simply reduces to PCP-SAFT.

3 Modeling of Low Molecular Weight Systems

The PC-SAFT equation of state can successfully be applied to correlate or even
to predict the thermodynamic properties of a broad range of low molecular weight
substances (e.g., [18, 20]). For systems without specific interactions (e.g., alkane
mixtures) the phase behavior as well as the heat of mixing can usually even be
predicted (ki j = 0) in good agreement with experimental data. This is illustrated in
Fig. 2 for the mixture of hexane and hexadecane.
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Fig. 2 PC-SAFT predictions (ki j = 0) (lines) of thermodynamic properties of the mixture
hexane/hexadecane at different temperatures in comparison to experimental data (symbols). a
Vapor–liquid equilibrium at T = 298K ( filled circles experimental data from Shen et al. [48]).
b Excess enthalpies at two temperatures (open circles experimental data from McGlashan and
Morcom [49], filled triangles experimental data from Holleman [50])

However, modeling of strongly asymmetric mixtures and mixtures exhibiting
complex intermolecular interactions is much more challenging and will be discussed
in the following section.

3.1 Mixtures of Strongly Polar and Non-polar Fluids

Mixtures containing polar as well as non-polar components often exhibit a strong
deviation from ideality, and thus often show an azeotropic behavior. It was shown
in several investigations that these mixtures can only be described accurately when
the specific electrostatic interactions are explicitly taken into account.

The PCIP-SAFT model is applied here to model the thermodynamic behavior
of strongly dipolar fluids and their mixtures with non-polar compounds, both of
which are polarizable. An example of such a mixture is the binary system N,N-
dimethylformamide and 1-butene, which is shown in Fig. 3. In order to assess the
effect of the polarizability, the results are compared to the PCP-SAFT model where
only permanent dipoles are considered. Moreover, the results are compared to the
original PC-SAFT model where the electrostatic interactions are not explicitly ac-
counted for. It becomes obvious that both PCIP-SAFT and PCP-SAFT are in good
agreement with the experimental data, while the non-polar PC-SAFT model reveals
a false temperature-behavior in describing a non-physical liquid–liquid demixing at
lower temperatures.

Moreover, the physically more realistic models PCIP-SAFT and PCP-SAFT re-
quire a much lower value of the binary parameter than the non-polar PC-SAFT,
while providing a superior description of the experimental data.

Another example for the strong influence of dipolar interactions on the thermody-
namic properties is the mixture butyronitrile and n-heptane. The vapor–liquid equi-
librium of this mixture at T = 318K is depicted in Fig. 4a. When a binary interaction
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Fig. 3 Vapor–liquid equilibrium of the mixture N,N-dimethylformamide/1-butene at two temper-
atures ( filled circles 363 K, filled triangles 293 K). Comparison of experimental data from Wilding
et al. [51]to correlation results of PCIP-SAFT, of PCP-SAFT, and of PC-SAFT

parameter of the non-polar PC-SAFT model is adjusted, the model is not capable of
reproducing the vapor–liquid equilibrium. Taking into account the polarity of buty-
ronitril as well as the polarizibility of the two components, the PCIP-SAFT model
provides a good representation of the experimental data, while the binary interac-
tion parameter is almost zero. Although the binary interaction parameter is some-
what higher for the PCP-SAFT model, it is in almost as good agreement with the
data. This is substantiated in Fig. 4b, where the predicted excess enthalpies of PCIP-
SAFT and PCP-SAFT are in qualitative good agreement with the experimental data,
compared to the non-polar PC-SAFT model.

It can be concluded that when considering this type of mixture, the inclusion of
dipolar interaction and induced dipolar interactions due to the molecule’s polariz-
ability usually leads to lower (absolute) values of the required binary interaction pa-
rameter. Thus, the predictive abilities of the model are significantly improved when
the physics of the molecules is considered. In particular, the consideration of the
dipole moments in PCP-SAFT leads to a remarkable improvement of the modeling
results compared to the non-polar PC-SAFT model. An additional accounting for
the molecular polarizabilities in PCIP-SAFT usually leads to a further improvement
of the modeling compared to PCP-SAFT.
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Fig. 4 Thermodynamic properties of the mixture butyronitrile/n-heptane. a Vapor–liquid equi-
librium at T = 318K. Comparison of experimental data from Artal et al. [52] ( filled circles) to
correlation results of PCIP-SAFT, of PCP-SAFT, and of PC-SAFT. b Excess enthalpies of mixing
at 298 K. Predictions of PCIP-SAFT, of PCP-SAFT, and of PC-SAFT and comparison to experi-
mental data from Akamatsu et al. [53] ( filled circles). Binary interaction parameters were adjusted
to VLE data as shown in a

3.2 Mixtures of Polar and Associating Fluids

The modeling of mixtures containing polar as well as associating components is
very challenging for any equation of state. This is due to the fact that classical
combining rules do not allow for the consideration of cross-interactions of mole-
cules showing unlike interactions as pure components. Here, mixtures of a self-
associating component (e.g., water) in a mixture with a component that does not
self-associate but can act as either proton donor (e.g., chloroform) or proton accep-
tor (e.g., acetone) are considered. In those mixtures, cross-association interactions
may occur: the polar compound does not self-associate but is able to associate with
the associating compound. This type of interaction is here referred to as induced as-
sociation to distinguish from mixtures of two self-associating compounds for which
the combining rules (Eqs. 6 and 7) can directly be applied. However, using a simple
but physical meaningful approach it is possible to account for the induced cross-
association only from the knowledge of the pure-component parameters [54].

This approach is based on the following assumptions:

1. The association-energy parameter εAiBi of the non-self-associating (polar) com-
ponent is set to zero

2. The association-volume parameter κAiBi of the non-self-associating component
is assumed to be equal to the value of the associating component in the mixture

As a consequence of the first assumption, association of the polar substance is
considered only if the mixture contains at least one associating component. Based
on these assumptions, the cross-association parameters in the mixture can simply be
calculated by applying the combining rules of Wolbach and Sandler (Eqs. 6 and 7).
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The advantage of this approach is that the cross-association parameters are easily
accessible and that no additional adjustable parameters are required.

Some applications of the proposed approach to model vapor–liquid as well as
liquid–liquid equilibria of mixtures will be presented. Any effects due to polariz-
ability are not explicitly considered here since they were found to have a minor
influence on the phase behavior in these mixtures and, thus, the PCP-SAFT model
is used for the polar compounds. All results are compared with calculations using
PCP-SAFT and the classical approach where induced-association interactions are
not considered.

Figure 5 shows the error bars of predicted (ki j = 0) bubble-point pressures for dif-
ferent mixtures of alcohols with polar compounds. The grey bars show predictions
using the classical approach where the induced-association interactions are not con-
sidered. The black bars represent predictions where the induced association between
the associating and the polar component is explicitly accounted for. It can be seen
that the deviations of the experimental and calculated bubble-point pressures can
be drastically reduced especially for the mixtures containing methanol or ethanol.
Since the influence of the OH-groups decreases with increasing chain length of the
alcohols, the influence of the induced association also decreases. Nevertheless, the
bubble-point predictions can still be improved for longer alcohols when the pro-
posed approach for induced association is applied.

The phase behavior of a mixture of water and methyl methacrylate at atmospheric
pressure is depicted in Fig. 6. This system shows heteroazeotropic behavior with a
vapor–liquid equilibrium at higher temperatures and a liquid–liquid demixing at
lower temperatures. Using the classical approach, the heteroazeotropic behavior
in this mixture cannot be described quantitatively even using a very high binary
interaction parameter. When the induced association is considered, the phase equi-
librium can even be predicted setting the binary interaction parameter to zero.
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angles Fu et al. [57]). Dashed lines: correlation results of PCP-SAFT using the classical approach.
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The approach can also be extended to ternary mixtures. Figure 7 shows the
liquid–liquid equilibrium of the ternary mixture water/furfural/ethyl acetate as
an example of a mixture with one associating component that may form cross-
associates with the two polar compounds furfural and ethyl acetate. The binary in-
teraction parameters for water/furfural and water/ethyl acetate are taken from the
binary subsystems and the ki j for the system ethyl acetate/furfural is set to zero.
Thus, the ternary liquid–liquid equilibrium is predicted using only the binary in-
formation of the subsystems water/furfural and water/ethyl acetate, respectively. It
becomes obvious that again the predicted results are in very good agreement with
experimental data when the induced association is considered, whereas the classical
approach is not able to properly describe the ternary-mixture phase behavior.

This is substantiated in Fig. 8 for the system water/methanol/methyl methacry-
late. The classical approach underestimates the miscibility gap, even if a binary
interaction parameter is used for the water/methyl methacrylate binary system,
whereas the liquid–liquid equilibrium can be well predicted when applying the ap-
proach for the induced association.



86 M. Kleiner et al.

0.00 0.25 0.50 0.75 1.00

0.00

0.25

0.50

0.75

1.00
0.00

0.25

0.50

0.75

1.00
  classical approach

           k
ij
= −0.045 (furfural /water)

           k
ij
= 0 (ethyl acetate / furfural)

           k
ij
= −0.082 (water /ethyl acetate)

furfural

  induced association
           k

ij
= −0.027 (furfural /water)

           k
ij
= 0 (ethyl acetate / furfural)

           k
ij
= −0.044 (water /ethyl acetate)     

et
hy

l a
ce

ta
te

water

Fig. 7 Liquid–liquid equilibrium of the ternary mixture water/furfural/ethyl acetate for T = 298K
( filled triangles Lloyd et al. [58]). Dashed line: predictions of PCP-SAFT using the classical ap-
proach. Solid line: PCP-SAFT predictions considering the induced association

3.3 Mixtures with Carboxylic Acids

In general, carboxylic acids are well described using two different association sites:
a donor site at the oxygen and an acceptor site at the OH-group [20,61]. This corre-
sponds to the 2B-association scheme as suggested by Huang and Radosz [3].

However, particularly small carboxylic acids show a specific thermodynamic be-
havior (e.g., very high boiling points), which is caused by two hydrogen bonds
formed between the carboxylic groups of two acid molecules (see Fig. 9).

Therefore, these acid molecules appear as cyclic dimers even in the vapor phase.
This behavior can be captured using PC-SAFT by allowing for only one associa-

tion site per molecule (1A-association scheme). A schematic picture of the 1A- and
2B-association schemes and the possible site–site interactions of the association
sites are depicted in Fig. 10. As can be seen from Fig. 10a, the 1A-association en-
ables the formation of only dimers whereas the 2B-scheme would also allow the
formation of clusters with more than two molecules.

Investigations of pure-component properties of different carboxylic acids (from
formic acid up to decanoic acid) showed that using a one-site association scheme
gives an improved representation of liquid-density data and in particular of vapor-
pressure data. For example, the unweighted average of all individual AAD values



Thermodynamic Modeling of Complex Systems 87

0.00 0.25 0.50 0.75 1.00

0.00

0.25

0.50

0.75

1.00
0.00

0.25

0.50

0.75

1.00
  classical approach

           k
ij
= −0.064 (MMA/water)

           k
ij
= 0 (MMA/methanol)

           k
ij
=−0.05 (water/methanol)

m
ethanol

  induced association
           k

ij
= 0 (MMA/water)

           k
ij=

 0 (MMA/methanol)

           k
ij
=−0.05 (water/methanol)

M
M

A

water

Fig. 8 Liquid–liquid equilibrium of the ternary mixture water/methanol/methyl methacrylate
(MMA) for T = 298K (open circles Clausse et al. [59], filled triangles, Chubarov et al. [60]).
Dashed line: predictions of PCP-SAFT using the classical approach. Solid line: PCP-SAFT pre-
dictions considering the induced association

R

O

OH

R

O

HO

R

O

OH

2

Fig. 9 Dimerization of carboxylic acids

Fig. 10 Site–site interactions assumed by two different association schemes as suggested by Huang
and Radosz [3]
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2B-association scheme. Solid lines: PC-SAFT predictions using the 1A-association scheme. Ex-
perimental data are taken from Weltner [62]

for vapor pressure data are 1.08% for the 1A scheme and 3.24% for the 2B scheme.
For the liquid densities, average errors of 0.93% and of 1.28% were obtained for the
1A- and 2B-association schemes, respectively.

The specific heat capacities of acetic acid in the vapor phase are depicted in
Fig. 11 at 0.33 bar and 1 bar, respectively. The experimental data show a maxi-
mum of the heat capacity. As can be seen, the predictions using the 1A scheme
also follow this behavior and are in qualitative agreement to the experimental data,
whereas the results obtained with the 2B scheme do not show this trend in the re-
spective temperature range. This is quite remarkable because the heat capacities
were not used for the determination of the acid pure-component parameters. These
results reveal the good performance of the 1A scheme for the modeling and even
prediction of pure-component properties of carboxylic acids.

The 1A- and 2B-association schemes are also compared for modeling the phase
behavior of binary mixtures with acetic acid. The mixture of acetic acid with the
non-polar cyclohexane as depicted in Fig. 12 is an example of a mixture in which
the acid does not cross-associate but is only able to form self-associates. The dashed
line indicates correlations using the 2B-association scheme where dimerization is
not accounted for. It can be seen that the correlations are in poor agreement with the
experimental data. If the dimerization is considered by applying the 1A-association
scheme, the quality of the correlations can be improved considerably.

Considering the system acetic acid/carbon dioxide (Fig. 13), the carbon dioxide
molecule may form weak hydrogen bonds with the carboxyl group of acetic acid.
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However, investigations have shown that accounting for the cross-association in-
teractions have a minor influence on the phase behavior modeling and, thus, these
interactions are not explicitly considered here. It can be seen that again the results
using the 2B-association scheme for acetic acid cannot be brought into good agree-
ment with experimental data, even using a binary interaction parameter ki j. In the
case of the 1A scheme, where the dimerization is considered, the correlation results
are in excellent agreement with experimental data.

The mixture of acetic acid with ethyl acetate represents a system containing
an associating and a polar compound in which induced association may occur, as
described in the previous section. Modeling results for the vapor–liquid equilib-
rium of this mixture are presented in Fig. 14 using the 1A- and 2B-association
schemes, respectively. It can be seen that the results are poorly represented using
the 2B scheme, even applying a very high binary interaction parameter where the
model calculates an azeotropic behavior. Again, the results are improved consider-
ably when the dimerization is considered by the 1A scheme, even requiring a much
smaller value for the binary interaction parameter ki j.

It becomes obvious that the applied association scheme strongly affects the mod-
eling results. Despite its simplicity, for carboxylic acids the 1A scheme leads to a
reasonable description of mixture phase behavior containing compounds with dif-
ferent functionalities.
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Fig. 14 Vapor–liquid equilibrium of the mixture acetic acid/ethyl acetate mixture at p = 0.986bar.
Dashed lines: correlations via PC-SAFT using the 2B-association scheme. Solid lines: PC-SAFT
correlations using the 1A-association scheme. Experimental data are taken from Kato [65]
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4 Modeling of Solid–Liquid Equilibria

PC-SAFT can also be applied to describe the solubility of solid solutes. This knowl-
edge is particularly crucial for the study of crystallization, which is an important
purification technique for many pharmaceutical and biological compounds.

Assuming pure solid phases, and neglecting the influence of the heat-capacity
differences in the solid and liquid state, the solubility of a compound i at atmospheric
pressure can be calculated as:

xL
i =

φL
0i

φL
i

· exp

[
−∆hSL

0i

RT

(
1− T

T SL
0i

)]
. (8)

Here, xL
i represents the mole fraction of substance i in the liquid (L) phase. ∆hSL

0i
and TSL

0i are the enthalpy of melting and temperature of melting of pure substance i,
respectively. They can be measured independently, e.g., using differential scanning
calorimetry (DSC). In the case of compounds that decompose during melting (e.g.,
amino acids), the two pure-component properties can be treated as adjustable para-
meters [66]. The PC-SAFT model can be used to calculate the fugacity coefficients
of substance i in the mixture (ϕL

i ) and as pure component (ϕL
0i). The ratio of the fu-

gacity coefficient in the mixture to the fugacity coefficient of pure component gives
the activity coefficient γL

i .
To estimate the pure-component PC-SAFT parameters for solid solute com-

pounds, binary solubility data in one solvent can be used since usually neither liquid-
density nor vapor-pressure data of the pure solute are available.

The applicability of the PC-SAFT model to calculate and estimate organic-solute
solubility is demonstrated here for the drug substance paracetamol which is com-
monly used for the relief of fever, headaches, and other minor aches and pains.
There exist extensive sets of experimental solubility data for paracetamol in pure
solvents and in solvent mixtures. The experimentally measured melting temperature
of 441.2 K and the melting enthalpy of 26 kJ/mol from Manzo and Ahumada [67]
were used for the solubility calculations. The original PC-SAFT model with as-
sociation term was applied to calculate the solubility of paracetamol in different
solvents and solvent mixtures. Paracetamol is modeled as an associating compound
with two different types of association sites (A and B), each of them having two
sites. Both types were assumed to be of equal strength. Hence, five pure-component
parameters had to be determined for paracetamol: segment number, segment diam-
eter, dispersion energy, association energy, and association volume. These parame-
ters for paracetamol, as well as the binary parameter ki j of paracetamol/water, were
identified from its experimental solubility data in water from [68].

Using these parameters and the binary parameter ki j for each paracetamol/solvent
system, solubilities in other solvents such as acetone, ethanol, and toluene can also
be modeled. The correlation results and the comparison to experimental data are
shown in Fig. 15. The results reveal the ability of the PC-SAFT model to provide
a description of the solubility of a complex molecule like paracetamol in different
solvents that is remarkably consistent with the experiments.
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Fig. 15 Solubility of paracetamol in different pure solvents. Symbols are experimental data from
[68]. Solid lines represent correlation results of PC-SAFT
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Fig. 16 Solubility of paracetamol in water/acetone mixtures of different compositions at 25◦C.
Symbols are experimental data from [69] and the solid line represents the model prediction with
PC-SAFT

Based on the modeling of the solubility in pure solvents and the determined bi-
nary parameters, the solubility in mixed solvents can be predicted. Figure 16 shows
the prediction results for the paracetamol solubility in a solution of water and ace-
tone at 25◦C as an example for a mixture of one polar and one hydrophilic solvent.
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The experimental data exhibit a non-linear and non-monotonic solubility behav-
ior. Starting from the binary system paracetamol/acetone (solubility about 100 mg
paracetamol/g acetone) the solubility increases extremely as a small amount of wa-
ter is added (up to 450 mg paracetamol/g mixed solvent at a water weight fraction
of 0.3 in the solvent mixture). This happens although paracetamol is much less sol-
uble in pure water (about 15 mg/g water) than in acetone. PC-SAFT predicts this
behavior without fitting any parameters to the ternary mixture, as shown in Fig. 16.

The non-linear and non-monotonic behavior is also observed for the solubility
of adipic acid in solvent mixtures of 1-propanol and 1,4-dioxane at different tem-
peratures in the range 25–60◦C. 1-propanol is a much worse solvent for adipic acid
than 1,4-dioxane. Nevertheless, adding of 1-propanol to 1,4-dioxane up to a con-
centration of about 25% enhances the adipic-acid solubility, which is also predicted
by PC-SAFT, as depicted in Fig. 17. A further increasing amount of 1-propanol,
however, results in the decline of the adipic acid solubility, which is again also pre-
dicted by PC-SAFT. Given that the adipic acid solubilities in the mixed solvents are
predicted using the parameters identified from solubility data in the pure solvents,
the results for adipic-acid solubility are considered to be very satisfactory.

To account for pH effects on the solubility of, e.g., amino acids in water, a simple
approach can be applied, as proposed by Gupta and Heidemann [70], using the pKa

values of the respective amino acids to calculate the solubility at different pH:

xL
i = xL

i, isoelectric ·
(

1 +
10−pH

Ka1
+

Ka2

10−pH

)
. (9)
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Fig. 17 Solubility of adipic acid in 1-propanol, 1,4-dioxane, and in mixtures of 1-propanol and 1,4-
dioxane. Solid lines are modeling results using PC-SAFT. Dashed lines are PC-SAFT predictions



94 M. Kleiner et al.

Fig. 18 Solubility of DL-methionine in aqueous solutions as a function of pH values. Symbols
represent experimental data from [66], and lines represent PC-SAFT calculation results

The solubility at the isoelectric point xi
L, isoelectric at different temperatures can be

calculated using PC-SAFT according to Eq. 8. In Fig. 18 the experimental data and
calculation results for the solubility of the amino acid DL-methionine at three dif-
ferent temperatures and altered pH values are presented [66]. Using the pKa values
of DL-methionine, the calculation results of the solubility in HCl/NaOH solutions
show good agreement in the isoelectrical band and also in basic and acidic environ-
ments.

Considering solid–liquid equilibria, melting systems can show solid complexes,
which are formed due to strong hydrogen-bonding interactions between the
participating species. Such complexes are often referred to as intermolecular com-
pounds, adducts (or addition compounds), hydrates (in aqueous systems), or solvates
(in non-aqueous systems). These complexes usually exist only in the solid phase. To
describe the solubility of such hydrates and solvates, the complex formation can
be treated like a chemical reaction between the liquid species (e.g., A and B) and
described by the corresponding equilibrium constants [71]:

|νA|A(L) + |νB|B(L)⇔ A|νA|B|νB|
(S). (10)

Assuming again a pure solid complex, the equilibrium constant for the reaction
in Eq. 10 can be expressed as a function of liquid concentrations and activity coef-
ficients according to:

Ka = ∏
i

aνi
i = (xAγA)νA(xBγB)νB . (11)

Here, the activity coefficient of component A and B, respectively, can again be
calculated as the ratio of the fugacity coefficient of the component in the mixture and
the fugacity coefficient of the pure component, both of which are again calculated
with PC-SAFT.
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The equilibrium constant Ka is determined using the pseudo-melting properties
of the solid complex as described in [71]. To calculate the solubility of the solid
complex, Eq. 11 has to be solved iteratively.

Figure 19 illustrates the power of this approach to describing solid–liquid equi-
libria with solid-complex formation for the example methanol–water. In addition to
the crystallization of pure methanol and of pure water, this system forms a 1:1 com-
plex [methanol monohydrate CH3OH ·H2O(s)]. The various phase regions are indi-
cated in the phase diagram. The calculated lines characterize the phase boundaries of
solid–liquid and solid–solid equilibrium. The type of solid (either pure component
or complex) is also identified. As can be seen, using the same set of parameters to
calculate the solubility of the two pure components methanol and water, the crystal-
lization curve of the monohydrate could also be modeled in a very good agreement
with experimental data.

The excellent match with experiments is also confirmed for the ternary system
bisphenol A (BPA)/phenol/water, as depicted in Fig. 20 for a water concentration of
30 mol%. In this system, BPA and phenol form a solid 1:1 complex. The symbols
represent the literature data from Kwok et al. [74] and the lines are calculation re-
sults using PC-SAFT for the solubilities of pure BPA, pure phenol, and BPA/phenol
complex. Again, PC-SAFT is able to describe the solubility of pure solids and of
solid complex in a very good agreement with the experimental data.
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SAFT (lines)

5 Polymer Systems

Due to the large differences in molecular size of polymers and solvents, and due to
the molar-mass distribution of a polymer, modeling of polymer systems is always
challenging. The PC-SAFT model is based on the hard-chain reference system and
thus explicitly considers the attractive interactions of chain molecules instead of
those of the unbonded segments. Therefore, PC-SAFT is particularly suitable for
describing polymer systems [19, 61, 75–84].

Compared to low molecular weight substances, the determination of pure-com-
ponent parameters for polymers is more difficult because polymer vapor-pressure
data are not accessible. A methodology for the identification of pure-component
parameters for polymers is the simultaneous fitting of liquid densities and phase-
equilibrium data of one binary system [19, 76]. It has been shown in many appli-
cations that the so-determined pure-component parameters are suitable for different
mixtures and can thus be regarded as characteristic for a specific polymer. For ex-
ample, the pure-component parameters for low-density polyethylene (LDPE) were
determined by fitting the liquid densities of LDPE and the experimental binary data
of LDPE/ethene. The same pure-component parameters of LDPE were then subse-
quently used to model the cloud points of 5 wt.% LDPE in different solvents (ethane,
propane, propene, 1-butene, and n-butane) using one ki j for each respective binary
system [85]. The correlation results and the comparison to the experimental data
from [86] are depicted in a pressure–temperature diagram in Fig. 21, which shows
on the one hand the good agreement between the modeling results and experimen-
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tal data and proves on the other hand the applicability of the described method for
determination of the pure-component parameters of polymers.

Furthermore, the influence of molecular weight on phase behavior can be taken
into account when applying PC-SAFT. By only varying the segment number pro-
portional to the molecular weight, the solubility of various polyethylene samples in
ethene can be predicted by PC-SAFT, as presented in Fig. 22 for four molecular
weights ranging from 19 to 129 kg/mol.

The phase behavior of copolymers is influenced by the nature of the different
monomers as well as by the monomer composition within the copolymer backbone.
An extension of the PC-SAFT equation of state to heterosegment molecules also
allows the composition of the different monomers in the copolymer chain to be ac-
counted for and, to a certain extent, the arrangement of the monomers also [85].
The underlying molecular model of a copolymer consisting of α-segments and β-
segments is shown in Fig. 23. The modeling of a copolymer–solvent mixture re-
quires the appropriate pure-component parameters of the respective homopolymer
segments and of the solvent. The binary parameters of the homopolymer–solvent
systems (kα−S, kβ−S) can be determined from fitting the phase equilibrium data
of the respective homopolymers/solvent systems. To describe the copolymer sys-
tem, if necessary, one additional binary interaction parameter can be fitted to binary
copolymer data, which accounts for the dispersive interactions between the unlike
homopolymer segments (kα−β) in the copolymer solution.
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Fig. 22 Experimental cloud-point data (symbols) of polyethylene samples with different molecular
weights [87] compared to the prediction results using PC-SAFT (lines)

Fig. 23 Molecular model for a copolymer of type poly(α-co-β), composed of segments α and β in
interaction with a solvent S. There exist three types of interactions α-β, α-S, as well as β-S, which
are described by three binary interaction parameters

Applications of the PC-SAFT equation of state to polyolefin copolymers [85],
branched polyolefins [80], copolymers and terpolymers of ethylene, and carboxylic
acid esters [76, 78, 88] revealed the strength of this methodology.

This is illustrated in Fig. 24 for the solubility of poly(ethylene-co-ethyl acrylate)
[poly(E-co-EA)] in ethene, which compares experimental cloud-point-pressure data
to modeling results of PC-SAFT. Starting from the homopolymer polyethylene, an
increasing ethyl-acrylate content in the copolymer backbone first leads to an in-
creasing solubility of the poly(E-co-EA) copolymers and thus to lower cloud-point
pressures. After passing through a minimum at an EA content of about 30 mol% in
the polymer backbone, the solubility again decreases with rising EA content.
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The remarkably good agreement of experimental data and the PC-SAFT cal-
culations for the different copolymer/solvent mixtures is obtained using only the
information of homopolymer systems as well as one additional binary interaction
parameter kαβ. However, even without fitting the binary parameter kαβ, PC-SAFT
did qualitatively predict the non-monotonic solubility behavior. None of the parame-
ters is dependent on temperature or copolymer composition. Thus, PC-SAFT allows
for the estimation and, to a certain extent, even predicts the cloud-point behavior
of copolymer systems for a wide range of pressures, temperatures, and copolymer
compositions.

The parameter identification for copolymer systems might be challenging if ex-
perimental data for the respective homopolymers is scarce or not available. This
is the case, e.g., for methacrylic acid copolymers where no experimental phase-
equilibrium data for the homopolymer poly(methacrylic acid) [poly(MAA)] in
any solvent is available. Poly(ethylene-co-methacrylic acid) [poly(E-co-MAA)] is
an example of a copolymer that consists of one non-polar-monomer group (eth-
ylene) and one associating monomer group (methacrylic acid). The methacrylic
acid (MAA) content in the copolymers in Fig. 25 varies from 1% to 10.3 mol%
and the copolymer molecular weights Mw range from 32 to 63 kg/mol, with a
polydispersity index of about 3.3. To characterize the homopolymer poly(MAA),
five pure-component parameters are required. These parameters can be
determined from fitting the cloud-point data of one copolymer/solvent system,
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e.g., poly(E95.2−co-MAA4.8)/ethene. Moreover, the polydispersity of the polymers
has also a profound effect on the phase behavior. To account for that, the poly-
disperse poly(E-co-MMA) copolymers were characterized by two representative
pseudo-components [61]. Using that approach, the solubility of a whole series of
these copolymers having different comonomer compositions and molecular weights
could be predicted in very satisfactory agreement with the experimental cloud-point
pressures. This demonstrates that reasonable model parameters can be obtained for
complex polymeric systems, even if experimental data for the homopolymers is
scare or not available.

When the parameters of the homopolymers as well as the required binary pa-
rameters are known, even more complex polymers (e.g., terpolymers) can be mod-
eled. Figure 26 shows the cloud-point pressure curves for terpolymers that consist of
monomers that have very different functionalities: the non-polar ethylene, the polar
butyl methacrylate (BMA), and the associating monomer methacrylic acid, poly(E-
co-BMA-co-MAA). The solvent is again ethene. The lines represent pure predic-
tions of the phase behavior using the PC-SAFT parameters obtained for the binary
homopolymer/ethene systems and the respective copolymer/ethene systems without
any additional parameter fitting or readjustment. It can be seen that the experimen-
tally observed effects of the terpolymer composition on solubility are well predicted
by the PC-SAFT model.

Finally, the influence of cosolvents can also be predicted by PC-SAFT. Figure 27
illustrates a typical example of a mixture that consists of the copolymer
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Fig. 26 Cloud-point pressure curves for the copolymers poly(E-co-BMA) and poly(E-co-MAA),
as well as for the terpolymers poly(E-co-BMA-co-MAA) in ethene. Comparison of experimental
data from [61, 78, 90] and predictions obtained by PC-SAFT
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Fig. 27 Influence of acrylic acid (AA) on the cloud-point pressures of poly(ethylene-co-acrylic
acid) in ethene. Ethylene content in the copolymer backbone is 98.9%. wAA denotes the acrylic-
acid weight fraction in the polymer-free system. Experimental data from Wind [91] (symbols) are
compared with predictions via PC-SAFT (solid lines)



102 M. Kleiner et al.

poly(ethene-co-acrylic acid) (EAA), ethene and different concentrations of the co-
solvent acrylic acid (AA). Although all model parameters were previously deter-
mined from pure-component and binary data, the influence of the cosolvent is ade-
quately predicted by PC-SAFT. Again, all parameters used are independent of tem-
perature and concentration. The very good agreement of the experimental data and
the predictions demonstrate that the PC-SAFT model is also capable of almost quan-
titatively predicting the influence of a cosolvent/comonomer on polymer solubility.

6 Summary

State-of-the-art thermodynamic models have a sound physical basis. As shown for
the PC-SAFT equation of state they can be successfully applied to a whole variety
of substances ranging from small gas molecules up to organic solvents and poly-
meric systems. Recent developments and modifications further extended the phys-
ical basis by explicitly accounting for complex intermolecular interactions such as
association, polar interactions, and induced interactions that only occur in mixtures
but not in the pure components. These achievements ensured a remarkably improved
ability of the models to correlate and even to predict thermodynamic properties of
very asymmetric and complex mixtures over a wide range of component properties
and system conditions.
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Appendix

This section provides a summary of the equation of state contributions to the residual
Helmholtz energy according to PC-SAFT (Eq. 3).

Hard-Chain Reference Contribution

The Helmholtz energy of the hard-chain reference term is given as:

Ahc

NkT
= m̄ · Ahs

NskT
−∑

i
xi(mi−1) · lnghs

ii (dii), (12)

where xi is the mole fraction of chains of component i, mi is the number of segments
in a chain and the mean segment number in the mixture is defined as:

m̄ = ∑
i

ximi. (13)

The Helmholtz energy for the hard-sphere segments Ahs/NkT in Equ. 12 is given on
a per-segment basis as:

Ahs

NskT
=

1
ζ0

[
3ζ1ζ2

(1− ζ3)
+

ζ 3
2

ζ3(1− ζ3)2 +
(

ζ 3
2

ζ 2
3

− ζ0

)
· ln(1− ζ3)

]
, (14)
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where Ns is related to the number of hard-spheres, the radial pair distribution
function for the hard-sphere fluid is given by:

ghs
i j (di j) =

1
(1− ζ3)

+
(

did j

di + d j

)
3ζ2

(1− ζ3)2 +
(

did j

di + d j

)2 2ζ 2
2

(1− ζ3)3 , (15)

and ζn is defined as:

ζn =
π
6
·ρ ∑

i

ximid
n
i n = {0,1,2,3}. (16)

The temperature-dependent segment diameter is obtained as:

di = σi

(
1−0.12 · exp

(
−3 · εi

kT

))
, (17)

where σi is the temperature-independent segment diameter and εi/k is the depth of
the pair-potential.

Dispersion Contribution

The dispersion contribution to the Helmholtz energy is given by:

Adisp

NkT
=−2πρ · I1(η ,m̄) ·∑

i
∑

j

xix jmim j

( εi j

kT

)
σ3

i j

−πρ · m̄ ·C1 · I2(η ,m̄) ·∑
i

∑
j

xix jmim j

( εi j

kT

)2
σ3

i j

(18)

with

C1 =
(

1 + Zhc + ρ
∂Zhc

∂ρ

)−1

=
(

1 + m̄
8η−2η2

(1−η)4 +(1− m̄)
20η−27η2 + 12η3−2η4

[(1−η)(2−η)]2

)−1

. (19)

The power series I1 and I2 depend only on density and segment number accord-
ing to:

I1(η ,m̄) =
6

∑
i=0

ai(m̄) ·η i, (20)

I2(η ,m̄) =
6

∑
i=0

bi(m̄) ·η i, (21)

where the coefficients ai(m) and bi(m) are functions of the segment number:
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ai(m̄) = a0i +
m̄−1

m̄
a1i +

m̄−1
m̄

m̄−2
m̄

a2i, (22)

bi(m̄) = b0i +
m̄−1

m̄
b1i +

m̄−1
m̄

m̄−2
m̄

b2i. (23)

The universal model constants in Eqs. 22 and 23 are given in the work of Gross and
Sadowski [18].

Association Contribution

The association contribution to the Helmholtz energy is given as:

Aassoc

NkT
= ∑

i
xi

nsite

∑
Ai=1

(
ln XAi − XAi

2
+

1
2

)
. (24)

It is important to note that the summation runs over all association sites of the
molecule i where XAi is the fraction of the free molecules i that are not bonded at
the association site A:

XAi =

(
1 + ρ ·∑

j
x j

nsites

∑
B j

XB j ·∆ AiB j

)−1

(25)

with

∆ AjBj = ghs
i j (di j) ·κAiBj ·σ3

ij

(
exp

(
εAiBj

kT

)
−1

)
,

(26)

where ghs
ij (dij) is the pair distribution function of hard spheres given in Eq. 15.

Dipolar Contribution

The Helmholtz energy contribution from dipolar interactions of induced dipoles is
given as:

Adipole

NkT
=

A′dipole

NkT
+

1
2

kT ∑
i

xi αi

(
1
xi

∂
∂ µeff

i

(
A′dipole

NkT

))2

ρ ,T

, (27)

where αi is the molecular polarizability and the term A′dipole/NkT is defined as:

A′dipole

NkT
=

(
A′2

NkT

[
1− A′3

A′2

]−1
)

. (28)

The first-order and second-order perturbation terms in Eq. 28 are given as:
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A′2
NkT

=−π
ρ

(kT )2 ∑
i

∑
j

xixj

(
zA

i zA
j − zB

i zB
j

)

σ3
ij

nµ,i

mi

nµ, j

m j
JDD

2,i j , (29)

A′3
NkT

=−4
3

π2 ρ2

(kT )3 ∑
i

∑
j
∑
k

xix jxk

(
zA

i zA
j zA

k − zB
i zB

j zB
k

)

σi jσikσ jk

nµ,i

mi

nµ, j

m j

nµ,k

mk
JDD

3,i jk , (30)

where nµ,i is the number of dipolar segments in the molecule and zA
i and zB

i are
defined as:

zA
i = (µeff

i )2 + 3kT αi, (31)

zB
i = 3kT αi. (32)

In Eqs. 29 and 30, the expressions JDD
2,i j and JDD

3,i jk are given by simple power
functions of the dimensionless density η as:

JDD
2,i j =

4

∑
n=0

(
an,i j + bn,i j

εi j

kT

)
ηn, (33)

JDD
3,i jk =

4

∑
n=0

cn,i jkηn (34)

with the coefficients:

an,i j = a0n +
(mim j)1/2−1

(mim j)1/2
a1n +

(mim j)1/2−1

(mim j)1/2
· (mim j)1/2−2

(mim j)1/2
a2n, (35)

bn,i j = b0n +
(mim j)1/2−1

(mim j)1/2
b1n +

(mim j)1/2−1

(mim j)1/2
· (mim j)1/2−2

(mim j)1/2
b2n, (36)

cn,i jk = c0n +
(mim jmk)1/3−1

(mim jmk)1/3
c1n +

(mim jmk)1/3−1

(mim jmk)1/3
· (mim jmk)1/3−2

(mim jmk)1/3
c2n. (37)

The universal model constants in Eqs. 35–37 are given in the work of Gross and
Vrabec [33].

The effective dipole moments µeff
i is obtained by the implicit equation:

µeff
i = µi− kTαi

(
1
xi

∂
∂ µeff

i

(
A′dipole

NkT

))
ρ ,T

, (38)

which has to be solved iteratively using Eq. 28.
If the molecular polarizability αi is set to zero, the second term in Eq. 38 vanishes

and the permanent dipole moment is used instead of the induced dipole moment. The
second term in Eq. 27 also vanishes and thus, the dipolar term of Gross and Vrabec
[33] is recovered, neglecting any effects due to the polarizability of the induced
dipoles.
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Density

The density at a given system pressure Psys must be determined iteratively by ad-
justing the reduced density η until Pcalc = Psys. The number density of molecules ρ
is calculated from η through:

ρ =
6
π

η ·
(

∑
i

ximid
3
i

)−1

. (39)

Pressure

Equations for the compressibility factor will be derived using the thermodynamic
relation:

Z = 1 + ρ
(

∂ (Ares/nRT)
∂ρ

)
T,ni

, (40)

where to ni the number of moles of component i and and nRT = NkT .
The pressure can be calculated in units of Pa = N/m2 by applying the relation:

P = Z · kTρ ·
(

1010 Å
m

)3

. (41)

Fugacity Coefficient

The fugacity coefficient ϕk(T,P) is related to the residual chemical potential ac-
cording to:

RT lnφi =
(

∂Ares

∂ni

)
T,V,nk �=i

−RT lnZ. (42)


