Monitoring and Diagnhosing
Oracle RAC Performance

with Oracle Enterprise
Manager

Kai Yu, Orlando Gallegos
Dell Oracle Solutions Engineering




About Author

e Kai Yu
Senior System Engineer, Dell Oracle Solutions Engineering Lab
15 years Oracle DBA and Solutions Engineering
Specialized in Oracle RAC, Oracle EBS and OVM
Oracle Technology articles author and frequent presenter
|IOUG Oracle RAC SIG President (2009-2010)
|IOUG Collaborate 10//11 Boot Camps Owner

e Orlando Gallegos

Dell Oracle Solutions Engineering Lab
5 years Oracle DBA and Solutions Engineering
Specialized in system, networking and storage migrations

2 Global Marketing



Agenda

Performance Management: Challenges and Solutions
Database Performance Monitoring and Diagnosis Tools

RAC Database Monitoring and Diagnosis with Enterprise
Manager

Examples of RAC Performance Monitoring & Diagnosis

QA

Global Marketing



Performance Management: Challenges
and Solutions

« Performance Management Challenges
Complexity of Applications and the Workloads
Complexity of RAC Architecture
Servers, OS, network, storage, Oracle RAC/Database

High Requirements and Expectations of Database Performance
Performance Management for 24 x 7 Operation

Catch the performance problem in real time

Diagnose the performance problem afterwards

Manage a large number of production databases

« Performance Management : from ART to Engineering
Common Performance Problems Symptoms
Slow response time
Low database throughput bottlenecks
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Performance Management: Challenges
and Solutions

Performance Management Work Flow
Non-stop monitoring and statistics collecting
|dentifying the bottlenecks and issue alerts
Diagnosing the root cause of the bottlenecks
Coming up the tuning recommendations
Combine proactive and reactive approaches

Performance Monitoring and Statistics Collecting
Real time monitoring
Historical performance playback
Automatic monitoring and performance alerts
Performance Statistics Gathering
system, sessions, SQL execution, Wait events, DB time
Store the statistics for performance analysis and diagnosis
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RAC Performance Management: Challenges
and Methods

Diagnosis of Performance Issues
Analyze the collected statistics
Identify the root cause of performance issues
Recommend the correction method and quantify the benefits
Notification of diagnosis results through automatic alerts
Automatic performance diagnosis: Proactive approach
Manual performance diagnosis: Reactive approach

* Performance Management Tools
Oracle Database Enterprise Edition

Generate cumulative performance data in dynamic views
Various Performance features

Oracle Diagnostics Pack
Built into the core database engine and Enterprise Manager
A complete database performance management solution

Cluster aware: specific features designed for RAC
Including AWR, ADDM and ASH
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RAC Performance Management Tools

Oracle Database Tuning pack
SQL Tuning advisor, SQL access Advisor
Automatic Workload Repository(AWR)
AWR collects database statistics thought AWR snapshots
AWR reports and AWR compare Period report
Foundation of all self tuning and management
RAC Aware: Instance and Database level

Active Session History
ASH samples the state of all active session every second
Help diagnose the short lived performance problem

Automatic Database Diagnostic Monitor (ADDM)
Examine and analyze statistics data captured by AWR
Diagnosis through ADDM findings

Root cause analysis, Correction recommendations
Impact and benefits analysis
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RAC Performance Management Tools

Automatics ADDM run vs Manual ADDM run
ADDM for RAC: cluster-wide performance analysis
ISsue on the entire cluster and instance level
global resources such as global cache, interconnect traffic

Enterprise Manager

Primary tool for DBAs to manage the RAC databases
Provide a display console of database performance statistics
Provide a central console for RAC performance management
Graphical User interface for other tuning tools:

Run AWR, ASH and ADDM, SQL tuning

Display the results from AWR, ASH, ADDM,SQL tuning
Preferred method for RAC database monitoring and diagnosis
Enterprise Manager Grid Control vs Database Control

Rest of presentation examines how to manage performance
using Enterprise Manager
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Video Demo: RAC Performance Monitoring
and Diagnosis with Enterprise Manager

* Length of Video: 15 minutes
« Contents: 11g R2 RAC Database Performance Monitoring and
Diagnosis using Oracle Enterprise Manager Grid Control 11g
— Multiple Levels of RAC Performance Monitoring
= Cluster Database, Database Instance, Cluster
= Real time monitoring
= Historical Performance Playback
— Collecting Performance Statistics
= AWR
= ASH
— Diagnosis of Performance Problem:
= Proactive Diagnosis by ADDM
= Manually Run ADDM for Reactive Diagnhosis
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Examples of RAC Performance Monitoring &
Diagnosis

» Goal : Use Enterprise Manager Determine bottlenecks occurring on the cluster
and implement changes to improve performance

« Test Environment configuration
— Server: Two Dell PE R815 server
— Storage: Dell | EMC CX4-120 Two Interconnect Switches
Two Fiber Channel Switches

.................................

: Shared storage connection
— 1 Private interconnect
: Public network connection

ST LA,

Shared Storage
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Examples of RAC Performance Monitoring &

Diagnosis
Oracle RAC Database: Two Node 11g R2 RAC database
Enterprise Manager 11g R1 for performance monitoring
Examplel
Workload: PL/SQL batch jobs concurrently run on both nodes.
. Loop for 200000 times:
select rows of customer table(most copy in other node)
update rows to establish the master copy in local node
Insert into customer table using sequence value
end loop
workload.sh: executes update.sql on two instances at same time

Goal
Monitor real time performance and diagnose performance issue using
historical data
Show how to use ADDM and AWR to tune the RAC Database.
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Examples of RAC Performance Monitoring & Diagnosis

* First Run: Real Time Performance:
Batch time: 64 minutes, average throughputs: 137 per sec

3 Cluster Database: racdb.us.dell.com

Home | Performance { Availability Server Schema Data Movement Software and Support Topology

Click on an area of a graph or legend to get more detail,

Cluster Host Load Average {Current Up Instances: 2/2)

s5es
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hverage Active Sessions (8) Foreground Only - () Foreground + Background
24 CPU Cores
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B Average Current Bl
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Cluster

Quaueging
B Network

B Administrative
B tonfiguration
B tommit
B Application
B Concurrency
B SystemI/0
B Userl/0
Scheduler
CPU Wait
Bt

Database Throughput By Instance: Transactions

Throughput Category|Transactions ¥

@ Summary Chart  Tile Chart

Click on an area of the summary chart or an instance name in the chart legend to view additional throughput

instance,
Summary Chart

View DatalReal Tirr
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ADDM 'findings:

ADDM Performance Analysis

Average . Aug 28, Aug 28,
0‘12:'; SYS  Actve 116 e %t:q: 2010 End Time 2010
Sessions 7:00:26 PM 7:45:07
Affected Occurrences (2
Impact (%)° Finding Instances period)
] 62.6Top SQL Statements 20f2 Jof 14
] 47.55equence Usage 20f 2 20f 14
] 41,6 Unusual "Concurrency” Wait 20f 2 20f 14
Event

I 27.7Global Cache Messaging 20f2 20f 14
I 25 Buffer Busy - Hot Objects 20f2 20f 14
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Examples of RAC Performance Monitoring & Diagnosis

» First Run: Real Time Performance:
Batch time: 64 minutes, average throughputs: 137 per sec

B Cluster Database: racdb.us.dell.com
Home Performance { Availability Server Schema Data Movement Software and Support Topology

Click on an area of a graph or legend to get more detail. (Settinds ) View DataIReaI Time: 15 Secon

Cluster Host Load Average {Current Up Instances: 272)

Average CPU Cares [ 12 ]
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Examples of RAC Performance Monitoring & Diagnosis

» First Run: Real Time Performance:
Batch time: 64 minutes, average throughputs: 137 per sec

Database Throughput By Instance: Transactions
Throughput categorleransactions j View DataIReaI Tirr
& Summary Chart — Tile Chart

Click on an area of the summary chart or an instance name in the chart legend to view additional throughput

instance.
Summary Chart

00
e
u]

Q&1 33FM D& 4P Q&3P D& S4PM DE:S3IPM 07 :04FPM OF 03P M OF:14PM O7:13PM Q7 Z4PM Q7 Z23PM 07 34PM

ADDM findings:

Per Second

ADDM Performance Analysis
Task Mame ADDM:721351302_1264
Average . Aug 28, Aug 28,
O‘Iﬁzﬁ SYS Active 11.6 Period 'IS':::-E 2010 End Time 2010
Sessions F:00:26 PM 7:A45:07
Affected Occurrences {
Impact { %) Finding Instances period’)
| 62.6 Top SOQL Statements 2of 2 3 of 14
] 47.5 Sequence Usage 2 of 2 2 of 14
I 41.6 Unusual "Concurrency” YWait 2 of 2 2 of 14
Event
[ ] 27.7Global Cache Messaging 2 of 2 2 of 14
I 25 Buffer Busy - Hot Objects 2of 2 2of 14
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Examples of RAC Performance Monitoring & Diagnosis

ADDM Tuning Recommendations:

TOP SQL

Use a large cache
for the hot sequence

Performance Finding Details: Top SQL Statements
SQL statements consuming significant database time were found. These statements offer a
good opportunity for performance improvement. (finding Histary )
Impact (Active Sessions) 7.29
Percentage of Finding's
Impact (%) 62.6
Period Start Time Aug 28, 2010 7:00:26 PM
End Time Aug 28, 2010 7:45:07 PM
Filtered No (Fiters )
Recommendations
Schedule 5OL Tuning Adwisar
Select All | Select None | Show All Details | Hide All Details
Select Details Category |Benefit {%o)
I~ ¥Hide SQL Tuning ] 47.7
Action Investigate the INSERT statement with SQL_ID "Suumxkvzugsx7" for possible performance improvements.
You can supplement the information given here with an ASH report for this SQL_ID.
SQL Text INSERT INTO CUSTOMER VALUES(ID.MEXTVAL, 'AS', 'SO7
SQL ID 3uumxkvzugsx7

The SQL spent only 13% of its database time on CPU, IfO and Cluster waits. Therefore, the SQL Tuning
Rationale Advisor is not applicable in this case. Look at performance data for the SQL to find potential
improvements.

Database time for this SQL was divided as follows: 100%% for SQL execution, 0% for parsing, 0% for
PL/SQL execution and 0% for Java executicn.

Finding

Rationale

Performance Finding Details: Sequence Usage

Finding Sequence cache misses were consuming significant database t
Impact (Active Sessions) 5.53
Percentage of Finding's Impact (%) NN 47.5
Period Start Time Aug 28, 2010 7:00:26 PM
End Time Aug 28, 2010 7:45:07 PM
Filtered No (Fiters)

Recommendations

Show All Details | Hide All Details

Details Category |Benefit {
VHide Application Analysis ]

Acti Investigate application or look at top SQL to find hot sequences. Use a larger cache siz¢
sequences. Try avoiding the use of the ORDER setting if running RAC.
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Examples of RAC Performance Monitoring & Diagnosis

ADDM Recommendations

Investigate
“row cache lock” wait

VHide
Action

Action

Performance Finding Details: Unusual "Concurrency” Wait Event

Wait event “row cache lock™ in wait class "Concurrency” was consuming significant

Finding database time. (Finding Hisiory

Impact (Active Sessions) 4.84
Percentage of Finding's

Impact (%) 416
Period Start Time Aug 28, 2010 7:00:26 PM
End Time Aug 28, 2010 7:45:07 PM
Filtered Mo (Fiters)

Recommendations
Show All Details | Hide All Details
Details Category

|Benefit (%)

L] 416
Investigate the cause for high "row cache lock™ waits. Refer to Oracle's "Database Reference"” for the
description of this wait event.

Lock at the "Top SQL Statements” finding for SQL statements consuming significant time on the "row cache
lock™ wait event. For example, the INSERT statement with SQL_ID "3uumxkvzugsx?" is responsible for
99% of these waits.

Application Analysis

Use a higher value for
Pctfree Of customer table

Impact (Active Sessions) 2.91
tercentage of Finding's Impact

Recommendations
Show All Details | Hide All Details
Details Category

erformance Finding Details: Buffer Busy - Hot Objects

Read and write contention on database blocks was consuming significant datah

Fmdmg time. (_Finding History

(%) 25
Period Start Time Aug 28, 2010 7:00:26 PM
End Time Aug 28, 2010 7:45:07 PM
Filtered Mo (fiters )

|Benefit {%)

VHide Schema
Consider rebuilding the TABLE "QUEST.CUSTOMER" with object ID 90552 using a higher value for
PCTFREE.

Database Object QUEST.CUSTOMER

Action

. 18.3

create sequence id start with 1 increment by 1 nomaxvalue cache 9000;
Rebuild table customer use higher PCTFREE value (20)
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Examples of RAC Performance Monitoring & Diagnosis

» Second Run: Real Time Performance:
average throughputs: 300 per sec

Batch time: 28 minutes,

Up Instances: 2/2)

F’M

11:16RM

il 10:56RH 11:01PM 11:06RM 11:11pM 11:21PM 11:260M 11:31PM 11:360M

W

11:16PM

N A

M 10:56PM 11:01PM 11:06PM 1L:11PM 1L:21fM 11:26PM 11310 11:36RM

und Only () Foreground + Background

10:56PM 11:01PM 11:06PM 11:11PM 11:16PM 11:21PM 11:26PM 11:31PM 11:36PM

2

N Maximum
Average

B Hinimum

N Average (ume

Average CR Bl

N Other
Cluster
Queueing

N Network

B Administrative

B Configuration

B Commit

B Application

B Concurrency

B SystemI/0

B UserI/0
Scheduler
CPU Wait

B oy

Database Throughput By Instance: Transactions

Throughput Category|Transactions C

View Data|Real Time: 1
& Summary Chart ¢ Tile Chart

Click on an area of the summary chart or an instance name in the chart legend to view additional throughput category details for the ins

Summary Chart
&00
} 400
200
o __
ANNDMN findinne:
ADDM Performance Analysis
Task Name ADDM:721351302_1269
herage e g 28,2010 |
Task Owner SYS A9t|ve 105  Period Start Time 11:04:36 PM End Time
Sessions
Impact (%) " |Finding |Affected Instances |0ccurrences (2
[ 468  Glohal Cache Messaging 202 5of 15
[ 422 Buffer Busy - Hot Objects ~ 20f2 5of 15
[ ] 36 Top SQL Statements 202 5of 15
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Examples of RAC Performance Monitoring & Diagnosis

ADDM Tuning Recommendations:

Performance Finding Details: Top SQL Statements
SQL statements consuming significant database time were found. These statements offer a good opportunity
for performance improvement., (Ffinding History )
Impact (Active Sessions) 3.63
Percentage of Finding's
Impact (%) 34.6
Period Start Time Aug 28, 2010 11:04:36 PM

I O P S L End Time Aug 28, 2010 11:41:46 PM
Filtered No (Fiters )

Recommendations

Finding

Schedule SQL Tuning Advisor 1-50f 6 v|Next 1 ®
Select All | Select None | Show All Details | Hide All Details
Select Details Category |Benefit (%)

7 VHide SQL Tuning | 6.1

Action Run SQL Tuning Advisor on the UPDATE statement with SQL_ID “bqhtqzxt146xf", (Run Advisor Now ) ( Filters )

SQL Text UPDATE CUSTOMER SET STATE = 'CA' WHERE CUSTOMER ID IN (1000+:B1 , 1000+:B1 +2)

SQL ID bghtgzxti46xf
The SQL spent 98%b of its database time on CPU, IfO and Cluster waits. This part of database time may be improved by the
SQL Tuning Advisor.
Rati Database time for this SQL was divided as follows: 100%o for SQL execution, 0% for parsing, 0% for PL/SQL execution and
ionale .

0% for Java execution.

Rationale SQL statement with SQL_ID "bghtqzxt146xf" was exacuted 19999 times and had an average elapsed time of 0.072 seconds.
Top level calls to execute the PL/SQL statement with SQL_ID “3s1rhnbykx066" are responsible for 100%o of the database time
spent on the UPDATE statement with SQL_ID "bqhtqzxt146xf".

Rationale

Rationale

Statistics Finding Summary
Object Name Object Type Schema Problem References

Run SQL adviso| W TABLE QUET  MISSING :
R ecommen d Index Finding Summary

) Table Name Schema References Index Columns
an index CUSTOMER QUEST 5CUSTOMER_ID

create index customer_id on customer(CUSTOMER_ID)
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Examples of RAC Performance Monitoring & Diagnosis

* Third Run: Real Time Performance;
Batch run time: 1 minute,

average throughputs: 8000 per sec

AVCTIYC AT JCTIT o T AL
CRU Cores
U 1 Oth
Clus
20 Que
W ety
16 B A
i 0 tonl
1 N (om
E 1 Ao
g B Con
B Sys
! B Use
Sch
0 i}
USRS SN S SO SN SN LLSOR SO IO OR man
] ]
Throughput ~ 1/0 | Parallel Execution  Services  Instances
Databasa Throughput Rate (%) Per Secand () Per Transaction
P oan B togs
[
Ué i — Transaction
B 11:43fM 1L:20PM 11:25PM 10:30PM 11:35PM 11:40PM 11:45PM 101:50PM 11:55PW 12:004M 12:03AM 12:104M
Bl
] .
Physical Re
P 0 Phy
E 0 I Y f"ﬂ Redo Size (
o

103N 1Li20PM 1L23PM 1L30PM 1L:33PM 11i40PM 11:43PM 1L3ORM 1L:S3PM 12:00AM 12:03AM 12:10AM

Clister: k48 15nrcuster > Cluster Database: racch.us gel.com > L
Database Throughput By Instance: Transactions

Throughput Category| Transactions ¥ View Data|Real Time; 15 Se
@ Summary Chart © Tile Chart
Click on an area of the summary chart or an instance name in the chart legend to view additional throughput catego

the instance.
Summary Chart

5000

} 6000 ‘ 1
3000
o —

11:26PM 1L34PM 11:36PM 11:41PM 11:46PM 10:51PM 1156PM 12:01AM 1Zi08AM  12:11AM 12:16AM 12:21AM

Maximum, Average, Minimum

4000

B Maximum
2000 A Average
0 | W Minimum

1L26PM 11:31PM 1Li36PM 11:41PM 1146PM 1LiGIPM 1L;56PM 1Z:01AM  12:06AM  12:11AM 1Z;16AM  12:21AM

Per Second

The Maximum, Average, Minimurm chart shows the maximunn, average, and minimum values for the throughput category for all active ol
Instances.

Instances Data

Instance Name Current Yalue Average Over Last Hour" Maximum 0
racdbl 3858.4 27.5%

racdb2 4,156.99 160.27
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Examples of RAC Performance Monitoring & Diagnosis

Performance Comparisons of three runs:
Time to complete the test (mins) Throughputs (transactions/second)

1st 2nd [3rd
Instance# [1st Run2nd Run3rd Run Instance# Run Run [Run
1 64 27 1 1 77 156 | 3856
2 65 28 1 1 60 146 | 4156
Summary:

Use EM to monitor and diagnose the RAC database performance
|dentified the root cause of major waiting time and recommended
the tuning solution improve the performance significantly
SQL and database objects tuning can reduce cluster wait time and

CPU time.
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Examples of RAC Performance Monitoring &
Diagnosis

- Examplel2 Data warehouse Work Load
— TPCH test running two streams:
> 1st Test: Use EM to diagnose bottleneck

> 2nd Test: Final results
First Run: Partitioned table

Run ADDM Now

Byerage Active Sessions |2 Foreground Only () Foreground + Background

I oth
1 B er
Cluster
23 Queusing
94 CPU Cores B Network

B Administrative
B Configuration

E 20
16

B Commit
; B Application
E 12
B Concurrency
B B System1/0
4 B Userl/D
Scheduler
0 ] =% = CPU Wait
10:24AM 10:29AM 10:34AM 10:39AM 10:44AM 10:49AM 10:54AM 10:59AM 11:04AM 11:09AM 11:14AM 11:194M 5 v

Top Activi
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Examples of RAC Performance Monitoring & Diagnosis

+ Data warehouse performance analysis

I/ Breskdown |*) IFO Funckion ) i Type ) Coensumier Group

170 Megabytes per Second by 170 Function

I Others
200 XDE
160 B Steams A
B Data Pump
;§ 120 B Recovery
i R AN
ﬁ an B ARCH
H LGWR
a0 B DBWR
Direct Writes
0 B Direct Reads
04 45PM O4:51PM 04:55PM 05:01PM 05:0&6PM 05:11PM 05:16PM O5:21PM 05:26PM 05:31PM 05: 36PM 05:41PM B Buffer Cache Reads
170 Requests per Second by I/0 Function
900 I Others
800 HDE
700 B Sstbeams AQ
600 B Data Pump
,ﬁ oo Hl Recovery
- e
g 300 & i
200 B DBRWR
100 Direct Writes
0 B Direct Reads
04 46PM O4:51PM 04:56PM 0S:01PM 05 0spPM 05:11PM OS5 1epPM 05 21PmM 05 2ePM 05:21PM 05 2ePM O 41pm B Buffer Cache Reads

Additional Monitoring Links

Global Marketing



Examples of RAC Performance Monitoring & Diagnosis
SQL monitoring and evaluation

ORACLE Enterprise Manager 11g
Datahase Control

Cluster Database: owi kaiorid.dblab.com =
Monitored QL Executions

Activeinlast | 1 hour ¥
Status . Duration Instance I
Bl =
:‘::. . 2.2m
Q l1.6m
Q ‘ 56m
».‘.(J . £7m
Q{/ l 1.3m
9

Copyright & 1998, 2003, Oracle. Al rights reserved.

Oracle, JO Edwards, PeopleSoft, and Retek are registered trademarks of Oracle Corporation andior its affiistes. Cther names may be tradematks of their respective owners.

About Oracle Enterprise Manager

N = = 2 g £

2

SQL 1D
dtpsfEa7auik
1fwecabOmbazum
BUA0IkA4:3nzd
Zskrapfahmyl
2skrSpFaahmiyl
BuBDIkA:3nzd

4fzlgfagudlaf

User

QUEST
QUEST
SHSTEM
QUEST
QUEST
SHSTEM

QUEST

Parallel

h1e o
Wis 3o

s B2
Whis o

ii1s o

Database Time 10 Requests
‘ 53.1m 20K
r—
. 1.5h a5k
—
n 1.4m i 2002

u55.2m ISBK
u54.8m 'SBK
‘ 1.4m J 1329

Start

2:46:20 FM

2:46:19 P

2:52:27 P

2:40:41 PM

2:40:34 P

2:43:08 FM

- 4.3hy IQ1K 20412 P

Cluster | Datahase | Setup | Preferences | Help | Logout

Setup Preferences Help Logout
A8 Database

Logged in As SYSTEM

Refresh L 10 seconds v Jl Stop Refresh ]

Ended

2:54:01 P

2:45:19 PM

2:46:17 PM

24424 PM

2:40:40 P

S0L Text

l SELECT I_orderkey, SUM(I_e)dendedpl
SELECT |_ordemey, SUM_sxtendedp
begin DEMS_WORKLOAD _REFOSITT
SELECT c_count, count™) as custdist F
SELECT ¢ _count, count™ as custdist F
begin DEMS_WORKLOAD_REFOSITT

SELECT s_name, count™) numuait FR

Global Marketing



Examples of RAC Performance Monitoring & Diagnosis

Performance Tuning Recommendation by ADDM

Llia Lonwrol 114 HOMEe kL L LIEQIOWTIEATS | AIRS LOMPIance | Jomks | Kepoms | MYy Uracie sUppnort

Hosts | Databases | Middlewars | Web Applications | Sa ns | Groups | Wirtual Servers | Al Targets
Cluster: kdr815n-cluster = Cluster Database: racdb.us.dellcom > Adwisor Central > Automatic Database Disgnostic Monitor (ADDM):QUEST. ADDM: 721351302 1181 =

Performance Finding Details: Undersized instance memory
Finding The Dracle instance memory (SGA and PGA) was inadequately sized in some instances, causing additional 1/0 and CPU usage. | ¢inqing History |

Logged in As 5YS

Impact (Active Sessions) 1.94

Percentage of Finding's Impact (%) Fl 7.3
Period Start Time  Aug 25, 2010 1:00:02 PM
End Time Aug 25, 2010 1:39:03 PM

Fitered NO [ Filters )

Recommendations

Shiow Al Detals | Hide A1l Detais

Details ICategurv |Benefit (%) "

7@ Examine instance ADDM l 7.3

action Increase the memory allocated to affected instances. Check the ADDM analysis of affected instances for more details.

Findings Path

Expand 4l | Collanse 41
Findings Percentage of Finding's Impact (%) Additional Information

WV The Oracle instance memnory (5G4 and PGA) was inadequately sized in sorme instances, causing additional [f0 and CPU usage. | 7.3

Finding Impact Breakdown

Category |Top Instances 'l

Instance Impacts

|Name ! |Impa|:t {%0)
cobuslon bl | 7
racdb.us.dell.com racdbZ - 10.22
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Examples of RAC Performance Monitoring & Diagnosis

Performance Tuning Recommendation by ADDM

Cluster Database: owikaigrid.dblab.corn > Advisor Central > Automatic Database Diagnostic Monitor (ADDM:SYSTEMADDM: 1279062280 1630 > Logoed in As SYSTEM
Performance Finding Details: Undersized PGA

Finding The PGA was inadequately sized in some instances, causing additional /0 to temporary tablespaces to consume significant database time. |"riyqing History )
Impact (Active Sessions) 1.63
Percentage of Finding's Impact (%) [ | 9.5
Period Start Time Sep 1, 2010 7:26:59 AM EDT
Period Duration {minutes) 11.5

Fittered MO Fiitars )

Recommendations

Shaw Al Details | Hide All Details

Details|Categury |Beneﬁt %) °

7@ Examine instance ADDM . 95

Action  Increase the size of the PGA on affected instances. Check the ADDM analysis of affected instances for more details.

Findings Path

Expand All | Collapse Al

Findings Percentage of Finding’s Impact (%) Additional Information
¥ The PGA was inadeguately sized in some instances, causing additional 10 to temporary tablespaces to consume significant database time. [ | o)

Finding Impact Breakdown

Category ITup Instances vl

Instance Impacts

[Mame / [Impact (%)
owl.kaigrid. dblab. com_owil _33.5?
owi.kaigrid. dblab.com_owi2 _66.43

Cluster | Database | Zetup | Preferences | Help | Logout

Copyright @ 1936, 2009, Oracle. All rights reserved,
COracle, JO Edwards, PeopleSoft, and Retek are registered trademarks of Oracle Corporation andior its affiistes. Other names may be trademarks of their respective owners.
About Oracle Enterprise Manager
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Examples of RAC Performance Monitoring & Diagnosis

Performance Comparisons of three runs:
Time to complete the tests (sec)

Query

15t Run (sec)

2nd Run (sec)

Transaction # 1 327.27 314.91
Transaction # 2 1005.14 927.97
Transaction # 3 23.64 17.52

Real Time monitoring of transactions

Deep dive diagnostics of the application environment
Quick identification and location of problems
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To learn more about how Dell can help you
drive an Efficient Enterprise visit:

e Dell’'s onsite TSR for a
free quote

 Michael Dell’s keynote
on Wednesday at 8 a.m.

e One of Dell's 20
conference sessions

e www.dell.com/oracle
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