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Recap on MARL (1)

• Stochastic Games
– Policy Iteration/Value Iteration (model based)

• Equilibrium Learners (model free)
– Nash-Q
– Minimax-Q
– Friend-Foe-Q

• Best-Response Learners (model free)
– JAL and Opponent Modelling
– Iterated Gradient Ascent
– Wolf-IGA
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Artificial Population: Large-scale predator-prey world

The setting:
• Predators hunt the 

prey so as to survive 
from starvation. 

• Each predator has its 
own health bar and 
eyesight view.

• Predators can form a 
group to hunt the prey

• Predators are scaled
up to 1 million

Yaodong Yang , Lantao Yu , Yiwei Bai , Jun Wang , Weinan Zhang , Ying Wen , Yong Yu, , Dynamics of Artificial Populations by Million-agent 
Reinforcement Learning, 2017



Ecology: the Lotka-Volterra (LV) model

• A major topic of population dynamics is the 
cycling of predator and prey populations

• The Lotka-Volterra model is used to model this 

• lynx (wild cat) and hare

Lotka, A. J. (1910). "Contribution to the Theory of Periodic Reaction". J. Phys. 

Chem. 14 (3): 271–274.



Reinforcement Learning with 1 millions agents

Yaodong Yang , Lantao Yu , Yiwei Bai , Jun Wang , Weinan Zhang , Ying Wen , Yong Yu, , Dynamics of Artificial Populations by Million-agent 
Reinforcement Learning, 2017

Figure 3: Population size in tim e dom ain and phase space.T he orange circles denote the theoretical
solutions to Lotka-Volterra m odel,w ith the red spotas the equilibrium . L eft:T he birth rate of preys
is 0.006.Fitted LV m odel:↵ = 0.0067,β = 3.75⇥10− 7,δ = 6.11⇥10− 7,γ = 0.001;R ight: T he
birth rate of preys is 0.01. Fitted LV m odel:↵ = 0.0086,β = 3.57⇥10− 7,δ = 9.47⇥10− 7,γ =
0.0012.

learning a policy ⇡✓(at|st),thatcould m axim ize its expected cum ulative rew ard,through interacting
w ith the predator-prey environm entin trial-and-error w ay.L et⌘(⇡)denote the expected cum ulative
rew ard:⌘(⇡) = E⌧[

P 1
t= 0 γ

tR (st,at)],w here⌧= (s0,a0,r0,s1,...)denotes the trajectory sam pled
from agent’s policy at ⇠⇡✓(at|st),initialstate distribution s0 ⇠⇢0(s0),and state transition function
st+ 1 ⇠ T (st+ 1|st,at).Foreach agent,itsgoalisto learn ✓⇤:= argm ax✓⌘(⇡).

4.2 The Setting ofM any-agentQ -Learning

In the m ulti-agentsetting,agents share a com m on Q -value function approxim ated by a deep neural
netw ork: Q t(sit,a

i
t) = Q t((O i

t,v
i),ait). W e refer m ore details of D Q N to [21]. In this gam e,itis

reasonable to letthe w hole population share the sam e netw ork,as biologically speaking,individuals
of species tend to inheritthe sam e characteristics from their ancestors [32,33,34],therefore,itis
safe to assum e thatthe intelligence levelof each predator is the sam e.H ow ever,note thatapartfrom
the differentobservations for each agent,the Q -netw ork also takes a real-valued identity vector as
input,w hich incorporates the individualuniqueness into decision m aking process.C onsidering the
exploration in the action space,w e apply✏-greedy m ethods on selecting the action,⇡✓(at|st) = ✏-
greedy(Q i

t(s
i
t,a

i
t)).A teach tim estep,allagents contribute its experienced transitions(sit,a

i
t,r

i
t,s

i
t+ 1)

to the buffer,as show n in Fig.2.B ased on experience sam pled from the buffer,the shared Q -netw ork
isupdated as:

Q (sit,a
i
t)  Q (sit,a

i
t)+ ↵[rit + γ m ax

a 02 A
Q (sit+ 1,a

0)− Q (sit,a
i
t)]. (1)

5 Experim ents and Findings

W e conducttw o series ofexperim ents3 in the proposed m any-agentreinforcem entlearning fram ew ork:
(i)studying the population dynam ics (ii)studying the collective grouping behaviors.

5.1 Population D ynam ics

5.1.1 E xperim ents Setup

W e firststudy the population dynam ics w ith a com m unity of predators and preys by tracking the
population size ofeach species overtim e.Specifically,w e initialize 10,000 predators and 5,000 preys

3The code forrepeatable experim ents isin the supplem entary m aterialsand w illbe published on G ithub.

6

The action space A: {move forward, backward, left, right, rotate left, rotate right, stand still, 
join a group, and leave a group}. 



The Dynamics of the Artificial Population

Yaodong Yang , Lantao Yu , Yiwei Bai , Jun Wang , Weinan Zhang , Ying Wen , Yong Yu, , Dynamics of Artificial Populations by Million-agent 
Reinforcement Learning, 2017



Tiger-sheep-rabbit: Grouping

Yaodong Yang , Lantao Yu , Yiwei Bai , Jun Wang , Weinan Zhang , Ying Wen , Yong Yu, , Dynamics of Artificial Populations by Million-agent Reinforcement Learning, 2017



Exploratory Action Noise

• Agents in the system provide a 
constantly changing 
background in which each 
agent needs to learn its task
– As a consequence, agents need 

to extract the underlying reward 
signal from the noise of other 
agents acting within the 
environment 

• This learning noise can have a 
significant impact on the 
resultant system performance

C. Holmesparker, M. E. Taylor, A. K. Agogino, and K. Tumer. Clean rewards to improve coordination by removing exploratory action noise. In Proceedings of 
the 2014 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 03, pages 127–134, 
2014. 

𝑄𝑖(𝑠, 𝑎𝑖, 𝑎𝑗)

Condition on other agent
actions: 𝑎𝑗 but they are

also exploring –
the actual 𝑎𝑗 contains

some element of
exploration and not their
intended actions



CLEAN rewards

• Coordinated Learning without Exploratory
Action Noise (CLEAN) aims to remove 
exploratory noise present in the global 
reward
– This is achieved by private exploration

• Specifically, at each learning episode, each 
agent executes an action by following its 
greedy policy (i.e. without exploration); 

• then all the agents receive a global re-
ward. 

• Each agent then privately computes the 
(global) reward it would have received had 
it executed an exploratory action, while 
the rest of the agents followed their 
greedy policies. 

C. Holmesparker, M. E. Taylor, A. K. Agogino, and K. Tumer. Clean rewards to improve coordination by removing exploratory action noise. In Proceedings of 
the 2014 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 03, pages 127–134, 
2014. 

𝑄𝑖(𝑠, 𝑎𝑖, 𝑎𝑗)

𝑄j(𝑠, 𝑎𝑗, 𝑎𝑖)

Result in greedy actions

𝑎𝑖 =argmax 𝑄𝑖

𝑎𝑗 =argmax 𝑄j



CLEAN rewards

• CLEAN rewards were defined:
𝐷𝑖 = 𝑅𝑖 𝑠, 𝑎𝑖

𝑐 , 𝑎𝑗 − 𝑅𝑖 𝑠, 𝑎𝑖 , 𝑎𝑗

– where (𝑎𝑖 , 𝑎𝑗) is the joint action executed when all agents followed their 
greedy policies, 

– 𝑎𝑖
𝑐 is the counterfactual (offline) action taken by agent i following ε-greedy, 

– 𝑅𝑖 is the reward of agent i received when all agents executed their greedy 
policies and

– 𝑅𝑖 𝑠, 𝑎𝑖
𝑐 , 𝑎𝑗 is the counterfactual (offline) reward agent i would have 

received, had it executed the counterfactual action 𝑎𝑖
𝑐, instead of action 𝑎𝑖, 

while the rest of the agents followed their greedy policies. 

• Each agent then uses the following formula to update its Q-values: 
𝑄𝑖 𝑠, 𝑎𝑖

𝑐 , 𝑎𝑗 ← 𝑄𝑖 𝑠, 𝑎𝑖
𝑐 , 𝑎𝑗 + 𝛼(𝐷𝑖 − 𝑄𝑖 𝑠, 𝑎𝑖

𝑐 , 𝑎𝑗 )
• which removes the exploratory noise caused by other agents and 
• allow each agent to effectively determine which actions are beneficial or 

not

C. Holmesparker, M. E. Taylor, A. K. Agogino, and K. Tumer. Clean rewards to improve coordination by removing exploratory action noise. In Proceedings of 
the 2014 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 03, pages 127–134, 
2014. 



CLEAN rewards: Experiment

• The Gaussian Squeeze Domain (GSD):

– There is a set of agents in which each agent 
contributes to a system objective

– The goal of the agents is to choose their individual 
actions ai in such a way that the sum of their 
individual actions optimize the objective

C. Holmesparker, M. E. Taylor, A. K. Agogino, and K. Tumer. Clean rewards to improve coordination by removing exploratory action noise. In Proceedings of 
the 2014 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 03, pages 127–134, 
2014. 

𝜇 and 𝜎 are parameters



CLEAN rewards: Experiment

Batch-CLEAN 

C. Holmesparker, M. E. Taylor, A. K. Agogino, and K. Tumer. Clean rewards to improve coordination by removing exploratory action noise. In Proceedings of 
the 2014 IEEE/WIC/ACM International Joint Conferences on Web Intelligence (WI) and Intelligent Agent Technologies (IAT)-Volume 03, pages 127–134, 
2014. 



CLEAN rewards: Feature selection
Experiment

Malialis, Kleanthis, et al. "Feature Selection as a Multiagent Coordination Problem." arXiv preprint arXiv:1603.05152(2016).



Mean-field MARL

• Mean Field Reinforcement Learning 
– interactions within the population of agents are approximated by 

those between a single agent and the average effect from 
neighbouring agents; 

– the interplay between the two entities is mutually reinforced: 
• the learning of the individual agent’s optimal policy depends on the 

dynamics of the population, 

• while the dynamics of the population change according to the collective 
patterns of the individual policies. 

Yang Y, Luo R, Li M, Zhou M, Zhang W, Wang J. Mean Field Multi-Agent Reinforcement Learning. arXiv
preprint arXiv:1802.05438. 2018 Feb 15.

Joint action is replaced
by pairwise interactions

Interplayed with
a mean agent



Mean-field MARL: experiments
A model-free
method to
learning the Ising
model
(atomic spins that 
can be in one of 
two states)

Yang Y, Luo R, Li M, Zhou M, Zhang W, Wang J. Mean Field Multi-Agent Reinforcement Learning. arXiv
preprint arXiv:1802.05438. 2018 Feb 15.

phase transitions



Mean-field MARL: experiments

• The Gaussian Squeeze 
Domain (GSD):
– each agent contributes to 

a system objective

• Battle games:

Yang Y, Luo R, Li M, Zhou M, Zhang W, Wang J. Mean Field Multi-Agent Reinforcement Learning. arXiv
preprint arXiv:1802.05438. 2018 Feb 15.

1000 agents

M ean Field M ulti-A gentR einforcem entL earning

(a)tw o groups agents (b)chasing and cooperation

Figure 5:B attle G am e.

(a)the rate ofw ining perround (b)the totalrew ard perround

Figure 6: Perform ance of algorithm s on w ining rate, to-
tal rew ard. E ach bar cluster show s the index of a set of
com peting algorithm s,and a higherindex is better.

(a)M F-A C learning curve (b)M F-Q learning curve

Figure 7: Itcan be seen from the above tw o figures thatthe
M F-A C convergesm uch slow erthan thatofM F-Q .

5.3.M ixed C ooperative-C om petitive B attle G am e

5.3.1.E N V IR O N M E N T

T he B attle gam e in the O pensource M A gentsystem (Z heng
etal.,2017) is a M ixed C ooperative-C om petitive scenario
w ith tw o arm ies fighting againsteach other in a grid w orld,
show n in Fig.5. In our settings,each arm y consists of 64
hom ogeneous agents. In each tim estep, each agent takes
actions to either m ove to or attack one of the 8 neighbor
grids. T he goal of each arm y is to get m ore rew ards by
collaborating team m ates and elim inating allopponents.W e
adoptthe defaultsetting,i.g.,the rew ard is -0.005 for every
m ove, 0.2 for attacking an enem y agent, 5 for killing an
enem y agent,-0.1 for attacking a blank grid, and -0.1 for
being attacked orkilled.

5.3.2.M O D E L SE T T IN G S

O ur M F-Q and M F-A C are com pared w ith the baselines
that are successful on the M A gent platform (Z heng etal.,
2017). In the battle gam e there are a large num ber of agents,
each of w hich can only take in observation w ithin its lo-
cal view , thus the Q -function involves different num bers
of neighbor agents. T his m akes M A D D PG not feasible.

A s dem onstrated in our previous experim ent (Figure 1),a
variant M A A C also fails w hen the agent num ber is large.
W e thus exclude M A D D PG as a baseline,w hile focusing on
the com parison betw een m ean field m ethods (M F-Q ,M F-
A C ) and their non-m ean field counterparts,i.e.,independent
Q -learning (IL)and advantageous actorcritic (A C ).

5.3.3.R E SU LT S

W e getallm odels w ith 2000 rounds self-play training,then
use them for cross-com parative experim ents. Fig.6 show s
the result of w inning rate and the total rew ard over 2000
rounds cross-com parative experim ents. Itis evidence that
on allthe m etrics m ean field m ethods,i.e.,M F-Q and M F-
A C ,largely outperfom the corresponding baselines,i.e.,IL
and A C respectively,w hich show s the effectiveness of the
m ean field approxim ation.

In addition,IL perform s m uch better than A C ,and although
w orse than its m ean field counterpartM F-Q ,better than M F-
A C .T his is consistentw ith the findings in in the G aussian
Squeeze gam e (in Figure 1) thatIL converges quicker than
A C .T his m ightim ply the effectiveness of off-policy learn-
ing w ith shuffled buffer replay in m any-agentR L tow ard a
m ore stable learning process. T he Q -learning fam ily tends
to introduce a positive bias (H asselt,2010)by using the m ax-
im um action value as an approxim ation for the m axim um
expected action value;w e find thatsuch overestim ation can
be beneficial for each single agentto find the bestresponse
to others even though the environm ent itself is still varying.
W e further testthe situation w hen the agentnum ber is 8 for
each arm y,w here M F-A C achieves 58% w ining rate and get
total rew ards of 34.4 w hile A C achieves 42% w ining rate
and gettotalrew ards of 31.6. W e see that(i) w hen the agent
num ber is sm all,M F-A C slightly outperform s A C m ainly
because of the higher capacity of the Q -netw ork;(ii) w hen
the agentnum ber gets larger,M F-A C starts to significantly
outperform A C ,w hich verifies the m ean field m ethods w ork
particularly better for scenarios w ith a larger num ber of
agents.

6.C onclusions

In this paper,w e have developed m ean field reinforcem ent
learning thattackles the problem of intractable com putation
and high dynam ics of interactions am ong a large num ber
of agents. W ith m ean field theory, w e approxim ated the
Q -function by using the distribution of the actions from
other agents as inputs in order to balance the com plexity of
the interactions m odeled and the learning ability. Itis done
by iteratively learning the best responded actions on the
condition of the distribution of other agents’actions,w hich
is subsequently updated each tim e a new action policy is
obtained. W e provided our theoreticalanalysis on our M F-
Q learning convergence. T he results from three different
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Communications among agents

• AI require the collaboration of multiple agents

• the communication between agents is vital to 
coordinate the behaviour of each individual



CommNets
• Full cooperation between agents 

• The model consists of multiple 
agents and the communication 
between them is learned alongside 
their policy. 
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2 P roblem F orm ulation33

W e consider the setting w here w e have M agents,allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independentof their35

contribution. In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odelcontrolling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcastcom m unication channelbetw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s ofcom m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no differentthan hidden states in a neuralnetw ork;thus creditassignm ent for the46

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard.T hus,afterfinishing an episode,w e update53

the m odelparam eters ✓ by54

∆ ✓ =

TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i) − b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i) − b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the55

baseline objectives,setto 0.03 in allexperim ents.56

3 M odel57

W e now describe the m odel used to com pute p(a(t)|s(t),✓) at a given tim e t (om m iting the tim e58

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he inputto the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the outputa is a concatenation of discrete actions a = {a 1 ,...,a J } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork. T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ustbe fixed. O n the68

other hand,if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication.Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.
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In the case thatf i is a single linear layer follow ed by a nonlinearity σ,w e have: h i+ 1
j = σ(H ih i

j +80

C icij) and the m odelcan be view ed as a feedforw ard netw ork w ith layers h i+ 1 = σ(T ih i) w here h i
81

is the concatenation of allh i
j and T takes the block form :82

T i =

H i C i C i ... C i

C i H i C i ... C i

C i C i H i ... C i
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W e consider the setting w here w e have M agents,allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independent of their35

contribution. In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odelcontrolling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcastcom m unication channelbetw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s ofcom m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no differentthan hidden states in a neuralnetw ork;thus creditassignm ent for the46

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard.T hus,after finishing an episode,w e update53
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index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he inputto the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the outputa is a concatenation of discrete actions a = {a 1 ,...,aJ } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork.T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ustbe fixed. O n the68

other hand,if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication.Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks.H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.
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T he key idea is thatT is dynam ically sized. First,the num ber of agents m ay vary. T his m otivates83

the the norm alizing factor J − 1 in equation (2),w hich resacles the com m unication vector by the84

num ber of com m unicating agents. Second,the blocks are applied based on category,rather than by85

coordinate. In this sim ple form of the m odel“category”refers to either“self”or“team m ate”; butas86

w e w illsee below ,the com m unication architecture can be m ore com plicated than “broadcastto all”,87

and so m ay require m ore categories. N ote also thatT i is perm utation invariant,thus the order of the88

agents does notm atter.89

A tthe firstlayer of the m odelan encoder function h 0
j = p(sj) is used. T his takes as inputstate-view90

sjand outputs feature vector h 0
j (in R d 0 for som e d0 ). T he form of the encoder is problem dependent,91

butform ostofourtasks they consistofa lookup-table em bedding (orbags ofvectors thereof). U nless92

otherw ise noted,c0j = 0 for allj.93

A tthe outputof the m odel,a decoder function q(h K
j ) is used to outputa distribution over the space of94

actions. q(.) takes the form of a single layer netw ork,follow ed by a softm ax. To produce a discrete95

action,w e sam ple from the this distribution.96

T hus the entire m odel,w hich w e calla C om m unication N euralN et(C om m N N ),(i) takes the state-97

view of allagents s,passes itthrough the encoder h 0 = p(s),(ii) iterates h and c in equations (1)98

and (2) to obain h K ,(iii) sam ples actions a for allagents,according to q(h K ).99

3.2 M odelE xtensions100

L ocalC onnectivity: A n alternative to the broadcastfram ew ork described above is to allow agents101

to com m unicate to others w ithin a certain range. L et N (j) be the set of agents present w ithin102

com m unication range of agentj.T hen (2) becom es:103
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In the case thatf i is a single linear layer follow ed by a nonlinearity σ,w e have: h i+ 1
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C icij) and the m odelcan be view ed as a feedforw ard netw ork w ith layers h i+ 1 = σ(T ih i) w here h i
81
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2 P roblem F orm ulation33

W e consider the setting w here w e have M agents,allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independent of their35

contribution. In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odelcontrolling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcastcom m unication channelbetw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s of com m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no different than hidden states in a neural netw ork;thus credit assignm ent for the46

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard.T hus,after finishing an episode,w e update53

the m odelparam eters ✓ by54

∆ ✓ =

TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i) − b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i) − b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the55

baseline objectives,setto 0.03 in allexperim ents.56

3 M odel57

W e now describe the m odel used to com pute p(a(t)|s(t),✓) at a given tim e t (om m iting the tim e58

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he inputto the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the outputa is a concatenation of discrete actions a = {a 1 ,...,aJ } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork. T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ustbe fixed. O n the68

other hand, if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agent controller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication. Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.
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m ean

2 P roblem F orm ulation33

W e consider the setting w here w e have M agents,allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agent receives R ,independent of their35

contribution.In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odel controlling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcast com m unication channel betw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s of com m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no different than hidden states in a neural netw ork; thus credit assignm ent for the46

com m unication can be perform ed using standard backpropag ation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard. T hus,after finishing an episode,w e update53

the m odelparam eters ✓ by54

∆ ✓ =

TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i)− b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i)− b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the55

baseline objectives,setto 0.03 in allexperim ents.56

3 M odel57

W e now describe the m odel used to com pute p(a(t)|s(t),✓) at a given tim e t (om m iting the tim e58

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he inputto the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the output a is a concatenation of discrete actions a = {a 1 ,...,a J } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork.T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ustbe fixed. O n the68

other hand, if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication. Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.

2

2 P roblem F orm ulation33

W e consider the setting w here w e have M agents,allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independent of their35

contribution. In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odelcontrolling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcast com m unication channelbetw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s of com m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no different than hidden states in a neural netw ork;thus credit assignm ent for the46

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard. T hus,after finishing an episode,w e update53

the m odelparam eters ✓ by54

∆ ✓ =
TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i)− b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i)− b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the55

baseline objectives,setto 0.03 in allexperim ents.56

3 M odel57

W e now describe the m odel used to com pute p(a(t)|s(t),✓) ata given tim e t (om m iting the tim e58

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he inputto the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the outputa is a concatenation of discrete actions a = {a1 ,...,aJ } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork. T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ust be fixed. O n the68

other hand,if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication.Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.

2

h 0 = [h 0
1 ,h

0
2 ,...,h

0
J ],and com putes:78

h i+ 1
j = f i(h i

j,c
i
j) (1)

79

ci+ 1
j =

1

J − 1

X

j06= j

h i+ 1
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In the case thatf i is a single linear layer follow ed by a nonlinearity σ,w e have: h i+ 1
j = σ(H ih i

j +80

C icij) and the m odelcan be view ed as a feedforw ard netw ork w ith layers h i+ 1 = σ(T ih i) w here h i
81

is the concatenation of allh i
j and T takes the block form :82

T i =

H i C i C i ... C i

C i H i C i ... C i

C i C i H i ... C i

...
...

...
...

...
C i C i C i ... H i

,

C onnecting N euralM odels

A nonym ous A uthor(s)
A ffiliation
A ddress
email

A bstract

abstract1

1 Introduction2

In this w ork w e m ake tw o contributions. First,w e sim plify and extend the graph neural netw ork3

architecture of??.Second,w e show how this architecture can be used to controlgroups ofcooperating4

agents.5

2 M odel6

T he sim plestform of the m odelconsists of m ultilayer neuralnetw orks f i thattake as inputvectors7

h i and ci and outputa vector h i+ 1 .T he m odeltakes as inputa setof vectors {h 0
1 ,h

0
2 ,...,h

0
m },and8

com putes9

h i+ 1
j = f i(h i

j,c
i
j)

10

ci+ 1
j =

X

j 06= j

h i+ 1
j 0 ;

W e set c0j = 0 for all j, and i 2 {0,..,K } (w e w ill call K the num ber of hops in the netw ork).11

If desired, w e can take the final h K
j and output them directly,so that the m odel outputs a vector12

corresponding to each inputvector,or w e can feed them into another netw ork to geta single vector or13

scalar output.14

If each f i is a sim ple linear layer follow ed by a nonlinearity σ:15

h i+ 1
j = σ(A ih i

j + B icij),

then the m odelcan be view ed as a feedforw ard netw ork w ith layers16

H i+ 1 = σ(T iH i),

w here T is w ritten in block form17

T i =

A i B i B i ... B i

B i A i B i ... B i

B i B i A i ... B i

...
...

...
...

...
B i B i B i ... A i

.

T he key idea is thatT is dynam ically sized,and the m atrix can be dynam ically sized because the18

blocks are applied by type,rather than by coordinate.19

Subm itted to 29th C onference on N euralInform ation Processing System s (N IPS 2016). D o notdistribute.

C onnecting N euralM odels

A nonym ous A uthor(s)
A ffiliation
A ddress
email

A bstract

abstract1

1 Introduction2

In this w ork w e m ake tw o contributions. First,w e sim plify and extend the graph neural netw ork3

architecture of??.Second,w e show how this architecture can be used to controlgroups ofcooperating4

agents.5

2 M odel6

T he sim plestform of the m odelconsists of m ultilayer neuralnetw orks f i thattake as inputvectors7

h i and ci and outputa vector h i+ 1 .T he m odeltakes as inputa setof vectors {h 0
1 ,h

0
2 ,...,h

0
m },and8

com putes9

h i+ 1
j = f i(h i

j,c
i
j)

10

ci+ 1
j =

X

j 06= j

h i+ 1
j 0 ;

W e set c0j = 0 for all j, and i 2 {0,..,K } (w e w ill call K the num ber of hops in the netw ork).11

If desired, w e can take the final h K
j and output them directly,so that the m odel outputs a vector12

corresponding to each inputvector,or w e can feed them into another netw ork to geta single vector or13

scalar output.14

If each f i is a sim ple linear layer follow ed by a nonlinearity σ:15

h i+ 1
j = σ(A ih i

j + B icij),

then the m odelcan be view ed as a feedforw ard netw ork w ith layers16

H i+ 1 = σ(T iH i),

w here T is w ritten in block form17

T i =

A i B i B i ... B i

B i A i B i ... B i

B i B i A i ... B i

...
...

...
...

...
B i B i B i ... A i

.

T he key idea is that T is dynam ically sized,and the m atrix can be dynam ically sized because the18

blocks are applied by type,rather than by coordinate.19

Subm itted to 29th C onference on N euralInform ation Processing System s (N IPS 2016). D o notdistribute.

C onnecting N euralM odels

A nonym ous A uthor(s)
A ffiliation
A ddress
email

A bstract

abstract1

1 Introduction2

In this w ork w e m ake tw o contributions. First,w e sim plify and extend the graph neural netw ork3

architecture of??.Second,w e show how this architecture can be used to controlgroups ofcooperating4

agents.5

2 M odel6

T he sim plestform of the m odelconsists of m ultilayer neuralnetw orks f i thattake as inputvectors7

h i and ci and outputa vector h i+ 1 .T he m odeltakes as inputa setof vectors {h 0
1 ,h

0
2 ,...,h

0
m },and8

com putes9

h i+ 1
j = f i(h i

j,c
i
j)

10

ci+ 1
j =

X

j06= j

h i+ 1
j0 ;

W e set c0j = 0 for all j, and i 2 {0,..,K } (w e w ill call K the num ber of hops in the netw ork).11

If desired, w e can take the final h K
j and output them directly,so that the m odel outputs a vector12

corresponding to each inputvector,or w e can feed them into another netw ork to geta single vector or13

scalar output.14

If each f i is a sim ple linear layer follow ed by a nonlinearity σ:15

h i+ 1
j = σ(A ih i

j + B icij),

then the m odelcan be view ed as a feedforw ard netw ork w ith layers16

H i+ 1 = σ(T iH i),

w here T is w ritten in block form17

T i =

A i B i B i ... B i

B i A i B i ... B i

B i B i A i ... B i

...
...

...
...

...
B i B i B i ... A i

.

T he key idea is that T is dynam ically sized,and the m atrix can be dynam ically sized because the18

blocks are applied by type,rather than by coordinate.19

Subm itted to 29th C onference on N euralInform ation Processing System s (N IPS 2016). D o notdistribute.

C onnecting N euralM odels

A nonym ous A uthor(s)
A ffiliation
A ddress
email

A bstract

abstract1

1 Introduction2

In this w ork w e m ake tw o contributions. First,w e sim plify and extend the graph neural netw ork3

architecture of??.Second,w e show how this architecture can be used to controlgroups ofcooperating4

agents.5

2 M odel6

T he sim plestform of the m odelconsists of m ultilayer neuralnetw orks f i thattake as inputvectors7

h i and ci and outputa vector h i+ 1 .T he m odeltakes as inputa setof vectors {h 0
1 ,h

0
2 ,...,h

0
m },and8

com putes9

h i+ 1
j = f i(h i

j,c
i
j)

10

ci+ 1
j =

X

j06= j

h i+ 1
j0 ;

W e set c0j = 0 for all j, and i 2 {0,..,K } (w e w ill call K the num ber of hops in the netw ork).11

If desired, w e can take the final h K
j and output them directly,so that the m odel outputs a vector12

corresponding to each inputvector,or w e can feed them into another netw ork to geta single vector or13

scalar output.14

If each f i is a sim ple linear layer follow ed by a nonlinearity σ:15

h i+ 1
j = σ(A ih i

j + B icij),

then the m odelcan be view ed as a feedforw ard netw ork w ith layers16

H i+ 1 = σ(T iH i),

w here T is w ritten in block form17

T i =

A i B i B i ... B i

B i A i B i ... B i

B i B i A i ... B i

...
...

...
...

...
B i B i B i ... A i

.

T he key idea is thatT is dynam ically sized,and the m atrix can be dynam ically sized because the18

blocks are applied by type,rather than by coordinate.19

Subm itted to 29th C onference on N euralInform ation Processing System s (N IPS 2016). D o notdistribute.

m ultilayer  
N N  

A vg.	

2 P roblem F orm ulation3 3

W e consider the setting w here w e have M agents, allcooperating to m axim ize rew ard R in som e3 4

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independent of their3 5

contribution. In this setting,there is no difference betw een each agenthaving its ow n controller,or3 6

view ing them as pieces of a larger m odel controlling allagents. Taking the latter perspective,our3 7

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each3 8

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the3 9

broadcast com m unication channel betw een agents and (b) propagates the agent state in the m anner of4 0

an R N N .4 1

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent4 2

learning is used to m axim ize expected future rew ard. W e explore tw o form s of com m unication w ithin4 3

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and4 4

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed4 5

betw een agents are no differentthan hidden states in a neural netw ork;thus credit assignm ent for the4 6

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).4 7

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.4 8

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states4 9

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the5 0

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside5 1

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the5 2

distance betw een the baseline value and actualrew ard. T hus,after finishing an episode,w e update5 3

the m odelparam eters ✓ by5 4

∆ ✓ =

TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i)− b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i) − b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the5 5

baseline objectives,setto 0.03 in allexperim ents.5 6

3 M odel5 7

W e now describe the m odel used to com pute p(a(t)|s(t),✓) ata given tim e t (om m iting the tim e5 8

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he input to the5 9

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping6 0

a = Φ(s),w here the output a is a concatenation of discrete actions a = {a 1 ,...,aJ } for each agent.6 1

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas6 2

the com m unication betw een agents.6 3

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract6 4

features h from s and use them to predictgood actions w ith our R L fram ew ork. T his m odelw ould6 5

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it6 6

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell6 7

w ith agents joining and leaving the group and even the order of the agents m ust be fixed. O n the6 8

other hand, if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a6 9

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility7 0

requirem ents1,butis notable to coordinate their actions.7 1

3.1 C ontroller Structure7 2

W e now detail the architecture forΦ thathas the m odularity of the com m unication-free m odelbut7 3

stillallow s com m unication. Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural7 4

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.7 5

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,7 6

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors7 7

1A ssum ing sj includes the identity of agentj.
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T he key idea is thatT is dynam ically sized. First,the num ber of agents m ay vary. T his m otivates83

the the norm alizing factor J − 1 in equation (2),w hich resacles the com m unication vector by the84

num ber of com m unicating agents. Second,the blocks are applied based on category,rather than by85

coordinate. In this sim ple form of the m odel“category”refers to either“self”or“team m ate”; butas86

w e w illsee below ,the com m unication architecture can be m ore com plicated than “broadcast to all”,87

and so m ay require m ore categories. N ote also thatT i is perm utation invariant,thus the order of the88

agents does notm atter.89

A tthe firstlayer of the m odelan encoder function h 0
j = p(sj) is used. T his takes as inputstate-view90

sjand outputs feature vector h 0
j (in R d 0 for som e d 0 ). T he form of the encoder is problem dependent,91

butform ostofourtasks they consistofa lookup-table em bedding (or bags of vectors thereof). U nless92

otherw ise noted,c0j = 0 for allj.93

A tthe outputof the m odel,a decoder function q(h K
j ) is used to outputa distribution over the space of94

actions. q(.) takes the form of a single layer netw ork,follow ed by a softm ax. To produce a discrete95

action,w e sam ple from the this distribution.96

T hus the entire m odel,w hich w e calla C om m unication N euralN et(C om m N N ),(i) takes the state-97

view of allagents s,passes itthrough the encoder h 0 = p(s),(ii) iterates h and c in equations (1)98

and (2) to obain h K ,(iii) sam ples actions a for allagents,according to q(h K ).99

3.2 M odelE xtensions100

L ocalC onnectivity: A n alternative to the broadcastfram ew ork described above is to allow agents101

to com m unicate to others w ithin a certain range. L et N (j) be the set of agents present w ithin102

com m unication range of agentj.T hen (2) becom es:103

ci+ 1
j =

1

|N (j)|

X

j02 N (j)

h i+ 1
j 0 . (3)

3
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0
2 ,...,h
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h i+ 1
j 0 . (2)

In the case thatf i is a single linear layer follow ed by a nonlinearity σ,w e have: h i+ 1
j = σ(H ih i

j +80

C icij) and the m odelcan be view ed as a feedforw ard netw ork w ith layers h i+ 1 = σ(T ih i) w here h i
81

is the concatenation of allh i
j and T takes the block form :82

T i =

H i C i C i ... C i

C i H i C i ... C i

C i C i H i ... C i

...
...

...
...

...
C i C i C i ... H i
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2 P roblem F orm ulation33

W e consider the setting w here w e have M agents, allcooperating to m axim ize rew ard R in som e34

environm ent. W e m ake the sim plifying assum ption thateach agentreceives R ,independent of their35

contribution.In this setting,there is no difference betw een each agenthaving its ow n controller,or36

view ing them as pieces of a larger m odel controlling allagents. Taking the latter perspective,our37

controller is a large feed-forw ard neuralnetw ork thatm aps inputs for allagents to their actions,each38

agentoccupying a subsetof units. A specific connectivity structure betw een layers (a) instantiates the39

broadcast com m unication channel betw een agents and (b) propagates the agentstate in the m anner of40

an R N N .41

B ecause the agents w illreceive rew ard,butnotnecessarily supervision for each action,reinforcem ent42

learning is used to m axim ize expected future rew ard. W e explore tw o form s of com m unication w ithin43

the controller: (i) discrete and (ii) continuous. In the form er case,com m unication is an action,and44

w ill be treated as such by the reinforcem ent learning. In the continuous case, the signals passed45

betw een agents are no differentthan hidden states in a neuralnetw ork;thus creditassignm ent for the46

com m unication can be perform ed using standard backpropagation (w ithin the outer R L loop).47

W e use policy gradient [33] w ith a state specific baseline for delivering a gradient to the m odel.48

D enote the states in an episode by s(1),...,s(T ), and the actions taken at each of those states49

as a(1),...,a(T ), w here T is the length of the episode. T he baseline is a scalar function of the50

states b(s,✓),com puted via an extra head on the m odelproducing the action probabilities. B eside51

m axim izing the expected rew ard w ith policy gradient,the m odels are also trained to m inim ize the52

distance betw een the baseline value and actualrew ard. T hus,after finishing an episode,w e update53

the m odelparam eters ✓ by54

∆ ✓ =

TX

t= 1

∂ log p(a(t)|s(t),✓)

∂✓

TX

i= t

r(i) − b(s(t),✓) − α
∂

∂✓

TX

i= t

r(i) − b(s(t),✓)

2

.

H ere r(t) is rew ard given attim e t,and the hyperparam eter α is for balancing the rew ard and the55

baseline objectives,setto 0.03 in allexperim ents.56

3 M odel57

W e now describe the m odel used to com pute p(a(t)|s(t),✓) at a given tim e t (om m iting the tim e58

index for brevity). L etsj be the jth agent’s view of the state of the environm ent. T he input to the59

controller is the concatenation of allstate-view s s = {s1 ,...,sJ },and the controllerΦ is a m apping60

a = Φ(s),w here the outputa is a concatenation of discrete actions a = {a 1 ,...,a J } for each agent.61

N ote thatthis single controllerΦ encom passes the individualcontrollers for each agents,as w ellas62

the com m unication betw een agents.63

O ne obvious choice for Φ is a fully-connected m ulti-layer neural netw ork, w hich could extract64

features h from s and use them to predictgood actions w ith our R L fram ew ork. T his m odelw ould65

allow agents to com m unicate w ith each other and share view s of the environm ent. H ow ever, it66

is inflexible w ith respect to the com position and num ber of agents it controls; cannot deal w ell67

w ith agents joining and leaving the group and even the order of the agents m ust be fixed. O n the68

other hand, if no com m unication is used then w e can w rite a = {φ(s1 ),...,φ(sJ )},w here φ is a69

per-agentcontroller applied independently.T his com m unication-free m odelsatisfies the flexibility70

requirem ents1,butis notable to coordinate their actions.71

3.1 C ontroller Structure72

W e now detailthe architecture forΦ thathas the m odularity of the com m unication-free m odelbut73

stillallow s com m unication. Φ is builtfrom m odules f i,w hich take the form of m ultilayer neural74

netw orks. H ere i 2 {0,..,K },w here K is the num ber of com m unication layers in the netw ork.75

E ach f i takes tw o input vectors for each agent j: the hidden state h i
j and the com m unication cij,76

and outputs a vector h i+ 1
j .T he m ain body of the m odelthen takes as inputthe concatenated vectors77

1A ssum ing sj includes the identity of agentj.
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T he key idea is thatT is dynam ically sized. First,the num ber of agents m ay vary. T his m otivates83

the the norm alizing factor J − 1 in equation (2),w hich resacles the com m unication vector by the84

num ber of com m unicating agents. Second,the blocks are applied based on category,rather than by85

coordinate. In this sim ple form of the m odel“category”refers to either“self”or“team m ate”; butas86

w e w illsee below ,the com m unication architecture can be m ore com plicated than “broadcastto all”,87

and so m ay require m ore categories. N ote also thatT i is perm utation invariant,thus the order of the88

agents does notm atter.89

A tthe firstlayer of the m odelan encoder function h 0
j = p(sj) is used. T his takes as inputstate-view90

sjand outputs feature vector h 0
j (in R d 0 for som e d0 ). T he form of the encoder is problem dependent,91

butfor m ostof ourtasks they consistofa lookup-table em bedding (or bags of vectors thereof). U nless92

otherw ise noted,c0j = 0 for allj.93

A tthe outputof the m odel,a decoder function q(h K
j ) is used to outputa distribution over the space of94

actions. q(.) takes the form of a single layer netw ork,follow ed by a softm ax. To produce a discrete95

action,w e sam ple from the this distribution.96

T hus the entire m odel,w hich w e calla C om m unication N euralN et(C om m N N ),(i) takes the state-97

view of allagents s,passes itthrough the encoder h 0 = p(s),(ii) iterates h and c in equations (1)98

and (2) to obain h K ,(iii) sam ples actions a for allagents,according to q(h K ).99

3.2 M odelE xtensions100

L ocalC onnectivity: A n alternative to the broadcast fram ew ork described above is to allow agents101

to com m unicate to others w ithin a certain range. L et N (j) be the set of agents present w ithin102

com m unication range of agentj.T hen (2) becom es:103

ci+ 1
j =

1

|N (j)|

X

j02 N (j)

h i+ 1
j 0 . (3)
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W e set c0j = 0 for all j, and i 2 {0,..,K } (w e w ill call K the num ber of hops in the netw ork).11

If desired, w e can take the final h K
j and output them directly, so that the m odel outputs a vector12

corresponding to each inputvector,or w e can feed them into another netw ork to geta single vector or13

scalar output.14

If each f i is a sim ple linear layer follow ed by a nonlinearity σ:15

h i+ 1
j = σ(A ih i

j + B icij),

then the m odelcan be view ed as a feedforw ard netw ork w ith layers16

H i+ 1 = σ(T iH i),

w here T is w ritten in block form17

T i =
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T he key idea is that T is dynam ically sized,and the m atrix can be dynam ically sized because the18

blocks are applied by type,rather than by coordinate.19
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Figure 1: A n overview of our C om m N etm odel. L eft: view of m odule f i for a single agentj.N ote
thatthe param eters are shared across allagents. M iddle: a single com m unication step,w here each
agents m odules propagate their internalstate h ,as w ellas broadcasting a com m unication vector c
on a com m on channel (show n in red). R ight: fullm odel,show ing inputstates s for each agent,tw o
com m unication steps and the outputactions for each agent.

A key pointis thatT is dynam ically sized since the num ber of agents m ay vary.T his m otivates the
the norm alizing factor J − 1 in equation (2),w hich rescales the com m unication vector by the num ber
of com m unicating agents. N ote also thatT i is perm utation invariant,thus the order of the agents
does notm atter.

2

Figure 1: A n overview of our C om m N etm odel. L eft: view of m odule fi for a single agentj.N ote
thatthe param eters are shared across allagents. M iddle: a single com m unication step,w here each
agents m odules propagate their internalstate h,as w ellas broadcasting a com m unication vector c on
a com m on channel(show n in red).R ight: fullm odelΦ,show ing inputstates s for each agent,tw o
com m unication steps and the outputactions foreach agent.

com m unication range ofagentj.Then (2)becom es:

ci+ 1
j =

1

|N (j)|

X

j02 N (j)

hi+ 1
j0 . (3)

A s the agents m ove,enter and exit the environm ent, N (j) w ill change over tim e. In this setting,
our m odel has a natural interpretation as a dynam ic graph, w ith N (j) being the set of vertices
connected to vertex j atthe currenttim e.T he edges w ithin the graph representthe com m unication
channelbetw een agents,w ith (3)being equivalentto belief propagation [23].Furtherm ore,the use of
m ulti-layer nets ateach vertex m akes our m odelsim ilar to an instantiation of the G G SN N w ork of L i
etal.[15].

Skip C onnections: For som e tasks,itis usefulto have the inputencoding h0
j presentas an inputfor

com m unication steps beyond the firstlayer.Thus foragentj atstep i,w e have:

hi+ 1
j = fi(hi

j,c
i
j,h

0
j). (4)

Tem poralR ecurrence: W e also explore having the netw ork be a recurrentneuralnetw ork (R N N ).
T his is achieved by sim ply replacing the com m unication step iin E qn.(1)and (2)by a tim e step t,
and using the sam e m odule ft for allt.A tevery tim e step,actions w illbe sam pled from q(ht

j).N ote

thatagents can leave or join the sw arm atany tim e step. If ft is a single layer netw ork,w e obtain
plain R N N s thatcom m unicate w ith each other.In laterexperim ents,w e also use an LSTM asan ft

m odule.

3 R elated W ork

O ur m odelcom bines a deep netw ork w ith reinforcem entlearning [9,21,14].Severalrecentw orks
have applied these m ethods to m ulti-agentdom ains,such as G o [17,26] and A tarigam es [31],but
they assum e fullvisibility of the environm ent and lack com m unication. T here is a rich literature
on m ulti-agent reinforcem entlearning (M A R L ) [2],particularly in the robotics dom ain [19,27,6,
22,3]. A m ongst fully cooperative algorithm s, m any approaches [13,16,35] avoid the need for
com m unication by m aking strong assum ptions aboutvisibility of other agents and the environm ent.
O thers use com m unication,butw ith a pre-determ ined protocol[32,20,39,18].

A few notable approaches involve learning to com m unicate betw een agents under partialvisibility:
K asai et al. [11] and V arshavskaya et al. [34], both use distributed tabular-R L approaches for
sim ulated tasks.G iles & Jim [7] use an evolutionary algorithm ,rather than reinforcem entlearning.
G uestrin etal.[8] use a single large M D P to controla collection of agents,via a factored m essage
passing fram ew ork w here the m essages are learned. In contrastto these approaches,our m odeluses a
deep netw ork forboth agentcontroland com m unication.

From a M A R L perspective,the closestapproach to ours is the concurrentw ork of Foerster etal.[5].
T his also uses a deep reinforcem entlearning in m ulti-agentpartially observable tasks,specifically
tw o riddle problem s (sim ilar in spiritto ourlevers task) w hich necessitate m ulti-agentcom m unication.
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Figure 2: L eft: T raffic junction task w here agent-controlled cars (colored circles) have to pass the
through the junction w ithoutcolliding. M iddle: T he com battask,w here m odelcontrolled agents (red
circles) fightagainstenem y bots (blue circles). In both tasks each agenthas lim ited visibility (orange
region),thus is notable to see the location of allother agents. R ight: A s visibility in the environm ent
decreases,the im portance ofcom m unication grow s in the traffic junction task.

T he state vector sj for each agent is thus a concatenation of all these vectors, having dim ension
32 ⇥|n|⇥|l|⇥|r|.

In Table 2(left), w e show the probability of failure of a variety of different m odelΦ and m odule
f pairs. C om pared to the baseline m odels,C om m N et significantly reduces the failure rate for all
m odule types, achieving the best perform ance w ith L ST M m odule (a video show ing this m odel
before and aftertraining can be found athttp://cims.nyu.edu/~sainbar/commnet).

W e also explored how partial visibility w ithin the environm ent effects the advantage given by
com m unication. A s the vision range of each agent decreases, the advantage of com m unication
increases as show n in Fig.2(right). Im pressively,w ith zero visibility (the cars are driving blind) the
C om m N etm odelis stillable to succeed 90% ofthe tim e.

Table 2(right) show s the results on easy and hard versions of the gam e. T he easy version is a junction
of tw o one-w ay roads,w hile the harder version consists from four connected junctions of tw o-w ay
roads. D etails of the other gam e variations can be found in A ppendix C .D iscrete com m unication
w orks w ellon the easy version,butthe C om m N etw ith localconnectivity gives the bestperform ance
on the hard case.

4.3.2 A nalysis ofC om m unication

W e now attem pt to understand w hat the agents com m unicate w hen perform ing the junction task.
W e start by recording the hidden state hi

j of each agent and the corresponding com m unication

vectors c̃i+ 1
j = C i+ 1hi

j (the contribution agent j at step i+ 1 m akes to the hidden state of other
agents). Fig.3(left) and Fig.3(right) show the 2D PC A projections of the com m unication and hidden
state vectors respectively.T hese plots show a diverse range of hidden states butfar m ore clustered
com m unication vectors,m any of w hich are close to zero. T his suggests thatw hile the hidden state
carries inform ation,the agentoften prefers notto com m unicate itto the others unless necessary.T his
is a possible consequence of the broadcast channel: if everyone talks atthe sam e tim e,no-one can
understand.See A ppendix D fornorm ofcom m unication vectors and brake locations.

M odule f() type
M odelΦ M LP R N N LSTM
Independent 20.6± 14.1 19.5± 4.5 9.4±5.6

Fully-connected 12.5± 4.4 34.8± 19.7 4.8±2.4

D iscrete com m . 15.8± 9.3 15.2± 2.1 8.4±3.4

C om m N et 2.2± 0.6 7.6± 1.4 1.6±1.0

O thergam e versions
M odelΦ Easy (M LP) H ard (R N N )
Independent 15.8±12.5 26.9± 6.0

D iscrete com m . 1.1± 2.4 28.2± 5.7

C om m N et 0.3± 0.1 22.5± 6.1

C om m N etlocal - 21.1± 3.4

Table 2: T raffic junction task. L eft: failure rates (% ) for differenttypes of m odeland m odule function
f(.).C om m N etconsistently im proves perform ance,over the baseline m odels. R ight: G am e variants.
In the easy case,discrete com m unication does help,butstillless than C om m N et. O n the hard version,
localcom m unication (see Section 2.2)does atleastas w ellasbroadcasting to allagents.
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Differentiable Inter-Agent Learning (DIAL)

• Uses centralised learning but decentralised 
execution

– during learning, agents can backpropagate error 
derivatives through (noisy) communication channels

Foerster J, Assael IA, de Freitas N, Whiteson S. Learning to communicate with deep multi-agent reinforcement learning. 
InAdvances in Neural Information Processing Systems 2016 (pp. 2137-2145).



AI plays StarCraft

• One of the most difficult games for computers

• At least 101685 possible states (for reference, the game of Go has about 10170

states)!

• Multiagent reinforcement learning: how large-scale multiple AI agents could 
learn human-level collaborations, or competitions, from their experiences?



Bidirectional-Coordinated nets (BiCNet)

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017



Unsupervised training without human demonstration
and labelled data



Coordinated moves without collision

• The first two (a) and (b) illustrate that the collision happens when the 
agents are close by during the early stage of the training; 

• the last two (c) and (d) illustrate coordinated moves over the well-trained 
agents

(a)Early stage oftraining (b)Early stage oftraining (c)W ell-trained (d)W ell-trained

Figure 2: C oordinated m oves w ithout collision in com bat 3 M arines (ours) vs.1 Super Zergling
(enem y).T he firsttw o (a) and (b) illustrate thatthe collision happens w hen the agents are close by
during the early stage of the training;the lasttw o (c) and (d) illustrate coordinated m oves over the
w ell-trained agents.

(a) tim e step 1: run w hen
attacked

(b) tim e step 2: fight back
w hen safe

(c)tim e step 3:run again (d) tim e step 4: fight back
again

Figure 3:H itand Run tactics in com bat3 M arines (ours)vs.1 Zealot(enem y).

efficiently propagated through the entire netw orks. Y et,unlike C om m N et[20],our com m unication is
notfully sym m etric,and w e m aintain certain socialconventions and roles by fixing the order of the
agents thatjoin the R N N .T his w ould help solving any possible tie betw een m ultiple optim aljoint
actions [35,36].

T he structure of our bidirectionally-coordinated net(B iC N et) is illustrated in Fig.1.Itconsists of
the policy netw orks (actor) and the Q -netw orks (critic),both of w hich are based on bi-directional
R N N .T he policy netw orks,taking a shared observation together w ith a localview ,return actions for
individualagents.T herefore,individualagents are able to m aintain their ow n internalstates,w hile
being able to share the inform ation w ith other collaborators. T he bi-directional recurrentm echanism
acts notonly as a com m unication m eans betw een agents butalso as a localm em ory state. W e further
intensify the actor w ith the conceptof grouping [44],w hich plays an im portantrole in influencing
socialbehaviours. A s an inputw e allow a sm allnum ber of agents to build a localcorrelation before
fed into the recurrentlayers. A s such,the m odelscales m uch better.In the experim ents,w e found
thatthe group-based actor can help learning the group activities such as focusing fire. T he Q -value
netw orks,taking the state and the actions from the policy netw orks as inputs,return the estim ated
localQ -value foreach individualagent.T he localQ -value is then com bined to provide the estim ation
ofthe globalrew ard.

4 A nalysis and D iscussion on L earned C oordination Strategies

W ith adequate trainings from scratch,B iC N etw ould be able to discoverseveraleffective collaboration
strategies. In this section,w e conducta qualitative analysis on the collaboration policies thatB iC N et
learned. For the detailed experim ent configurations/param eter tuning as w ell as the perform ance
com parisons,w e referto Section 5.

C oordinated m oves w ithout collision. W e observed that, in the initial stages of learning (as
illustrated in the lefttw o scenes in Fig.2),the agents m ove ratherin an uncoordinated w ay,particularly,
w hen tw o agents are close to each other,one agentm ay unintentionally block the other’s path. W ith
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Combat 3 Marines (ours) vs. 1 Super Zergling (enemy) 

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017



“Hit and Run” tactics

combat 3 Marines (ours) vs. 1 Zealot (enemy)

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017

(a)Early stage oftraining (b)Early stage oftraining (c)W ell-trained (d)W ell-trained

Figure 2: C oordinated m oves w ithout collision in com bat 3 M arines (ours) vs.1 Super Zergling
(enem y).T he firsttw o (a) and (b) illustrate thatthe collision happens w hen the agents are close by
during the early stage of the training;the lasttw o (c) and (d) illustrate coordinated m oves over the
w ell-trained agents.

(a) tim e step 1: run w hen
attacked

(b) tim e step 2: fight back
w hen safe

(c)tim e step 3:run again

Attack
M ove
Enem y

(d) tim e step 4: fight back
again

Figure 3:H itand Run tactics in com bat3 M arines (ours)vs.1 Zealot(enem y).
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the policy netw orks (actor) and the Q -netw orks (critic),both of w hich are based on bi-directional
R N N .T he policy netw orks,taking a shared observation together w ith a localview ,return actions for
individualagents.T herefore,individualagents are able to m aintain their ow n internalstates,w hile
being able to share the inform ation w ith other collaborators. T he bi-directional recurrentm echanism
acts notonly as a com m unication m eans betw een agents butalso as a localm em ory state. W e further
intensify the actor w ith the conceptof grouping [44],w hich plays an im portantrole in influencing
socialbehaviours. A s an inputw e allow a sm allnum ber of agents to build a localcorrelation before
fed into the recurrentlayers. A s such,the m odelscales m uch better.In the experim ents,w e found
thatthe group-based actor can help learning the group activities such as focusing fire. T he Q -value
netw orks,taking the state and the actions from the policy netw orks as inputs,return the estim ated
localQ -value foreach individualagent.T he localQ -value is then com bined to provide the estim ation
ofthe globalrew ard.

4 A nalysis and D iscussion on L earned C oordination Strategies

W ith adequate trainings from scratch,B iC N etw ould be able to discoverseveraleffective collaboration
strategies. In this section,w e conducta qualitative analysis on the collaboration policies thatB iC N et
learned. For the detailed experim ent configurations/param eter tuning as w ell as the perform ance
com parisons,w e referto Section 5.

C oordinated m oves w ithout collision. W e observed that, in the initial stages of learning (as
illustrated in the lefttw o scenes in Fig.2),the agents m ove ratherin an uncoordinated w ay,particularly,
w hen tw o agents are close to each other,one agentm ay unintentionally block the other’s path. W ith
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Coordinated moves without collision

Combat 3 Marines (ours) vs. 1 Zergling (enemy)

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017



Focus fire

combat 15 Marines (ours) vs. 16 Marines (enemy)

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017

(a)tim e step 1 (b)tim e step 2 (c)tim e step 3

Attack

Move

(d)tim e step 4

Figure 5:"focus fire" in com bat15 M arines (ours)vs.16 M arines (enem y).

(a)tim e step 1 (b)tim e step 2

Figure 6:C oordinated heterogeneous agents in com bat2 D ropships and 2 tanks vs.1 U ltralisk.

clever w ay.N either scattering over allenem ies nor focusing on one enem y (w asting attacking fires
is also called overkill) are desired. T he grouping design in the policy netw ork serves as the key
factor for B iC N etto learn “focus fire w ithoutoverkill”.In our experim ents,w e dynam ically group
the agents based on agents’geom etric locations. B ased on the grouping inputs,B iC N etm anages to
capture the intra-group behaviour and the inter-group behaviour am ong the agents. For the agents
from the sam e group,their behaviours are generally consistentand are expected to concentrate their
fires on one or tw o enem ies. For the agents from differentgroups,they are expected to focus fire on
differentenem ies. In Fig.5,w e setup group size as 6 in the “15 M arines vs. 16 M arines”battle;
our units w ere roughly assigned to 3 groups. W e found thatthe agents learn to focus their fires on
attacking 2-3 enem ies,and differentgroups of agents w illlearn to m ove to the sides to spread the fire.
E ven w ith the decreasing of our unitnum ber,each group w illbe dynam ically resigned to m ake sure
thatthe 3-5 units focuson attacking one sam e enem y.

C ollaborations betw een heterogeneous agents.In StarC raft,there are tens of types of agentunits,
each w ith unique functions,action space,and its strength and w eakness. For a com batw ith different
types of units involved, w e still expect the heterogeneous collaborations. In fact, heterogeneous
collaborations can be easily im plem ented in our fram ew ork by lim iting the param eter sharing only to
the sam e types of the units. In this paper,w e studied a sim ple case w here tw o D ropships and tw o
tanks collaborate to fightagainstan U ltralisk.A D ropship does nothave the function of attack,butit
can carry m axim ally tw o ground units in the air.A s show n in Fig.6,w hen the U ltralisk is attacking
one of the tanks,the D ropship escorts the tank to escape from the attack. A tthe sam e tim e,the other
D ropship unloads his tank to the ground so as to attack the U ltralisk.A teach side,the collaboration
betw een the D ropship and the tank keeps iterating untilthe U ltralisk isdestroyed.

5 E xperim ents

5.1 E xperim entalSetup

To understand the properties of our proposed B iC N etand its perform ance,w e conducted experim ents
over differentsettings of the StarC raftcom bats. Follow ing sim ilar experim entset-up as [20],B iC N et
controls a group of agents trying to defeatthe enem y units controlled by the built-in A I.T he level
of com bat difficulties can be adjusted by varying the unit types and the num ber of units in both
sides. W e m easured the w inning rates,and com pared itw ith the state-of-the-art approaches. T he
com parative baselines consist of both the rule-based approaches and deep reinforcem ent learning
approaches. O ur setting is sum m arised as follow s w here B iC N etcontrols the form er units and the
built-in A Icontrols the latter:

8



Coordinated heterogeneous agents

combat 2 Dropships and 2 tanks vs. 1 Ultralisk

Peng Peng, Quan Yuan, Ying Wen, Yaodong Yang, Zhenkun Tang, Haitao Long, Jun Wang, Multiagent Bidirectionally-

Coordinated Nets for Learning to Play StarCraft Combat Games, 2017
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