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Message from MMTC Chair 

Dear Fellow MMTC Members,  
 
During the past few months, we have been working hard to invite new MMTC leader team members on 
board. I am very happy to introduce the new team to you.  
 
The Board Leaders are: 
 
E-letter Board 
  Director: Shiwen Mao, Aburn University, USA  
  Co-Director: Guosen Yue, NEC Labs, USA  
  Co-Director: Periklis Chatzimisios, Alexander Technological Educational Institute of Thessaloniki, 

Greece  
 
R-letter Board 
  Director: Irene Cheng, University of Alberta, Canada    
  Co-Director: Xianbin Wang, University of Western Ontario, Canada  
 
Award Board 
  Director: Mung Chiang, Princeton University, USA  
  Co-Director: Vincent Wong, University of British Columbia, Canada  
 
Services & Publicity Board 
  Director: Joel Rodrigues, University of Beira Interior, Portugal 
  Co-Director: Honggang Wang, University of Massachusetts Dartmouth, USA  
 
Membership Board 
  Director: Ci Song, University of Nebraska-Lincoln, USA  
  Co-Director: Ping Wang, Nanyang Technological University, Singapore  
 
The IG (Interest Groups) leaders are: 
 
(QoEIG) QoE for Multimedia Communications 
   Chair: Weisi Lin, Nanyang Technological University, Singapore  
   Vice-chairs: Tasos Dagiuklas, Technological Institute of Messolonghi 
       Adlen Ksentini, IRISA - University of Rennes 
   Advisor: Chang Wen Chen, University of Buffalo, USA  
 
(ASPIG) Acoustic and Speech Processing for Communications  
   Chair: Zhiqiang Wu, Wright State University, USA  
   Vice-chairs: Xihong Wu, Peking University, China  
       Pei-Jung Chung, University of Edinburgh, UK  
   Advisor: Jerry Gibson, UCSB, USA 
 
(VAIG) Visual Analysis, Content Management and Interaction for Communications  
   Chair: Benoit Huet, EURECOM, France 
   Vice-chairs: Xu Dong, NTU, Singapore 
       Gene Cheung, NII, Japan 
   Advisor: Xian-Sheng Hua, Microsoft Research Asia, China 
 
(IMVIMEC) Image, Video & Mesh coding 
   Chair: Petros Daras, CERTH/Information Technologies Institute, Greece 
   Vice-chairs: Aljoscha Smolic, Disney Research Zurich, Switzerland 
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       Paulo Nunes, University Institute of Lisbon/Instituto de Telecomunicações, Portugal 
       Ebroul Izquierdo, Queen Mary University of London, UK 
   Advisor: Aggelos Katsaggelos, Northwestern University, USA 
 
(MSIG) Media Streaming  
   Chair: Nabil J. Sarhan, Wayne State University, USA 
   Vice-chairs: Di Wu, Sun Yat-Sen University, China 
       Sanjeev Mehrotra, Microsoft Research, USA 
   Advisor: John Apostolopoulos, HP Labs, USA 
 
(SecIG) Media Processing and Communications Security  
   Chair: Jiangtao (Gene) Wen, Tsinghua University, China 
   Vice-chairs: Haiyong Xie, Huawei Research Labs, USA 
   Advisor: Wenjun Zeng, University of Missouri, USA 
 
(3DRPCIG) 3D Rendering, Processing and Communications  
   Chair: Maria Martini, Kingston University-London, UK  
   Vice-chairs: Cha Zhang, Microsoft Research, USA 
       Jianfei Cai, Nanyang Technological University, Singapore  
   Web Chair: Chaminda Hewage, Kingston University-London, UK  
   Advisor: Chang Wen Chen, University of Buffalo, USA 
 
(WTIG) Wireless Technology for Multimedia Communications  
   Chair: Fen Hou, Macao Polytechnic Institute 
   Vice-chairs: Ali Tajer, Wayne State University, USA 
       Ping Wang, Nanyang Technological University, Singapore 
       Lin Cai, HUAWEI, USA 
   Advisor: Sherman Shen, University of Waterloo, Canada 
 
(GMCIG) Green Multimedia Communications  
   Chair: Kyle Guan, Bell Labs, Alcatel-Lucent, USA  
   Vice-chairs: Jaime Llorca, Bell Labs, Alcatel-Lucent, USA 
       Wee Peng Tay, Nanyang Technology University, Singapore 
 
(DSNIG) Distributed and Sensor Networks for Mobile Media Computing and Applications  
   Chair: Min Chen, Huazhong University of Science and Technology, China 
   Vice-chairs: Jun Wu, Tongji University, China 
       Yevgeni Koucheryavy, Tampere University of Technology, Finland 
   Advisor: Marie-Jose Montpetit, MJMontpetit.com, USA 
 
(MENIG) Multimedia Services and Applications over Emerging Networks  
   Chair: Chuan Wu, The University of Hong Kong, Hong Kong 
   Vice-chairs: Zhou Su, Waseda University, Japan 
       Chin-Feng Lai, National Ilan University, Taiwan, ROC  
   Advisor: Dah-Ming Chiu , Chinese University of Hong Kong, Hong Kong 
 
(CLDIG) Cross-layer Design for Multimedia Communications  
   Chair: Dusit (Tao) Niyato, Nanyang Technological University, Singapore 
   Vice-chairs: Xiaoqing Zhu, Cisco, USA 
   Advisor: Ekram Hossain, University of Manitoba, Canada 
 
(MCDIG) Multimedia Content Distribution: Infrastructure and Algorithms  
   Chair: Zongpeng Li, University of Calgary, Canada 
   Vice-chairs: Zuqing Zhu, University of Science and Technology of China, China  
       Ying Li, Samsung, USA 
   Advisor: Keith W. Ross, Polytechnic Institute of NYU, USA 
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I am very excited to have such an excellent team in place, and I look forward to working closely with the 
team as well as every MMTC member to make the TC an even stronger one.  
   

Regards, 

 

Jianwei Huang 

Chair, IEEE ComSoc Multimedia Communication Technical Committee  
http://jianwei.ie.cuhk.edu.hk/ 
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EMERGING TOPICS: SPECIAL ISSUE ON “Wireless Multimedia 

Communications” 
 

Wireless Multimedia Communications 
 

Guest Editors:  Periklis Chatzimisios1 and Albert Banchs2 3  
1Alexander TEI of Thessaloniki, Greece, pchatzimisios@ieee.org 

2  Universidad Carlos III de Madrid, Avda. Universidad 30, 28911 Leganes, Spain,  
3 Institute IMDEA Networks, Avda. del Mar Mediterraneo, 28912 Leganes, Spain 

banchs@it.uc3m.es 
 

This Special Issue gathers a collection of five selected 
articles that present a variety of concerns and latest 
advances relating to Wireless Multimedia 
Communications. 

The first article “Energy-Efficient Delay-Critical 
Communication in Unknown Wireless Environments” 
presents a summary of novel reinforcement learning 
approaches to achieve energy-efficient point-to-point 
transmission of delay-critical multimedia data in 
unknown wireless environments. In particular, the 
proposed solutions can be applied to significantly more 
complex transmission strategies and network scenarios 
for more complex video traffic. 

The second article “An Enriched Multimedia 
Experience for Wireless Networks in Horizon 2020 and 
Beyond” the paper focuses on future mobile terminals 
and present their view on new multimedia 
technologies, as the crucial ingredients for the 
immersive, collaborative, emotional and interactive 
user experience. The authors also introduce a new 
notion of collaborative multimedia, 3D audio & video 
formats and evolution of the corresponding codecs. 
Furthermore, this article provides some insights into 
augmented reality for several applications (e.g. gaming, 
advertising, localization, and orientation).  

The third article “Towards QoE-Driven Resource 
Allocation for Multimedia Services in LTE” introduces 
a solution for a domain wide QoE-driven resource 
allocation of multimedia services based on the 
negotiation and calculation of a per-session Media 
Degradation Path (MDP). The authors present the 
simulation tool that was developed for evaluating the 
proposed model, considering the notion of 3GPP-based 
Evolved Packet System (EPS) over Long Term 
Evolution (LTE) wireless networks. Finally, the article 
includes the validation of the proposed approach by 
using their simulation results as input for the publicly 
available LTE-Sim simulator. 

The fourth article “Radio Resource Management for 
Video Traffic in IEEE 802.16 Networks” presents two 
proposed solutions for intra-cell radio resource 
management optimization for video traffic. The authors 
specifically focus on IEEE 802.16 and they propose an 
enhanced multi-model CAC function based on 
measurements as well as a prediction based “long-
term” bandwidth reservation scheme. Subsequently, 
they provide a performance evaluation that 
demonstrates the positive impact of the two solutions 
on both Grade of Service (GoS) and Quality of Service 
(QoS). 

The last paper “Watermarking Technologies in 
Wireless Multimedia Sensor Networks” studies the 
existing methods of using watermarking technologies 
in order to provide security protection for multimedia 
data streaming over Wireless Multimedia Sensor 
Networks (WMSNs). In particular, the authors classify 
the watermarking based schemes in two categories 
(quality-aware schemes and resource-aware schemes) 
and then discuss new research issues that can further 
enhance the related applications.  

We would like to thank all the authors for their 
contribution and hope these articles will stimulate 
further research on wireless multimedia 
communications and help by providing an up-to-date 
sketch of currently hot topics on this research area.  

Finally, we want to express our gratitude to the Vice 
Chair of Letter & Member Communications, Dr. Kai 
Yang, as well as to Shiwen Mao and Guosen Yue 
(Director and co-Director of the IEEE MMTC E-letter, 
respectively) for their invaluable support in 
coordinating this Special Issue. 

Enjoy your reading! 
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Periklis Chatzimisios is an 
Assistant Professor with the 
Department of Informatics at the 
Alexander TEI of Thessaloniki. 
He holds a Ph.D. degree in 
Computer Engineering from 
Bournemouth University. He 
currently serves as a Member for 
the IEEE Communication 

Society (ComSoc) Standards Board. He also serves as 
Organizing/TPC member and co-Chair for several 
conferences and he holds editorial board positions for 
many IEEE and non-IEEE journals. He has been an 
Organizer/Invited Speaker for many dissemination 
events, talks and seminars.  
Dr. Chatzimisios is the author/editor of 8 books and 
more than 70 peer-reviewed papers and book chapters. 
His published research work has received more than 
600 citations by other researchers. His current research 
activities are mainly focused on wireless 
communications, multimedia communications (mainly 
Quality of Service and Quality of Experience) and 
security.  

 

 

 

 

Albert Banchs received his 
degree in telecommunications 
engineering from the 
Polytechnic University of 
Catalonia in 1997, and his Ph.D. 
degree from the same university 
in 2002. He received a national 
award for the best Ph.D. thesis 
on broadband networks. He was 
a visiting researcher at ICSI, 

Berkeley, in 1997, worked for Telefonica I+D, Spain, 
in 1998, and for NEC Europe Ltd., Germany, from 
1998 to 2003. He has been with the University Carlos 
III of Madrid since 2003. Since 2009, he also has a 
double affiliation as Deputy Director of the institute 
IMDEA Networks.  
Albert Banchs has authored over 80 publications in 
peer-reviewed journals and conferences and holds six 
patents. He is area editor for Computer 
Communications and has been senior and associate 
editor for IEEE Communications Letters and guest 
editor for IEEE Wireless Communications, Computer 
Networks and Computer Communications. He has 
served on the TPC of a number of conferences and 
workshops including IEEE INFOCOM, IEEE ICC and 
IEEE GLOBECOM, and has been TPC chair for 
European Wireless 2010, IEEE HotMESH 2010 and 
IEEE WoWMoM 2012. He is senior member of IEEE.  
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Energy-Efficient Delay-Critical Communication in Unknown Wireless Environments 

Nicholas Mastronarde* and Mihaela van der Schaar** 
*State University of New York at Buffalo, USA, **University of California Los Angeles, USA 

nmastron@buffalo.edu, mihaela@ee.ucla.edu

1. Introduction 
Delay-critical multimedia applications such as 
videoconferencing, surveillance, medical health 
monitoring, etc. often operate in dynamic wireless 
environments where they experience time-varying and 
a priori unknown channel conditions and traffic loads. 
In [1][2][3], we propose to learn the impact of these 
dynamics on the user’s utility using a novel class of 
online reinforcement learning techniques that do not 
require a priori specified models of these environments.  
 

Many existing solutions for transmitting delay-critical 
packets under energy constraints react to the 
experienced dynamics in a “myopic” way, by 
optimizing the transmission strategies based only on 
information about the current traffic and channel 
dynamics [9][10]. However, our work in [1][2][3] 
shows that, to achieve the optimal power-performance 
tradeoff, users should adopt foresighted strategies that 
account for the fact that current decisions impact their 
immediate and future performance. Meanwhile, many 
existing foresighted solutions assume that the 
underlying dynamics are known [11][12]; however, 
when they are unknown, only heuristic solutions are 
provided, which cannot guarantee optimal performance 
because they ignore side information about the traffic 
and channel dynamics. Alternative methods for 
optimizing transmission in unknown environments rely 
on reinforcement learning [13][14], where the goal is to 
learn the state-value function, which provides a 
measure of the expected long-term performance (utility) 
when the transmitter is acting optimally in a dynamic 
environment. However, these methods have to learn the 
state-value function in every possible state; as a result, 
they incur large memory overheads for storing the 
state-value function and they are slow to adapt to new 
or dynamically changing environments, especially 
when the state space is large. This limitation makes 
them unsuitable for wireless multimedia 
communication, where low-delay and energy-efficiency 
are paramount. Our methods and algorithms proposed 
in [1][2][3] are able to fulfill these two requirements by 
exploiting the specific structures and unique properties 
of the considered transmission policies, as well as their 
utilities and experienced dynamics. 
 

The remainder of this letter is organized as follows. In 
Section 2, we formulate the transmission problem. In 
Section 3, we describe the learning algorithms 

proposed in [1][2][3]. In Section 4, we present our 
numerical results and conclude in Section 5. 

tl

nh

tx

ty

 
Figure 1. Point-to-point transmission model. 

 
2. Illustrative point-to-point transmission model 
We consider a simple model for the energy-efficient 
transmission of delay-critical data over a fading 
channel to illustrate our learning solutions. We assume 
that time is slotted into discrete-time intervals of length 
tΔ . We let th ∈ H  denote the fading coefficient over 

the point-to-point link in slot t  as illustrated in Figure 
1. We assume that the set of channel states H  is 
discrete and finite and that the sequence of channel 
states can be modeled as a Markov chain with 
transition probabilities 1( | )h t tp h h+  [1][2][13][14]. 
Importantly, ( )⋅⋅ |hp  is unknown a priori. 
 

The source injects {0,1, }tl ∈ …  packets into the FIFO 
transmission buffer in each slot. The arrivals are 
assumed to be i.i.d. with distribution ( )tlp l , which is 
also unknown a priori. The buffer state tx  evolves 
recursively: i.e., 1 ( , )t t t tx Purge x y l D+ = − + , 
where 0x  is the initial buffer state, 0 t txy≤ ≤ is the 
amount of data transmitted in slot t , and packets 
whose delay deadlines (denoted by D ) have passed are 
purged from the buffer. Based on this buffer recursion 
and the arrival distribution )·(lp , the sequence of 
buffer states { 0,: 1, }tx t = …  can be modeled as a 
controlled Markov chain with transition probabilities 

1( | , )t t tp x x y+  [1][2][13]. When ty  packets are 
transmitted in slot t , the immediate utility received by 
the transmitter is denoted by ( , ) 0t tu x y ≥  and the 
incurred transmission cost is denoted by ( , ) 0t tc h y ≥ . 
The utility can be defined in terms of the delay and the 
costs can be the exerted transmission energy. 
 
Constrained Markov decision process formulation 
We define the state of the system at time t  as 

( , )t t ts x h=  and the action at time t  as ty . Hence, the 
sequence of states { : 0,1, }ts t = …  can be modeled 
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as a controlled Markov chain with transition 
probability function 1( | , )t t tp s s y+ . The objective for 
the user is to determine the transmission action in each 
slot to maximize its long-term utility subject to a 
constraint on its long-term cost: i.e.,  

 
0 , 0

0

max ( , )  

           s.t.  ( , )
t t

t
y x t t tt

t
t tt

E u x y

E h y cc

α

α

∞
≤ ∀ =

∞
=

≤
⎡ ⎤
⎢ ⎥⎣ ⎦
⎡ ⎤
⎢ ≤⎥⎣ ⎦

∑
∑

 (1) 

where    α ∈ [0,1)  is the discount factor and c  is the 
average cost constraint [1][2]. We can reformulate the 
constrained optimization in (1) as an unconstrained 
optimization by introducing a Lagrange multiplier 

0λ ≥  associated with the cost constraint. For a fixed 
λ , the optimal solution to the unconstrained 
optimization satisfies the following Bellman equation: 

 *,
*,0

( , ) ( , )
( ) max , .

( | , ) ( )y
s S

x

u x y c h y
J s s

p s s y J s
λ

λ

λ
α ∈

≤ ′≤

⎡ ⎤− +⎢ ⎥= ∀⎢ ⎥′ ′⎢ ⎥⎣ ⎦∑ (2) 

We refer to *,J λ  as the optimal state-value function 
(SVF). The optimal policy *, ( )sλπ , which gives the 
optimal action to take in each state, can be determined 
by taking the action that maximize the right-hand side 
of (2) (assuming the dynamics are known). 
 
Post-decision state based dynamic programming 
A key element of our approach is the use of an 
intermediate state  called the post-decision state 

( , )s x h= �� �  (hereafter PDS) and of a value function 
over the PDSs that we refer to as the post-decision 
state-value function V λ  (hereafter PDSVF). The 
relationship between the PDS ( , )t t ts x h= �� �  and the 
conventional state ( , )t t ts x h=  is as follows: 

( )1, , ,t t t t t t t tx x y h h x Purge x l D+= − = = +�� � . (3) 
The buffer’s PDS t t tx x y= −�  characterizes the 
buffer state after the data is transmitted, but before new 
data arrives; and the channel’s PDS is the same as the 
channel state at time t . In other words, the PDS 
incorporates all of the known information about the 
transition from state ts  to state 1ts +  after taking 
action ty . Meanwhile, the next state incorporates all of 
the unknown dynamics that were not included in the 
PDS (i.e., the packet arrivals and next channel state).  
 

The conventional SVF Jλ and PDSVF V λ  are related 
through the following Bellman equations: 

 *,
0 *,

( , ) ( , )
( , ) max

( , )y x

u x y c h y
J x h

V x y h
λ

λ

λ
α≤ ≤

⎡ ⎤−⎢ ⎥= ⎢ ⎥+ −⎢ ⎥⎣ ⎦
, (4) 

( )*, *
|

,
,( , ) ( , ), ,
t tl hh tV x h J Purge x l D hλ λ

′
⎡ ⎤′= +⎢ ⎥⎣ ⎦E � (5) 

Equation (5) shows that the PDSVF *,V λ  is obtained 
from the conventional SVF *,J λ  by taking the 
expectation over the possible traffic arrivals and 
channel transitions. Meanwhile, (4) shows that the 
conventional SVF can be obtained from the PDSVF 

*,V λ  by maximizing over the scheduling actions. 
 

Studying the Bellman equations for the conventional 
SVF (i.e., (2)) and those for the PDSVF (i.e., (4) and 
(5)), we notice: First, in the latter the expectation over 
the channel states and packet arrivals is separated from 
the maximization. This allows us to separate learning 
and decision making (see PDS learning in Section 3). 
Second, because the channel and traffic dynamics are 
independent of the queue backlog, we can develop a 
batch online update of the PDSVF to enable fast 
learning (see virtual experience learning in Section 3). 

 
3. Learning the optimal policy 
 

Post-decision state learning 
In slot t , given the state ( , )t t ts x h= , the scheduling 
action ty  should be selected to maximize the right-
hand side of (4). However, we cannot compute the 
PDSVF ,V λ∗  using (5) because we do not know )·(lp  
and ·)(·|hp ; instead, we must update it online using 
reinforcement learning [8]. PDS learning uses two 
simple update steps: the first updates the conventional 
SVF and the second updates the PDSVF:  

 
0

( , ) ( , )
( , ) max

( , )t

t t t t t t
t t t

t t ty x

u x y c h y
J x h

V x y h
λ

λ

λ
α≤ ≤

⎡ ⎤−⎢← ⎥
⎢ ⎥+ −⎢ ⎥⎣ ⎦

, (6)

 
( )

1

1

( , ) (1 ) ( , )

                  ( , ),
t t t

t

t t

t tt t

t tV x h V x h

J Purge x l D h

λ λ

λ

β
β

+

+

− +←
+

�

�
, (7) 

where tβ  is a learning rate factor. It can be shown that 
the above updates converge to the optimal PDSVF 

*, ( , )V x hλ  [1][2][13]. Equation (7) computes the 
PDSVF by replacing the expectation in (5) with a 
sample average obtained from interactions with the 
environment. Note that λ∗  can be found using 
stochastic subgradient methods [1][2][13]. 
 
Virtual experience learning 
PDS learning only updates one PDS in each time slot 
[13]. In most wireless communication settings, 
however, the data arrivals and channel state transition 
are independent of the queue backlog tx  (e.g., 
[1][2][11][12][13][14]) such that the traffic arrival tl  
and next channel state 1th +  would have been realized 
at any possible backlog x  with the same probability. 
Hence, instead of updating the PDSVF only at the PDS 
( , )t tx h�  as in [13], we update the PDSVF at all backlog 
states with the same channel state th  (i.e., 
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{( , ), }tx h x∀� � ). We refer to this as virtual experience 
(or batch) learning because we did not actually visit all 
of the buffer states that we update [1][2]. 
 
In Figure 2, we compare the Q-learning [8], PDS 
learning [13], and virtual experience learning 
algorithms [1] with the optimal policy. The x-axis is in 
log-scale to highlight how the cumulative average 
power and delay change over time. The virtual 
experience learning algorithm achieves optimal delay 
performance within 300 slots (corresponding to 3 
seconds for 10 ms slots) and optimal power 
performance within 1000 slots; the PDS learning 
algorithm achieves optimal delay and power 
performance within 10,000 and 50,000 slots, 
respectively; and within 50,000 slots Q-learning neither 
converges to the optimal power-performance tradeoff 
nor meets the 30 mW power constraint. 
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Figure 2. Learning algorithm performance comparison 
( 0.98α = ). (a) Average power. (b) Average delay. 

 
Approximation-based learning 
The complexity of virtual experience learning increases 
linearly in the number of buffer states and therefore 
may be computationally prohibitive if the capacity of 
the queue is large. To address this, we propose an 
approximation-based learning algorithm that allows us 
to systematically tradeoff the complexity of the 
learning algorithm and its achievable performance, 
without sacrificing the convergence rate. 
 

The approximation-based learning algorithm is made 
possible by the fact that the typical utility/cost 
functions in the considered multimedia transmission 
problems satisfy certain properties of discrete functions, 
namely supermodularity [15] and multimodularity [16],  
which impose specific structures on the optimal policy 
and SVF: in particular, (i) the monotonic structure of 
the optimal scheduling policy (i.e., the optimal 

scheduling action , ( )xλπ∗  is non-decreasing in the 
buffer state) and (ii) the concavity of the extensions of 
the SVF *, ( , )J x hλ  and PDSVF *, ( , )V x hλ , where the 
extension is defined as the linear interpolation of the 
functions over x +∈ \  [16].  
 

Because of the concavity of the PDSVF’s extension, 
we are able to compactly represent it using a piece-
wise linear function approximation, thereby decoupling 
the learning update complexity from the (potentially 
large) number of buffer states. Our preliminary results 
show that the energy increase due to approximation is 
less than 5% for a fixed delay, while the number of 
states updated in each slot decreases by two orders of 
magnitude [2]. Hence, the proposed approximate 
approach can be implemented on a user employing 
limited processing and memory capacity, with minimal 
performance penalties in terms of delay and energy. 
 

Instead of updating all the states for the PDSVF, we 
can exploit the approximation of the concave PDSVF 

( , )tV x hλ �  and only update a limited number of states in 
each slot, which can be determined by an adaptive 
method. Specifically, we can obtain an approximately 
optimal scheduling policy (̂ , )tx hπ  by replacing the 
PDSVF tV

λ  in (6) with the approximated PDSVF t̂V
λ . 

We can also update the PDSVF ( , )tV x hλ �  similar to (7), 
but by approximating it with a concave and increasing 
function.  Our results in [2] indicate that the learned 
PDSVF converges to an ε -optimal PDSVF, where 

0ε >  is a user-defined parameter. 

 
Figure 3. Delay-energy tradeoff comparison in a 

Markovian channel. 
 
In Figure 3, we compare our proposed approximation-
based approach with the stability-constrained 
optimization method proposed in [10]. Targeting 
stability leads to poor performance in the low-delay 
region because it does not directly minimize queuing 
delays and it ignores the channel and multimedia traffic 
dynamics. Figure 3 shows the delay-energy tradeoffs of 
our adaptive approximation-based learning approach 
and the stability-constrained optimization, from which 
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it is clear that our proposed method achieves lower 
power consumption in both the high delay region 
(>150 ms) and the low delay region. In the low delay 
region, the proposed method can reduce the delay by 
70% or more for the same average energy consumption. 
Other preliminary results, not reported here due to 
space limitations, have shown improvements of 60% 
even when the channel is not Markovian [2]. 

 
5. Conclusion 
We provide a high-level summary of the novel 
reinforcement learning approaches proposed in [1][2] 
[3] to achieve energy-efficient point-to-point 
transmission of delay-critical multimedia data in 
unknown wireless environments. Importantly, the 
proposed solutions can be applied to significantly more 
complex transmission strategies and network scenarios 
such as multi-user, cooperative, multi-hop, etc. – see, 
e.g., [4][5][6][7] for some preliminary results – as well 
as more complex video traffic. 
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1. Introduction 
Looking at horizon 2020 and beyond, we are expecting 
an interconnected world where virtual and augmented 
reality will be an integral part of our daily lives. The 
user/prosumer experience will be enriched through 3D 
interactions and immersions (virtual world, 3D vision, 
interactive gaming, augmented reality, collaborative 
multimedia, etc.), enhanced interfaces for devices 
(gesture, voice, etc.) and efficient, contextual and 
personalized search engines [1].  
 

Future network technologies are envisioned to connect 
people, things, goods, processes and any source of 
relevant information. As illustrated in Figure 1, future 
carrier networks will provide seamless, high speed 
access to ICT resources, and full connectivity; it will 
be possible to perform big analytics in an open cloud 
ecosystem with reliable and secure hardware, software 
and prosumer centric applications [2].   
 

5G mobile networks will implement new technologies 
and improve performance for direct Device-to-Device 
(D2D) and massive Machine-to-Machine (M2M) 
communication, ultra-dense and moving networks, and 
ultra-reliable communication. Hyper connectivity will 
be provided to everyone and to every-thing. The radio 
interface will be redesigned to support new waveforms, 
multiple accesses, enhanced multi-node coordination, 
multi-antenna, and multi-hop communications, as well 
as heterogeneous multi-layer scenarios and flexible 
spectrum allocation [3].   
 

In this paper, we focus on future mobile terminals and 
present our view on new multimedia technologies, as 
the crucial ingredients for the immersive, collaborative, 
emotional and interactive user experience. As a part of 
this framework, the paper introduces the new notion of 
collaborative multimedia, 3D audio and video formats 
and evolution of the corresponding codecs. Also, this 
letter provides some insights into augmented reality for 
several applications, such as gaming, advertising, 
localization, and orientation. There technologies will 
demand for more bandwidth consumption, innovative 
multimedia coding technologies and specific standards.  
The technical feasibility and business viability of the 
proposed solutions for mobile terminals are also 
discussed in the following sessions, paying particular 
attention to the most promising research trends and 
related ongoing standardization activities.  
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Figure 1. Wireless network and services vision. 
 
2. Future mobile terminals 
This section introduces three key enabling technologies, 
namely collaborative multimedia, 3D multimedia and 
augmented reality, which will influence the design of 
the next generation mobile terminals and networks.   
 
Collaborative multimedia 
As illustrated in Figure 2, future mobile terminals will 
support by default multi-sensors or arrays of sensors. In 
addition to multiple antennas for optimal connectivity, 
a mixture of multimedia sensors (microphone, speaker, 
camera, display) will allow the mobile phone to capture, 
process and render multimedia information in a natural, 
contextual, immersive and intelligent way. Furthermore, 
the technology evolution for a direct interaction among 
terminals, such as collaborative multimedia, will likely 
be one of the most important differentiating factors for 
an emotional multimedia wireless experience. The key 
technical ingredients for collaborative multimedia are: 
location sensing, synchronization, content adaptation 
and natural audio/video interfaces. Social proximity 
sensing gives a better estimate of location information. 
In systems of microphone arrays, the synchronization 
accuracy is a critical parameter for multi-screen ren-
dering, augmented reality, noise reduction and acoustic 
echo cancellation. Content adaptation may provide a 
smart content adjustment to different locations, number 
of devices and various actions. Some use cases worth 
mentioning are:  

• Collaborative music playing (stereo or 5.1 
chan-nels play back by multiple phones, each 
phone playing one of the audio channels). 
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• Collaborative mixing (DJ mixing on a tablet, 
using music coming from the cloud, tablet and 
every phones locally connected). 

• Collaborative conferencing (speakers may 
move around in the room, as their mobile phones 
include auxiliary microphones to capture the 
sound).  

• Collaborative augmented reality games 
(people jointly interact with the surrounding 
environment). 
 

 
Figure 2. Collaborative multimedia vision. 

 
3D multimedia 
In the near future, it is expected that 3D multimedia 
will be one of the fundamental applications for mobiles. 
Augmented reality, 3D user interfaces, natural gesture 
recognition and interaction, immersive multimedia and 
communications, are examples of such a vast range of 
applications. As of today, only mono audio format is 
supported for communications in mobile networks, and 
3D video technology is encountering difficulties in 
penetrating the market, especially due to the current 
low quality of experience with 3D displays, along with 
the lack of good 3D video contents. In fact, while 
today’s 3D display technology can recreate the effect 
of convergence (eyes rotation in opposite directions to 
maintain binocular vision), other important depth cues, 
such as accommodation (change of focus), cannot be 
appropriately reproduced as the resulting image is 
being displayed on a flat surface. This limitation has 
several consequences, such as eye strain, fatigue, and 
temporary diplopia [4]. It is believed that a natural, 
“real” and not tiring viewing experience is the key 
enabler for a mass adoption of 3D technologies in the 
mobile domain. Besides this, we deem that future-proof 
3D devices shall support two more features: full motion 
parallax and multi-viewer fruition. 
 

Similar observations can be made for 3D audio 
technologies. The surround sound formats such as 5.1, 
7.1 or 22.2 channels have been developed mainly for 
cinema or home theater applications. Indeed, while a 
real immersive audio rendering can be obtained for a 
3D audio personal experience with earphones through 
binaural synthesis [5], the use of multi-speaker systems 

in small devices is still extremely difficult to realize 
due to space constraints. Furthermore, the integration 
of multiple transducers to capture and render 3D sound 
and improve the user experience will of course have a 
serious impact on the acoustic design of the terminal, 
the associated signal processing and on transmission of 
audio content [6]. In mobile applications, it is expected 
that spatial audio communications will gain momentum 
with the integration of stereo microphones or micro-
phone arrays (e.g. Huawei Ascend D2 terminal sup-
ports a novel enhanced stereo microphone technology).  
 

Augmented reality 
Augmented Reality (AR) is considered as one of the 
most prominent mobile application of the future [7], 
giving users an unprecedented way to enrich real world 
with related information. However, current computer 
vision technologies for augmented reality present 
severe limitations, especially in latency performance 
and battery consumption. The former relates to the 
need of real-time information exchange with data 
centers (the cloud) for object identification, the latter is 
due to the continuous local execution of computer 
vision algorithms for tracking objects. We consider the 
latency aspect of particular importance to convey a 
graceful user experience: due to the fully interactive 
nature of AR applications, the experienced delay shall 
be even smaller than the one typically acceptable for 
conversational services. 
 
3. Immersive audio 
Spatial audio conferencing has recently gained strong 
interest from the research community. Virtual meeting 
room can be simulated through binaural synthesis for a 
more natural and immersive experience, with improved 
intelligibility and less fatigue. This spatialization effect 
is achieved through multichannel audio signals, using 
stereo audio codecs (parametric stereo coding or spatial 
audio coding) with improved performance with respect 
to dual mono operations [8][9]. For mobile applications 
the next generation of communication codecs, denoted 
as Enhanced Voice Service (EVS) codec, is currently 
defined in 3GPP [10]. The new codecs are for VoIP 
over LTE. Furthermore, the multichannel support will 
allow a real 3D audio communication with a complete 
audio scene representation. 
 

3D audio format is also adopted for movie and gaming 
applications, using fixed and mobile terminals. Real 3D 
audio contents, e.g. 22.2 or sound field format, such as 
Higher Order Ambisonic (HOA), are emerging techno-
logies for future broadcast services. Moving Pictures 
Experts Group (MPEG) has started a new activity for 
the standardization of a new compression format [11], 
addressing those new multichannel and sound field 
formats for intermediate bit rates (form 256 Kb/s to 1.5 
Mb/s).  Low bit rates targeting mobile applications will 
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be addressed at the later time. The rendering of various 
loudspeaker systems will be a part of the same research 
framework, as heterogeneous speaker arrays must of 
course be considered in such application scenarios.  
 
4. Three dimensional video 
Video is the most bandwidth hunger content and 3D 
video applications will certainly exploit more network 
capacity. Integral imaging, also referred as Holoscopic 
imaging [12], is a promising solution to overcome the 
shortcomings of the current 3D displays technologies. 
This system makes it possible to capture multiple 2D 
images through and array of small lenses (lenslet array), 
giving a different perspective of the 3D scene. Such a 
multiplicity of perspectives is recreated at the display 
side, through a re-projection to a specular lenslet array. 
The stereoscopic effect is achieved thanks to the 
different views conveyed to the user’s eyes, thus 
enabling real 3D experience and allowing full motion 
parallax. The state of the art of integral imaging is 
rapidly progressing [13], and we are expecting that it 
will be the key technology for mass-market adoption of 
3D video. However, this technology will have a 
significant impact on the network infrastructure, due to 
the huge amount of data necessary to transmit the 
elementary images, the different images captured by 
the lenslets. The 3D holoscopic images will call for 
dedicated coding schemes, thus reducing the strongly 
redundant nature of the integral imaging signal. 
Feasible solutions for a mass adoption of the integral 
imaging technology are far from being ready. In facts, 
if we look at the standardization domain as the driving 
force for next generation commercial products, we can 
see that integral imaging is not fitting their short-
medium term plans. Recently, the two mostly active 
bodies on the definition of enabling technologies for 
video coding, Video Coding Experts Group (VCEG) 
within ITU-T and MPEG within ISO, have defined a 
joint collaborative project, named JCT-3V, addressing 
the next generation of 3D video coding algorithms. The 
most futuristic technology [15], built on top of the 
High Efficiency Video Coding (HEVC) standard 
Error! Reference source not found., is not addressing 
integral imaging, but a multi-camera/multi-depth 
representation, still relying on the current 3D display 
approach. The completion of this standard is expected 
by the end of 2014 and we believe that the 
standardization work based on real-3D and holoscopic 
imaging will follow. 
 
5. AR enabling technologies 
Augmented reality applications require frequent and 
very fast communication over the network. This is 
particularly critical when the object recognition is 
completely done on the data center side, since frequent 
upload of captured images is required. A better 

approach, extensively addressed by the research 
community, relies on the local extraction of relevant 
image descriptors. However, this only partially solves 
the problem, because most of the existing searching 
and tracking algorithms rely on local features, e.g. 
SIFT [16] and SURF [17]. Normally, hundreds or even 
thousands of features are extracted for one image. 
Under this assumption and the fact that, e.g., a vector 
of 128 bytes is used for representing one SIFT feature, 
the overall required bit rate is comparable to those 
needed for transmitting a compressed version of the 
raw image. Hence, future technologies of augmented 
reality need to complement the local features with 
compression schemes. The research community is 
already pursuing this direction, which is also addressed 
by a dedicated ongoing standardization activity carried 
out in MPEG [18]. The target is to minimize the bit 
rate of the compressed features extracted in one image, 
e.g. down to 512 bytes per image, yet maintaining an 
adequate level of recognition accuracy. 
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1. Introduction 
Multimedia services are, in general, composed of 
several media components (e.g., audio, video, data, 3D 
graphics), the number of which, as well as their 
properties and resource requirements, may vary over 
time. For example, a media flow may be started, 
stopped, or modified to adapt to current network 
conditions or user preferences. In a wireless network 
environment, the efficient use of limited radio 
resources is crucial in meeting the end user Quality of 
Experience (QoE) expectations regarding multimedia 
service usage. Although QoE metrics focus on 
subjective user quality perception, an appropriate 
mapping to system related characteristics and 
quantitative network performance parameters is 
necessary for designing the mechanisms in the network 
to actually deliver the desired QoE. 
 

Utility functions (UF) have been studied in the context 
of QoE modeling [1] and QoE-driven optimized 
resource allocation [2][3], as the mathematical means 
to specify the relation between user perceived value 
and the consumption of network resources. QoE can 
change over time, given the variations in QoE 
influencing factors (e.g., network conditions, service 
state, user preferences, usage context, etc.). UFs to be 
considered for making resource allocation decisions in 
networks may hence take on different forms during a 
service’s lifetime, for example, due to different active 
media flows, different delay/loss values, change in user 
terminal capabilities, etc. 
 

For sessions involving multiple media components 
(e.g., audio and video), different UFs may correspond 
to different components, with overall session utility 
expressed as a weighted combination. Utility-based 
multimedia adaptation decision-taking has been 
previously applied in the scope of the MPEG-21 
Digital Item Adaptation standard, and further addressed 
in the scope of multi-modal media streams [4]. A key 
issue in making QoE-driven multimedia adaptation and 
resource allocation decisions is consideration of 
individual user network/device capabilities and service 
preferences, such as, e.g., indicating relative 
importance of individual streams (comprising a single 
session) such as audio and video [5]. 
 

In this position paper we present and discuss a solution 
for QoE-driven resource allocation of multimedia 
services, based on the negotiation and calculation of a 
per-session Media Degradation Path (MDP). The 

MDP is specified as an ordered collection of feasible 
session configurations, ordered according to achievable 
utility calculated based on UFs. Considering a given 
network domain, we discuss applicability of the MDP 
in making admission control decisions. Session MDPs 
are further used as input for a mathematical model for 
optimized resource allocation among multiple 
multimedia sessions, based on maximization of overall 
system utility and operator’s profit subject to resource 
constraints. With respect to ongoing work, we present a 
simulator tool we developed to evaluate the proposed 
model, and discuss how our solution is being studied in 
the context of a 3GPP-based Evolved Packet System 
(EPS) network environment supporting delivery over 
Long Term Evolution (LTE) wireless access.  
 
2. QoE-driven resource allocation 
A. Session parameters negotiation and calculation 
of a Media Degradation Path 
We have introduced an enhanced per-session 
application-level quality matching and optimization 
functionality into a 3GPP based core network by way 
of a QoS Matching and Optimization Application 
Server (QMO AS) [6]. In a 3GPP network scenario, the 
QMO AS may be invoked as a service enabling 
function included along a session negotiation signaling 
path.  We focus on a cross-layer approach, whereby we 
jointly consider parameters collected at different layers 
(e.g., application level data, network level data). 
 

The optimization process considers user-related 
parameters, (specified in a user profile), such as 
service/media preferences (e.g., “audio is more 
important than video”), access network, and device 
capabilities; service requirements and adaptation 
capabilities (specified in a service profile) (e.g., 
support for different codecs, resolutions, frame rates, 
etc.); and the operator policies. These parameters 
represent important QoE influence factors to be taken 
into account when optimizing QoE. 
 

The service profile builds upon utility mappings for a 
given multimedia service (comprised of multiple media 
components). It specifies the service resource 
requirements utilizing UFs as related to service 
configuration parameters such as, e.g., type of media 
flows, encodings, resolution, etc. To be used in session 
negotiation, the service profile may be signaled from 
an application server to the core network, or it can be 
retrieved from a service profile repository.  
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The QMO AS is invoked at session initiation and it 
gathers the input parameters related to the user profile, 
the service profile, and the operator policies. Service 
requirements are matched with signaled (or retrieved) 
user parameters (preferences, requirements, 
capabilities) specified in a user profile, access network 
capabilities, and operator policy to determine feasible 
service configurations. This is followed by a utility-
based optimization process used to determine the 
optimal service parameters and requested resource 
allocation (referred to as the optimal configuration) for 
the given service session. The optimal configuration 
specifies media flow operating parameters (e.g., frame 
rate, codec), resource requirements (e.g., bit rate, delay, 
loss), and a utility value that represents a numerical 
estimation of the configuration's QoE. Besides the 
optimal configuration, several suboptimal 
configurations are calculated and ordered by 
decreasing utility value, thus forming a Media 
Degradation Path (MDP) (see example in Fig. 1).  
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Figure 1. Example MDP structure 

 

The goal of the MDP is to serve as a “recipe” for 
controlled service adaptation (including degradation, if 
needed), by achieving maximum utility in light of 
dynamic conditions. For example, for a user indicating 
that he/she prefers audio over video for a given 
audiovisual service, an MDP may be constructed so as 
to first degrade video quality in case of a decrease in 
network resources availability, while maintaining high 
audio quality. Hence, in case of decreased resource 
availability, the second-best (or the next-best) sub-
optimal configuration can be activated, thus preventing 
unpredictable degradation of a service. Since the media 
components of the service are not necessarily all active 
at the same time, the MDP configurations are grouped 
by the service state they pertain to, whereby the service 
state refers to a set of service components, which are 
simultaneously active during a given time period. 

 

B. Optimized resource allocation for multiple 
sessions 
 Calculated per-session MDPs may be passed on to a 
resource and admission control entity responsible for 
making domain-wide resource allocation decisions. 
(We note that possible dynamic changes in, e.g., user 
preferences or device being used, may lead to 
recalculation of the MDP).  
 

Calculating the optimal resource allocation across 
multiple sessions has been formulated as a multi-
objective optimization problem with the objectives of 
maximizing the total utility of all active sessions 
described by their MDPs, along with operator profit [2]. 
This corresponds to a multi-choice multidimensional 0-
1 knapsack problem (MMKP). The problem 
formulation has been given in the context of the 3GPP 
Evolved Packet System (EPS), which maps session 
flows to one of nine standardized QoS Class Identifiers 
(QCIs). QCIs as standardized by the 3GPP define 
different types of standardized packet forwarding 
behavior. It may be noted as well that this is but one 
possible problem formulation, focusing on discrete 
optimization and assuming a weighted combination of 
multiple objectives. 
 
3. Simulation 
In order to evaluate the proposed QoE-driven resource 
allocation model, we have developed a tool called 
ADAPTISE (short for ADmission control and resorce 
Allocatation for adaPtive mulTImedia SErvices), which 
simulates arrivals, durations, resource allocation 
decision-making, and state changes of multimedia 
sessions [7]. We have considered several multimedia 
service types (voice and video call, gaming, streaming 
and virtual environment) and specified the 
corresponding inter-arrival time and duration 
distribution parameters. The simulation is event-based, 
with all events pertaining to sessions (e.g., session start, 
session state change) generated at the beginning of the 
simulation and stored in an event queue (Fig. 2a). The 
events are then processed one by one and the required 
action regarding resource allocation is conducted.   
 

Constraints with regards to resource availability may 
be set as simulation parameters. As we assume each 
media flow to be assigned a certain QCI depending on 
its traffic requirements, for simplicity reasons we set 
constraints regarding the aggregate bandwidth that may 
be allocated to all flows in a given QCI. 
 

Furthermore, given that we are considering a multi-
objective optimization problem (involving max. of 
overall system utility and operator profit), different 
weight factors may be assigned to each of the 
objectives. 



 
IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/ 18/53 Vol.7, No.8, September 2012
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. ADAPTISE simulator 

 
 

At session arrival, the MDP-based admission control 
mechanism is invoked and the session is either 
admitted with one of the available configurations from 
its MDP, or rejected. This option increases admission 
probability as opposed to the case when a session is 
either admitted with an optimal configuration or 
rejected. The admission decision depends on the 
available resources, service type, user priority and the 
origin of the session (new or handed off from 
neighboring cells).  
 

The optimization process responsible for optimal 
resource (re)allocation is triggered when resource 
consumption surpasses a predefined threshold (e.g., 
95% available resources). The event resulting in an 
increase in resource consumption includes change of 
state within an active session, e.g., addition of a new 
flow to the session. 
 

The optimization problem is solved using heuristics. 
Resource reallocation results in some session 
configurations being switched to less resource 
consuming configurations, thus decreasing utility 
(while maintaining utility above an acceptable utility 
threshold), but making it possible to support new flows.  
 

The ADAPTISE graphical user interface is depicted in 
Figure 2b. The list of sessions and their starting times 
is displayed in the table (on the left) and updated as 
new sessions appear. The configurations from the 
sessions’ MDPs are displayed as a matrix of squares (in 
the middle) where black squares indicate enforced 
configurations and white squares pertain to other 

configurations from the regarding session’s MDPs. 
Having clicked on a session in the table or in the matrix, 
the details about the session appear, displaying the data 
about states and flows. The resource consumption 
(“QCI usage”) for the nine QCIs is represented by 
respective gauges. 
 
4. Applicability in LTE 
 

We foresee the proposed solution as being applicable 
in the 3GPP core network, with the QMO AS included 
as an AS in the signaling domain, and the multi-session 
resource allocation algorithm being run on a policy 
server (e.g., Policy and Charging Rules Function). In 
order to validate the applicability and performance of 
the proposed solution assuming services delivered via 
an LTE network [8], our current work is focusing on 
testing the radio resource utilization and resulting end 
user QoE assuming our algorithm being used to shape 
downlink traffic. For that purpose we are using the 
publicly available LTE-Sim simulator [9], developed at 
the Politecnico di Bari, Italy.  
 

The idea is to run simulations by using ADAPTISE in 
two scenarios: (a) with MDP-based admission control, 
and (b) with admission control rejecting sessions 
entirely if the best configuration cannot be enforced, 
resulting in lower admission probability. By loading 
simulation traces into LTE-Sim, it will be possible to 
observe the resulting QoS parameters (e.g., delay and 
loss, obtained by parsing the LTE-Sim simulation 
output) and map them to QoE levels by using UFs. The 
goal is to study the tradeoffs between the increased 

 
 
 
 

 

(a) Block diagram (b) Graphical user interface 
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number of admitted sessions (resulting from MDP-
based admission control) and resulting QoE levels.  
 

With regards to the optimization algorithm, we plan to 
collect simulation traces prior to invocation of the 
algorithm (showing the network in a congested state), 
and after the algorithm has been run (resulting in 
service adaptation to free network resources, while 
maintain QoE at acceptable levels). By loading these 
traces into LTE-Sim, with cell bandwidth set to the 
resource constraints corresponding to those used in the 
ADAPTISE simulation, it will be possible to compare 
session QoS parameters before/after optimization 
invocation and map them to resulting QoE levels.  
 

We note that a current limitation of LTE-Sim is the 
lack of support for packet scheduling at the base station 
(eNodeB) account for the QCI assigned to a given flow. 
Such scheduling algorithms are not standardized by 
3GPP and are considered vendor specific. 
 
5. Conclusion 
We have presented an idea and an ongoing work 
towards a solution for a domain wide QoE-driven 
resource allocation of multimedia services based on 
utility functions and negotiated per-session MDPs. We 
introduce the simulation tool to evaluate the proposed 
model, considering the notion of 3GPP EPS bearer 
level QoS. We further discuss ongoing work related to 
validating the proposed approach in an LTE access 
network by using our simulation results as input for the 
publicly available LTE-Sim simulator.   
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1. Introduction 
Radio resources management includes fundamental 
functions for the radio interface that ensure a good 
Quality of Service (QoS) for mobile users. This is 
especially important for video streaming as it 
constitutes one of the most exigent services, in terms of 
bandwidth, latency and bitrate variability. 
As the radio spectrum is limited, radio resource 
management can be seen as a better usage of this 
bandwidth while keeping a good QoS for users. Hence, 
the question is: how to use the minimum amount of 
resources to transmit the maximum amount of traffic 
while keeping an acceptable QoS. In this purpose, 
mainly two strategies can be established.  
First, the Call Admission Control (CAC) will ensure 
that the traffic accepted never exceeds a maximum 
threshold to keep the QoS acceptable. This can be seen 
as macroscopic resource management, i.e., at the 
call/connection time level. For video, the difficulty 
comes from the generated traffic behavior and the 
heterogeneity of flows. Then, the second step, the 
allocation inside the radio frames takes place, 
connection by connection. This allocation must be 
adapted to the traffic generated by the video sources, 
packet by packet or at least burst by burst, while 
ensuring good QoS for users. 
Many works have been done in order to enhance video 
transmission. For example, work in [1] deals with CAC 
function and propose to adapt CAC parameters for an 
accurate decision. However, those proposals do not 
take account of the different types of flows accepted at 
the same time. Others [2] [3] deal with microscopic 
level in order to obtain better scheduling but do not 
ensure that QoS is not affected. 
In this paper, we present two of our proposed solutions 
for intra-cell radio resource management optimization. 
We focus on IEEE 802.16 [4] as the technology is well 
implemented on the existent simulators and as it is the 
nearest one to the LTE/LTE-A 4G radio interface. Our 
proposed functions mainly consist in enhancing the 
QoS of users while optimizing the intra-cell bandwidth 
utilization, i.e., reducing the resources wasting.  
Our solutions will then take place at both the 
macroscopic and the microscopic levels, i.e., at the 
connection level as well as at the packet/burst level; 
they are presented respectively in section 2 and section 

3. Section 4 then presents the performance evaluation 
of our proposed solutions, and finally section 5 gives 
our concluding remarks. 
 

2. Adaptive Call Admission Control  
An appropriate CAC is essential to ensure the QoS for 
accepted sessions. It must be performed jointly with the 
dimensioning in order to maximize the GoS (Grade of 
Service) in term of blocking rate for all users. CAC 
must be based on traffic model to evaluate the 
bandwidth consumed by all accepted sources.  
However, video traffics are highly heterogeneous in 
term of bandwidth consumption which makes the CAC 
function imprecise. We then propose to classify 
transmitted video flows according to the generated 
bitrates and to adapt the CAC according to the 
repartition of the traffics among each defined category. 
Multi-models are then used, and flow measurements 
are performed by the IEEE 802.16 Base Station (BS) 
on each video flow to classify the traffic, and hence 
update the traffic based CAC function.  
Our proposal concerned basic AVC video [5] and 
enhanced SVC video traffics [6] as well. For SVC 
traffic [7], measurements and the whole process must 
be done for each layer of accepted flow. The complete 
process for AVC is described in figure 1.  

        
Figure 1.  Adaptive CAC process description  

Mapping with the appropriate source model is done for 
each measured flow after rate quantization and 
parameters identification (using an LMS, least mean 
squares). The steps of the process are briefly described 
in the sub-sections below. 
 
A. Measurements and Parameters Identifications 
From this step we will get the flows repartition among 
the defined categories. The measurements are 
performed by the BS to fit the flow parameters with 

   PDF 

  Identify 
Parameter

   Flows 
Repartition 

   Adapt
   CAC

Measure    Rate 
 Quantiz 



 
IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/ 21/53 Vol.7, No.8, November 2012
 

one of the defined models. Three traffic models are 
considered, one for high rates videos (games, action 
movies, …), another for medium rates (movies, shows, 
…), and the last one for low rates (talk, news, …). As 
we considered H264 video sources, we used a rate 
based Markovian model as recommended in [8].  
The update and measurement time period is set to some 
hundreds of ms, according to the GOP length which is 
in the time scale of the 802.16 rtPS (real time Polling 
Service) allocation period.  
For each flow, after obtaining the quantized bitrate 
values i.D, (i from 0 to M, where M.D is the maximum 
bitrate), we compute the measured mean value E[D], 
the variance Var[D], and the correlation function corr. 
Then, the identification can be done with the respective 
theoretical values given by each model (obtained after 
MMPP calculations) to find the model that fits with the 
measured flow. 
Figure 3 illustrates the measurements, the quantization 
and the fitting steps for the mean rate values E[D]. 
This last step took only a few hundreds of seconds 
(convergence time) which is short enough compared to 
the session duration. 

 
Figure 3. Example of bandwidth (blue), quantization (red) and 
convergence of the mean value (green) Vs the frame number 

 
B. CAC adaptation and update 
Once a new repartition obtained, the CAC function is 
updated according to the QoS policy and the CAC 
decision will depend on the aggregated traffic behavior.  
If N1, N2, N3 represent the number of sources in each 
category M1, M2 and M3 respectively, then the CAC 
function will give the total maximum number N of 
flows that the system can accept.  
If η1, η2, η3 represent the relative number (in percent) of 
sources respectively in each category M1, M2, M3:        
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The mean bandwidth needed is then computed 
according to the probability πi, j, k of each i.D repartition:  
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The maximum bandwidth BWmax (in term of the 
maximum of equivalent admitted sources) is related to 
the QoS threshold and to the probability value πi, j, k of 
each state. 
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Then, the maximum number of flows that could be 
accepted in each traffic category can be computed 
according to probability of each state representing {η1, 
η2, η3}. We used a 3D Markov chain that describes the 
aggregated traffic system and then the probability 
values πi, j, k are deduced using the well known steady 
state and the conservation state equations. This, 
combined to (4) and (5), gives the CAC decision for 
our system. 
 

3. Long-Term Radio Resources Reservation 
In this section we present our solution [9] for 
enhancing radio resource allocation for video 
streaming. This could be done in addition to the 
adaptive CAC function, and will result in a better 
bandwidth usage. The proposal is based on the 
observation that video image frame sizes are 
predictable and that their impact on video quality is 
different depending on the image frame type. 
Hence, we proposed a “long-term” radio resource 
allocation based on image frame size prediction for 
those “important” pictures. The “long-term” aspect 
consists in an advance reservation mechanism that 
guarantees the availability of resources for I-frames as 
they are the reference for encoding the I, P, and B 
images in the H264 GOP (Group of Pictures). This will 
result in a reduced delay and/or reduced drop rates for 
those important frames and hence in a better QoS. 
We applied our proposal to the rtPS reservation 
mechanism of 802.16 system. This system is based on 
regular request/grant mechanism that updates the 
reservation/allocation to fit with the video scenes 
bitrate variations. However, rtPS suffers bad 
performance if congestion, i.e., if too many sources 
request large bandwidth at the same time. Our 
proposed solution will then give priority to important 
frames through the long-term reservation mechanism. 
Figure 4 illustrates the mechanism of the combined 
short-term, R(t), and long-term requesting RP(t), the 
bandwidth needed BW in the 802.16 MAC frames and 
the “long-term” bandwidth prediction BWp (sent at 
frame time t + 1). In this example, we set the number 
of 802.16 frames per bandwidth request to two in order 
to describe more clearly the proposed mechanism. 
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Figure 4. Access and requesting on the 802.16 MAC layer 

As illustrated by the figure 4 above, the mechanism is 
based on I image-frames prediction. For each incoming 
frame, the rtPS request/grant mechanism is used; 
however, in addition to that, “long-term” 
reservation/provision is done for expected next I frame. 
The implications of this proposal are potential errors 
related to the prediction used. Errors must be computed 
as they can induce losses or bandwidth wasting. The 
prediction error ε(t) for each frame gives the bandwidth 
difference between BW and BWp :  

)()()( ttBWtBW P ε=−        (6) 

Auto-regressive models [10] are used to predict the 
next frame size Y(t+1) using p previous frames. 

    (7) 

(Yk)k>0 is a discrete stationary process representing the 
size of the kth I-frame, γi the parameter of the model, and 
c a constant (offset). For those regressive prediction 
models, the order p can be an important parameter for 
errors. The higher p is, the more known frames are 
included to compute the next frame. This can have a 
positive effect if frames belong to the same scene as 
well as a negative effect if they do not.  
We then propose a prediction combined to scene change 
detection. It is based on an autoregressive model with 
an adaptive prediction order p that is adjusted according 
to the scene changes. The scene changes are easily 
detected using a threshold for relative rates variations. 
      
4. Performance evaluation 
In this section, we evaluate the performances of our 2 
proposed solutions, the adaptive CAC and the long-
term reservation mechanism. We used the WiMAX 
module for NS-2 simulator adding the long-term 
reservation mechanism. H264 video flows downloaded 
from [11] are injected as traffic traces. We used the 
evalvid tool [12] which provides different encoding and 
allows quality evaluation (like PSNR, Peak Signal to 
Noise Ratio).  

The number of frames per seconds was set to 25 fps, 
with 10 image-frames per GOP, this for different kinds 
of video streams, high, medium and low rates. For the 
802.16 rtPS parameters, we set the number of 802.16 
MAC frames to 5 per bandwidth request, with a MAC 
frame duration of 20 ms. This leads us to set the 
duration of the quantization rate to the time scale of 
100 ms for the traffic measurements. 
 

A. Adaptive CAC testing 
First, we show the benefits of the proposed adaptive 
CAC. The testing is done changing the incoming flows 
categories repartition as it could happen in real 
networks: low rates at the beginning of the evening 
(talk, news, …), medium and high rates at the end of 
the evening (movies and soccer games for example). 
The 3 categories traffic models considered have the 
following characteristics. As explained in section 2, 
each model is Markovian, rate based, and is 
characterized by its mean arrival and service rates λ 
and μ (which are exponentially distributed). 
 

Model M1 λ = 0.8 
μ = 2.7 Mean rate = 1.0 Mbps 

Model M2 λ = 0.6 
μ = 2.1 Mean rate = 0.7 Mbps 

Model M3 λ = 0.5 
μ = 1.7 Mean rate = 0.56 Mbps 

 

We start the testing with different repartition (from 1 to 
5) and hence, various values for η1, η2, η3 : {10%, 30%, 
60%}, {20%, 30%, 50%}, {30%, 30%, 40%}, {30%, 
50%, 20%}, {20%, 60%, 20%}, we compare the 
adaptive CAC to the case the where the CAC takes into 
account only the total value N.  
Figure 5 gives the obtained results in term of admission 
for each ratio for both adaptive and non adaptive CAC. 

 
Figure 5. Admission N for adaptive and non adaptive CAC 

 

As we can see, the system was able to admit more 
(enhanced GoS) sources when possible, without QoS 
degradation. At the same time, for the last distribution, 
the CAC system reduced the admission in order to 
avoid the drop rates and hence the QoS degradation. 
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B. Long-term reservation mechanism 
In this sub-section we show the performance of the 
long-term reservation mechanism. We demonstrated in 
[8] that the waste due to prediction will not exceed a 
mean value of some Kbps thanks to our predictive 
algorithm that combines order adaptation and scene 
detection. Figure 6 illustrates the efficiency of this 
algorithm in term of bandwidth errors. Based on this 
prediction, the long-term reservation/grant algorithm is 
able to reduce loss rates for I frames, and improve the 
PSNR for final user. The figure 7 below shows this 
improvement compared to the basic rtPS scheme. 
 

 
Figure  6. I frames sizes predictions with scene detection 

 
Figure  7. Relative loss rates for I frames in percent 

 

5. Conclusion 
This paper summarizes our two proposals for intra-cell 
resource management in broadband radio networks for 
video traffic. We first proposed an enhanced multi-
model CAC function based on measurements and then 
a prediction based “long-term” bandwidth reservation 
scheme. Performance evaluation showed the positive 
impact of the two solutions on both GoS and QoS. We 
were particularly interested in IEEE 802.16 interface; 
we are now working on extending this work to 
LTE/LTE-A technologies. 
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1. Introduction 
Multimedia (e.g., image, audio and video) have 
become more and more important due to the ubiquitous 
proliferation of multimedia applications over Wireless 
Sensor Networks (WSNs) as shown in Fig. 1 [1]-[4]. 
Multimedia streaming in Wireless Multimedia Sensor 
Networks (WMSNs) is an important research issue.  

Many approaches have been developed for 
facilitating multimedia data transmission in WMSNs, 
e.g., [5], [6], and [7]. However, many multimedia 
applications such as audio surveillance and human 
acoustic health monitoring require security protections 
for multimedia data streaming over WMSNs. 
Multimedia data integrity and transmission quality 
cannot be guaranteed in an insecure wireless 
multimedia streaming due to the existence of malicious 
nodes in the network, which cause the network to be 
insecure and the security of the multimedia data 
streaming cannot be guaranteed. 

Furthermore, due to the unreliable wireless 
communication feature (e.g. error-prone wireless 
channels) and resource constraints (e.g. energy, 
processing capacity) of the sensor network, it is hard 
for real-time, imperceptible and energy-efficient 
finding of malicious nodes. To solve this, some 
researchers proposed watermarking-based schemes. 

 
2. Watermarking based schemes 
Watermarking technique has been widely used to assert 
an image data authentication over wired networks. 
However, resource constraints in small sensor nodes 
and the feature of error-prone wireless channels result 
in fundamental challenges for developing effective 
watermarking schemes in WMSNs.  

The related work can be classified into two 
categories: quality-aware schemes and resource-aware 
schemes. 
(a) Quality-aware schemes: The quality includes: 
transmission quality and watermarking quality. In 
article [8], H. Wang proposes a communication-
resource-aware and adaptive watermarking scheme for 
multimedia authentication in WMSNs. The author 
keeps the transmission quality for the watermark, 
watermarked multimedia authenticity and multimedia 
data (image), by embedding watermark with adaptive 
coding redundancies and by unequally allocating 
network resources to protect the image and multimedia 
packets with the watermark information. 

 
 

 
 
 
 
 

 

 
Fig. 1 Wireless Multimedia Sensor Networks (WMSNs) 
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In article [9], W. Wang et al. propose a quality-driven 
scheme to optimize stream authentication and Unequal 
Error Protection (UEP). The scheme provides digital 
image authentication and image transmission quality 
optimization. Moreover, the scheme is energy-efficient 
for WMSNs by using an authentication-aware wireless 
network resource allocation scheme (this scheme also 
reduces the image distortion in transmission).  
For secure audio transmissions with high quality, in 
article [10], H. Wang and W. Wang et al. propose a 
scheme that dynamically determines the range of 
middle sub-band components for embedding the 
watermark with minimum quality distortion, based on 
psycho-acoustic models and adaptive sub-band 
thresholds. In addition, through unequal network 
resource allocation approach, the proposed scheme 
protects both middle sub-bands and high sub-bands, 
which include the important audio components. 
Moreover, the scheme is energy-efficient watermarking 
approach for audio transmissions.  
For enduring underwater channel impairment and 
mitigating packet loss due to node failure and intrinsic 
underwater acoustic channel characteristic in 
Underwater Multimedia Sensor Networks (UMSNs), 
the article [11] presents a performance evaluation about 
error concealment and error correction algorithms for 
quality-aware image transmission over UMSNs. And, 
different combinations of multipath transport, 
watermarking-based error concealment (EC), forward 
error correction (FEC) and adaptive retransmission 
mechanism are also evaluated. In addition, two image 
quality assessment metrics are proposed to obtain the 
predicted quality of the image depending on the 
channel and node failures. From the comparative 
performance evaluations, the article shows that the EC 
scheme reconstructs the distorted image while avoiding 
a retransmission and the correlative delay.  
(b) Resource-aware schemes: The resource includes: 
all constrained resources in WMSNs. “Resource-
aware” is important for WMSNs-based scheme. 
Compared with traditional security techniques, 
watermarking schemes are usually light weight and do 
not require extensive computing and energy resources. 
Thus the watermark-based authentication can be an 
attractive option for wireless sensor applications. The 
articles [12] [13] [14] [15] are resource-aware, based 
on watermarking technique. Research work in [8] [10] 
also considered the resource-aware aspect. 
3. The future challenges 
Multimedia transmission may require multiple routing 
paths in the WMSNs, and the transmitted packages on 
different routing paths may not arrive at the destination 
in the designed order. Furthermore, a part of the image 
can be highly damaged due the lost of packages during 
the transmission. The security authentication issue for 

multimedia data in WMSNs is novel, and is proposed 
in recent years and gets more and more attention. Some 
challenges still exist in the topic: 

 How to embed/transmit/protect/extract the 
watermark efficiently and robustly in low-cost 
sensors?  

 How to transmit authenticated image/audio/video 
(multimedia data with watermark) with high 
energy efficiency and the transmission quality 
will not be affected by watermarking?   

 How to find the balance between the transmission 
quality and the channel resource of WMSNs? 

 How to find the balance between the multimedia-
self quality and the high reliability of a 
watermark-embedded authentication [13]? 

 
4. Conclusion 
Watermarking is an old technology that has been 
studied and developed for copyright protection in 
image for many years. The normal assumed working 
environment of previous proposed methods did not 
consider the wireless communication in small size 
sensors, in which the transmission is not reliable and 
packages can be easily lost. In this paper, we briefly 
studied and summarized the existing methods that 
proposed for using watermarking technologies in 
wireless multimedia sensor networks, and try to discuss 
and discover some new research issues that we can 
further enhance the related applications. 
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Over the recent years there has been a substantial 
interest from the networking community to contribute 
their (external) expertise to the development of the next 
generation of the electric grid, i.e., the Smart Grid. 
While communication networks and the electric grid 
differ in several ways, they also share fundamental 
aspects which have been extensively studied within the 
networking community. One is the principle of Quality 
of Service (QoS) which broadly refers to the 
functioning of a system while entailing some forms of 
performance guarantees. In the particular networking 
context, QoS has been subject to more than a century 
of extensive research, from the Blocking Probability 
Formula of Erlang for dimensioning the telephone 
network to complex mechanisms designed for the 
seamless functioning of the Internet. 
 
Given the necessity of the Smart Grid to encompass 
QoS mechanisms, the goal of this issue of the E-Letter 
is to bring related expertise from the networking 
community. Through a program consisting of six 
papers, contributed by leading networking researchers, 
the concrete goal of this issue is to convey a strong 
message that fundamental QoS networking research 
can be carried out and applied to the development of 
the Smart Grid. In particular, the papers transpose 
networking QoS concepts and mechanisms such as 
load characterization, scheduling, flow control, energy 
management systems, decentralized information 
processing, and energy trading, in the context of the 
Smart Grid. 
 
The first paper, titled “On Load Elasticity”, is co-
authored by Keshav and Rosenberg from the 
University of Waterloo, Canada. The authors formalize 
the notion of elasticity, as a characteristic of some 
electric loads, by making subtle analogies and 
discussing the differences with the notion of elasticity 
previously introduced in economics and 
communication networks. The proper 
conceptualization of elasticity for electric loads is 
particularly important for the understanding of the 
demand response mechanism, which is instrumental for 

reducing the gap between the peak and average energy 
demand while ensuring the smart grid's reliability. 
 
The second paper, titled “Utility Maximizing PMU 
Data Rate Allocation under End-to-End Delay 
Constraints”, is co-authored by Dán and Vuković from 
KTH, Sweden. The authors formulate and solve a rate 
allocation problem for Phasor Measurement Units 
(PMUs) subject to end-to-end delay constraints. The 
interesting aspect of their solution is that it relies on the 
rate-controlled priority queueing discipline, which was 
proposed as an efficient service discipline in packet 
networks for providing both rate and delay guarantees, 
while decoupling the two. The overall problem 
addressed in this paper is particularly important since 
PMUs have been increasingly used for accurate 
monitoring of the state of power systems, whereas the 
predictable communication between PMUs and control 
centers is needed for many power system applications. 
 
The third paper, titled “Distributed Algorithms in 
Resistive Network Optimal Power Flow”, is co-
authored by Tan, Cai, and Lou from City University of 
Hong Kong, Hong Kong. The authors address the 
Optimal Power Flow (OFP) problem in a resistive 
network which can accommodate energy load from 
renewable sources. While OFP is a classically hard 
non-linear and non-convex optimization problem, the 
authors propose an iterative fixed-point analysis which 
lends itself to a computationally efficient distributed 
algorithm to compute the global optimal solution. This 
is particularly relevant for the optimal power allocation 
in the Smart Grid, whereby energy, voltage, and 
networking resources need to be allocated on a fast 
time-scale and in a distributed manner.  
 
The fourth paper is “Customer Energy Management 
System in Smart Grid” by Yang and Li from The 
University of Hong Kong.  This paper discusses the 
features and challenges of energy management system 
(EMS) in the customer domain, and proposes an 
innovative framework, Pervasive Service-Oriented 
Networks (PERSON), to address the challenges of 
heterogeneity, distributive and dynamic natures of 
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smart grid.  An implementation of an EMS system 
based on the proposed PERSON is also reported in this 
article.  
 
The fifth paper is “Decentralized Information 
Processing and Energy Management for Smart Grid” 
by Li and Scaglione from University of California, 
Davis.  The authors discuss various issues on wide-area 
monitoring and data analysis.  In particular, gossiping 
algorithms are proposed to reduce network usage and 
processing latency during state estimation of power 
system.  Furthermore, ideas of demand side 
management from the view of power switching, and 
distributed load scheduling within a neighborhood are 
surveyed.  
 
Last but not least, the sixth paper is “Toward Evolved 
Energy Trading Mechanisms in the Smart Grid” by 
Wang and Saad from University of Miami.  This paper 
develops game-theoretic models for managing the 
energy trading processes.  This paper provides insights 
into the potential of game-theoretic approaches in 
smart grid, and shows a promising future for 
consumers to control their energy usage and trading of 
their energy.  
 
As a final remark, we believe that the six contributions 
included in this issue illustrate the potential of 
extending QoS research from communication networks 
to the Smart Grid. Moreover, we hope that this line of 
research to be adopted on a large scale, given both the 
vision and challenges of the Smart Grid. 
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1. Introduction 
Grid operators today meet the twin goals of system 
reliability and revenue maximization by provisioning 
the system conservatively at close to the peak load and 
charging customers for the resulting high costs of the 
necessary infrastructure. This maximizes revenues 
while maintaining reliability. Most grids are regulated 
monopolies or have nearly monopolistic market share 
in their home market, so their operators have had no 
incentive to reduce capital spending that can be 
recouped from a large and captive customer base. 
 
Unfortunately, this business-as-usual approach does 
not take some externalities into account. For instance, 
coal, which was used to generate two-thirds of all 
electricity in the US in 2008, causes air pollution, 
radioactive emissions, and an enormous carbon 
footprint. With the looming danger from anthropogenic 
climate change, there is tremendous political pressure 
to decommission coal plants, reducing baseload 
generation capacity. Similarly, widespread fears of 
nuclear proliferation are causing some countries to hold 
back on the deployment of additional nuclear power 
plants (as in the United States) or even decommission 
existing plants (as in Germany). In view of these 
externalities, the inherent inefficiency of uncontrolled 
peak loads, and past experience in demand 
management, demand response has emerged as a 
critical feature of the smart grid [1]. 
 
Demand response (DR) refers to the use of pricing to 
cause electricity consumers to intentionally modify the 
time at which they consume electricity, their peak 
demand level, or their total electricity consumption [2]. 
It can be achieved either through incentive-based 
programs, where consumers are paid to participate in a 
program where utilities directly control their load, or 
market-based programs, where customers respond to 
price signals that reflect overall system load. In either 
case, DR reduces the peak-to-average demand ratio, 
increases the power factor of generators, and allows 
generators to defer capacity increases. Moreover, it 
decreases generation costs by reducing the size of 
spinning reserves and, in some cases, the use of 
expensive energy sources [2]. Finally, it can increase 
system reliability–averting load-shedding or blackouts–
by reducing load when system stability is in jeopardy. 
 
The underlying assumption made by any DR scheme is 

that load is elastic, that is, some loads can be time-
shifted with no loss of utility. Although this is a critical 
assumption, we are not aware of prior work that 
analytically examines load elasticity; hence this 
communication.  
 
2. The concept of load elasticity 
It is illustrative to first study the concept of elasticity 
both in economics and in the context of the Internet.  
 
Economic concept of elasticity 
The economic definition of demand elasticity measures 
the degree to which the total revenue (the product of 
price and demand) is affected by a change in price [3]. 
Demand is said to be elastic at a particular price point 
when a decrease in price increases the total revenue. 
For example, with elastic demand, a 1% decrease in 
price at a particular price point would increase demand 
by more than 1% so that the total revenue increases. 
Otherwise, it is said to be inelastic (see Figure 1). A 
customer with elastic demand at a particular price point 
can be thought to be responsive to a price signal, in 
contrast to a customer with inelastic demand, who does 
not reduce demand proportional to the percentage 
increase in price. 

 
Figure 1: Demand Elasticity. A 37% decrease in price 

increases demand by 50%, but the total revenue at 
point B is lower than at point A, so demand is said to 

be inelastic at point A. 
 
Network formulation 
The widely-accepted definition of elasticity in a 
communication network, due to Shenker [4], is in 
terms of the utility to a distributed application (i.e., an 
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application that has been implemented as two or more 
parts with a network connection between them) as a 
function of the connection’s bandwidth (the network 
equivalent of power that is measured in bits per second 
rather than watts) available to it. If this utility exhibits a 
diminishing marginal increase as a function of 
bandwidth, then the application is said to be elastic (see 
Figure 2).  
 

 
Figure 2: Elastic (a) and inelastic (b) applications 
 
It is instructive to contrast an elastic application with 
an inelastic one. An inelastic application gets no utility 
at all when its connection’s bandwidth decreases below 
some threshold and no additional increase in utility 
when this bandwidth exceeds this threshold. Thus, for 
such an application, the marginal increase in utility as a 
function of bandwidth is zero everywhere, except at the 
threshold value itself. 
 
Note that the Internet definition of elasticity does not 
consider the duration of the connection. This obscures 
the fact that the connection must eventually transfer a 
data item from source to destination. In other words, 
although the bandwidth associated with a connection 
may vary over time, a certain number of bits must 
eventually be transferred over the connection. In the 
electrical grid, this corresponds to a load that must 
receive a certain amount of energy, though the power 
may vary over time. The Internet definition of elasticity 
must therefore be augmented with the constraint that 
for an elastic application the area under the bandwidth 
vs. time curve, which is the size of the data item, is 
conserved. 
 
Note also that the Internet formulation of elasticity, 
unlike the economic formulation, does not take pricing 
into account. 
 
Elastic electrical loads 
We now consider how to apply these concepts of 
elasticity to electrical loads. Intuitively, we think of an 
electrical load as being elastic if it can be modified in 
some way, such as, for example, in response to a price 
or congestion signal, without overly reducing the 
comfort of the consumer [5]. This allows the system 

operator to manipulate demand to achieve some system 
objective such as reducing peak demand or 
transmission line congestion, without sacrificing 
customer comfort, or perhaps compensating for the 
reduction in comfort with a payment. Note the inherent 
three-way trade-off between user comfort, payments to 
the user, and the system objective (in some cases 
utilities may mandate load reduction without 
payments). For example, an electric vehicle (EV) 
owner may be insensitive to its charging rate as long as 
the EV is charged before some loose deadline. 
Therefore, reducing its charging rate can help to 
achieve the system objective of reducing peak load, 
which makes the EV’s load elastic. In contrast, the 
power given to a refrigerator today can be neither 
diminished nor time shifted. We draw upon this 
intuition to develop a definition of elasticity next. 
 
3. Quantifying elasticity 
We define a load profile π to be a continuous function 
of time that represents an appliance’s load as a function 
of time. We define the utility to a customer of a load 
profile UC(π) to be the benefit to the customer from a 
particular load profile. This generalizes the Internet 
concept of the utility as a function of the bandwidth to 
the utility as a function of the bandwidth over a time 
period. 
 
A nominal load profile π* is inelastic if UC(π)= 0 for all 
π* ≠π. In other words, the slightest change in the 
profile causes the customer’s utility to drop to zero – 
for example, a load due to a television that would be 
damaged if there a drop in either voltage or drawn 
current. In practice, we expect no load to be completely 
inelastic, because all devices have some built-in 
margins to deal with short-term fluctuations. 
 
In contrast, a nominal load profile π* is said to be 
purely elastic when there exists a set Π of other 
profiles such that the customer’s utility from all 
members of Π is equal to UC(π*). That is, the customer 
is indifferent to all profiles in Π.  
 
We can generalize this further. Assume that a nominal 
load profile π* with utility UC(π*) = a is such that there 
exists at least one other load profile π’ such that UC(π’) 
= a - ε. Then, we call the load profile ε-elastic.  
 
4. Load types 
We now classify load types by their degree of 
elasticity, drawing on a classification of connection 
types in data networks such as the Internet. 
 
In the Internet, packets are sent on a connection from 
the source to a destination. Generally speaking, the 
quality of a connection diminishes and the utility of the 
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connection to the application user is reduced as the 
number of bits per second that the network provisions 
for that connection (also called its bit rate) decreases. 
Three types of dependency of utility on the bitrate are 
well known [6]: 

• Constant Bit Rate (CBR): Such applications 
are inelastic with respect to the bit rate. Their 
marginal increase in utility with respect to the 
bit rate is zero everywhere except at a 
particular threshold value. In other words, the 
source receives zero utility unless the network 
allocates enough resources to carry at least the 
threshold bitrate. 

• Variable Bit Rate (VBR): Such applications 
generate traffic in bursts, rather than in a 
smooth stream. A VBR source is typically 
modeled as having an intrinsic long-term bit 
rate (called its average rate) with occasional 
bursts of limited duration at a rate as high as a 
specified peak rate. An application receives 
zero utility if the network allocates resources 
less than the average rate to the connection, 
and its utility increases and then saturates as 
the network increases its allocated resources 
to the peak rate and then beyond. 

• Available Bit Rate (ABR): Such applications 
have a non-zero marginal gain in utility 
everywhere. Recall that there is an implicit 
assumption that the area under the bandwidth 
profile is conserved. A typical example is a 
file transfer where a source wants to send 
some number of bits to a recipient, the sooner 
the better. 

 
This inspires us to classify loads as Fixed Power, 
Variable Power, and Available Power loads. 

• Fixed Power (FP): Such loads are inelastic 
with respect to their load profile. Their utility 
is zero everywhere except when served using 
their nominal load profile. 

• Variable Power (VP): Such loads are ε-elastic. 
That it, they have a preferred profile, but their 
utility does not change much for profiles 
‘close to’ that profile. 

• Available Power (AP): This refers to purely 
elastic loads whose utility does not change 
despite certain changes in the load profile. An 
example of such a change could be (a) the 
area under the profile curve is conserved and 
(b) the demand is satisfied before a given 
deadline (these implicitly define Π). 

 
Traces show that a consumer’s aggregate electrical 
load can be roughly partitioned into two portions. The 
base load is the load from always-on devices such as 

set-top boxes, safety lighting etc. This is typically 
fairly low and can be modeled as Fixed Power loads. 
Demand sharply increases when heavy-load devices 
such as air-conditioners, refrigerators, electric ovens, 
and baseboard heaters are turned on. These loads can 
be modeled as AP (or as VP under certain conditions). 
Finally, new loads, such as EV, could be modeled as 
VP or AP. 
 
4. Conclusion 
This paper discusses and formalizes the notion of load 
elasticity in the electrical grid, and compares it with the 
notion of elasticity used in economics and in the 
Internet. We use these concepts to describe electrical 
loads as falling into three natural categories: Fixed 
Power, Variable Power, and Available Power, that 
mimic the well-known categories of CBR, VBR, and 
ABR, respectively, in the field of computer networking. 
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1. Introduction 
The proper operation of the electric power system 
requires that generation and demand be balanced 
continuously respecting the capacity constraints of the 
power transmission and distribution infrastructure. 
Maintaining the balance is ever more challenging due 
to the increasing penetration of solar and wind energy, 
which are highly intermittent. Economic operation 
requires that the system should operate close to its 
capacity limits, but large interconnected power systems 
under high stress can exhibit oscillations that can lead 
to a disconnection of the power system into islands, 
with blackouts as a consequence.  
To monitor the state of the power system, operators 
require accurate, frequent and time synchronized 
measurements of the state of the power system. Phasor 
Measurement Units (PMUs) are increasingly used to 
periodically measure the instantaneous state of the 
power system, such as voltage and current phasors (i.e., 
amplitude and phase angle). The frequency at which 
measurements can be taken is selectable, from 1/s up to 
twice the mains frequency of the power system (i.e., up 
to 100Hz or 120Hz). The measurement frequency 
might increase in the future if applications monitoring 
higher frequency harmonics become wide spread. 
PMUs rely on the time information provided by the 
global positioning system (GPS) to attach time stamps 
with sub-millisecond precision to measured data [1][8]. 
The data collected by PMUs at the substations need to 
be delivered from the substations to one or more 
control centers or to distributed controllers. 
The frequency at which PMU measurements are 
needed, the location where the data should be delivered 
to, and the latency at which the data should be 
available for processing vary significantly depending 
on the particular application [2][3][4][5]. In general, 
high frequency measurement data might not be needed 
all the time and thus dimensioning the communication 
infrastructure for peak bandwidth would be inefficient 
and costly. Instead, the communication infrastructure 
could be dimensioned so that it can accommodate high 
frequency measurement data from a subset of the 
PMUs. In this case the rate of the PMUs should be 
allocated adaptively as a function of their importance.  
The communication infrastructure of most modern 
power systems, which is based on Optical Ground Wire 
(OPGW) installations along the power transmission 
lines, and SDH/SONET based time division 
multiplexing (TDM), does not support such adaptive 

rate allocation. Instead, it provides predictable end-to-
end delays through dedicated channels, but low 
bandwidth use efficiency and little flexibility in terms 
of the connections that can be established. IP over 
switched Ethernet or over MPLS could provide the 
required flexibility and efficient use of the available 
bandwidth, but providing delay guarantees in IP 
networks proved to be difficult in general. There is thus 
a need for a solution that would allow rate adaptation 
under delay constraints over packet switched networks 
with high utilization, designed for the communication 
needs of power systems.  
In this paper, we formulate the problem of adaptive 
PMU rate allocation subject to end-to-end delay 
constraints as a utility maximization problem. We 
show that for a shape preserving scheduling discipline 
the problem can be converted into a network utility 
maximization problem, and provide a solution to the 
problem. We use the IEEE 118 bus benchmark power 
system to obtain numerical results.    

2. Adaptive Rate Allocation Problem 
We model the communication infrastructure as a 
directed graph G=(V,E), where every vertex is a switch 
and there is an edge eij between two vertices vi and vj if 
there is a link connecting vi to vj. We denote the 
bandwidth of edge e by ce. We assume that the 
switches implement non-preemptive priority queuing, 
and PMU data are assigned highest priority. We denote 
by Pmax the maximum packet size in the network. 
We denote the set of PMUs by S={1,…,NS}. We 
denote the vertex to which PMU s is attached by vs, and 
by L(s) the path in the network established to the 
destination of the data generated by PMU s, e.g., to a 
control center. We denote by rs≥0 the rate at which 
PMU s generates measurement data and by Ds the end-
to-end delay budget of the data generated by PMU s. 
We assume that the rate rs is chosen from a closed 
interval and that the utility of the PMU data is a 
concave increasing continuous function Us(rs) of its 
rate. We denote by Ps the packet size used by PMU s, 
which is determined by the number of digital and 
analog values sent, and is typically constant.  

Utility Maximal Rate Allocation 
Given the above notation we can formulate the 
problem of utility maximal rate allocation in the 
framework of network utility maximization [7] as  



 
IEEE COMSOC MMTC E-Letter 

http://www.comsoc.org/~mmc/ 34/53 Vol.7, No.8, November 2012
 

)3(),,(

)2(
..

)1()(max

)(
1

)(:

SsDrrd

Eecr
ts

rU

s
sLe

Se

e
sLes

s

s
ss

∈∀≤

∈∀≤

∑
∑

∑

∈

∈

…

 

The worst case queuing delay de at edge e is a function 
of the rates and the arrival process of the messages 
belonging to the flows traversing the edge. Although 
the arrival process of the data from PMU s is 
deterministic (i.e., 1 message per sampling period) 
upon entering switch vs, this is not necessarily the case 
upon arrival to the second switch on the path due to 
multiplexing with other PMU data and possibly with 
background traffic.  

3. Solution under Rate-controlled Priority Queuing 
In the following we consider that every switch 
implements rate-controlled priority queuing (RCPQ). 
This makes it possible to bound the worst case per-hop 
delay. Under the RCPQ discipline [6] every switch 
restores the message inter-arrival time of a flow of 
messages to the inter-arrival time at the origin of the 
flow. While such a queuing discipline can be 
impractical for Internet traffic, in the case of PMU data 
delivery the intended inter-arrival time of messages is 
known from the sampling frequency. Furthermore, 
every message carries a timestamp with sub-
millisecond accuracy, which facilitates the 
implementation of this queuing discipline.  
As shown in [6], under the RCPQ discipline the worst-
case per hop delay of a message on link e is bounded 
by the smallest de that satisfies  
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Let us consider first the case that for all flows the 
message inter-arrival time satisfies ts≥de. In this case 
(4) is only a function of the number of flows traversing 
the link, but not that of the rate of the individual flows. 
This allows us to simplify (4) and get a bound of the 
worst case delay at link e 
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We can substitute the bound in (5) into (1)-(3) to obtain 
the following optimization problem 
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Observe that (7) implies (2) because rs=Ps/ts and ts≥de. 

The problem can be solved in two steps. First, find the 
smallest possible link delays de for every link using (7). 
If the per link delays de satisfy the end-to-end delay 
constraints Ds in (8), then the rates rs that maximize (6) 
can be found by observing that by assumption 
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case, but dynamic routing could be used to decrease ts 
for a particular PMU, and thereby to allow its rate to be 
increased. 
Without the assumption ts≥de we can bound the left 
hand side of (4) by 
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which is tight if the message inter-arrival times ts<<de. 
By substituting ts=Ps/rs, and solving for de we obtain 
the bound for the per hop delay 
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Clearly, the constraint (9) is stricter than (7), but it 
holds for higher data rates. We can use this bound to 
formulate the following optimization problem 
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The objective function (10) is strictly concave and the 
domain of the optimization is convex and compact, 
thus there is a global optimum and it is attained if there 
is a feasible solution to (11) and (12). The standard 
dual decomposition of the problem as described in [7] 
cannot be applied directly because the rate constraints 
in (11) are coupled through (12). We can nevertheless 
use the projected subgradient method to find the global 
optimum.  
 
4. Numerical Results 
We use the IEEE 118 bus system to illustrate the 
proposed adaptive rate allocation algorithm. We 
consider that a PMU is installed at every substation, the 
number of phasors per message and thus the message 
size is given by the connectivity of the substation. All 
PMU data are delivered to the control center located at 
the bus with highest degree via a shortest path in the 
network topology which resembles the topology of the 
power system. All communication links have a 
capacity of 1Mbps, except for the link that connects the 
control center to the substation with highest degree, 
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which has tenfold capacity. The maximum packet size 
Pmax=1500 bytes, and the end-to-end delay constraint 
Ds is set to 500ms for all PMUs. We use ss ra as the 
utility function of PMU s, and use as to set the relative 
importance of an individual PMU.  
Figure 1 shows the change of the rate and that of the 
utility as the relative importance sa is increases for a 
single PMU to prioritize its data.  The results show that 
through adapting as the rate and the utility of PMU s 
increases monotonically, while the rates and utilities of 
the other PMUs decrease slowly.  

Conclusion 
In this work we considered the problem of adapting the 
PMU data rate subject to link capacity and end-to-end 
delay constraints. We formulated a network utility 
optimization problem and discussed the solution to two 
special cases of the problem. We illustrated the 
solutions on the IEEE 118 bus benchmark power 
system. The feasibility of the proposed approach for 
PMU rate adaptation depends on whether or not it is 
possible to map end user requirements into utility 
functions, and whether a solution can be obtained for 
discrete sets of PMU data rates with low computational 
complexity. Addressing these questions will be subject 
of our future work. 
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1. Introduction 
The smart grid network will have hundreds of millions 
of active endpoints that need to be coordinated at all 
levels of functionalities from generation, transmission 
to inter-communication. This interconnected system of 
hundreds of millions of distributed energy resources 
introduce rapid, large and random fluctuations in 
power supply and demand, and thus requires fast and 
efficient computational algorithms for optimizing the 
power flow in the network. From its scale, network 
connectivity in the smart grid will pose new challenges 
to power flow optimization. Unlike in a traditional 
regulated system that is centrally controlled by a utility 
at a slow timescale, power flow in smart grid network 
requires energy, voltage support and its networking 
resources to be optimized in a decentralized manner to 
meet real-time performance requirements. 
 
The Optimal Power Flow (OPF) problem is a classical 
nonlinear nonconvex optimization problem that 
minimizes the power generation costs and transmission 
loss in a power network subject to physical constraints 
governed by Kirchhoff's and Ohm's law [1]-[2]. There 
is a huge body of work on solving OPF since 
Carpentier's first formulation in 1962 [1]. To overcome 
the nonlinearity, the majority of the work uses 
linearization [3] and approximation techniques [4]-[5] 
to simplify the OPF. In this paper, we use the bus 
injection model of OPF that focuses on the voltages 
and power injection at each node of the network. We 
study the OPF problem in a purely resistive network, 
where only the real power exists.  This kind of network 
can be practically important when there are renewable 
generations integrated into the smart grid, e.g., solar 
cells that produce direct current power in microgrids. 
 
A source of computational difficulty in OPF is the 
nonconvexity and nonlinear coupling of power, current 
and voltages to satisfy the power balance equations. 
Nonconvex problems are generally hard to solve [6]. 
An exhaustive search for the global optimal solution 
can be prohibitively expensive. Weak relaxation and 
approximation methods can lead to poor solutions. 
Difficult as it seems, the authors in [7] showed recently 
that the Lagrange duality gap between the OPF 
problem and its convex dual can be zero in a radial 
network or under some mild conditions on the system 
model, and this was numerically verified to be true for 
a number of practical IEEE power networks. The 
implication is that the OPF can be optimally solved by 
a reformulation-relaxation technique using semidefinite 
programming (SDP) [6]. In the purely resistive 
network   case, this relaxed problem is in fact exact 
when there is load oversatisfaction [7]-[8]. 

 
 
 
Different from prior work on algorithm design for 
solving OPF, e.g., in [4]-[5], we leverage the zero 
duality gap condition and dual decomposition to design 
decentralized algorithms to solve the OPF. Each bus 
(either the generator bus or the demand bus) exchanges 
local information with its one-hop neighbors. The 
uniqueness characterization provides an interesting 
perspective on the convergence proof of local 
algorithms to the global optimal solution.  
 
Overall, the contributions of the paper are as follows: 
1. We characterize the uniqueness of the resistive 

network OPF solution using the Poincare-Hopf 
Index Theorem for radial network topologies. 

2. We solve the resistive network OPF problem using 
dual decomposition and iterative fixed-point 
analysis. Computationally fast convergent local 
algorithms with low complexity are proposed to 
compute the global optimal solution of the 
resistive network OPF.  
 

2. SYSTEM MODEL AND PROBLEM 
FORMULATION 
Let us consider a resistive power network with a set of 
buses N = {1, 2, . . . ,N} and a set of transmission 
lines ⊆ ×E N N . We assume that each bus is either a 
generation bus or a demand bus. A demand bus i can 
model the aggregate of users (loads) in a distribution 
network. For each bus i, we use Ωi to represent the set 
of buses connecting to bus i and | Ωi |≥1. Moreover, we 
assume that the line admittance satisfies Yij = Yji ∈ R+ 

if (i, j) ∈ E ; and Yij = Yji = 0, otherwise. We use V and 

I to denote the voltage ( )i iV ∈N and current vector 

( )i iI ∈N , respectively. 
 

In this resistive network OPF, we consider nodal power 
and voltage constraints given by ViIi ≤ ip  

and [ , ], ,i i iV V V i∈ ∀ ∈ N  respectively. If bus i is a 

generation bus, then ip  represents the generator 

capacity and ip > 0. If bus i is a demand bus, then 

ip < 0 and this constraint corresponds to the minimum 
demand that has to be satisfied at bus i. Since we 
consider the power stored at each demand bus, we 
assume that demand can be over-satisfied. Therefore, a 
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demand bus i not only absorbs | ip | amount of power, 
but it also absorbs additional power to charge the 
power storage device attached to it. Moreover, by 
Ohm’s Law and Kirchhoff’s current law, we have I = 
Y V, i.e., 

1

1 1
1 1
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where Y is the system admittance matrix. Using the 
relationship between Y and I, the optimal power flow 
problem contains only one variable V and is 
formulated as: 

minimize
subject to ,

(2),
( , ) ,

variables: ,

T

T
i i

T
ij ij

p i

c i j

≤ ∀ ∈
≤ ≤

≤ ∀ ∈

V YV
V Y V

V V V
V Y V

V

N

E

 

where Yi =  ½ (EiY+YEi) and Yij = Yij (ei−ej)(ei−ej)T , 
where ei is the standard basis vector in Rn and  
Ei = ei ei 

T ∈ R
n×n [7]. 

 
3. UNIQUENESS CHARACTERIZATION 
In this section, we study the uniqueness of the solution 
to (2). Our approach is to leverage the zero duality gap 
property in (2) and the Poincare-Hopf Index Theorem 
in [9] together with the nonnegativity associated with 
the variables and problem parameters of (2). The 
uniqueness characterization of (2) has implications on 
how local algorithms with low complexity can be 
designed to solve (2) in Section 4. 
 
We first use the Lagrange dual decomposition to relax 
(2). If we consider the partial Lagrange minimization 
(after eliminating nodal and line capacity constraints), 
the problem is still nonconvex in V. However, since the 
objective is smooth and constraints satisfy the linearity 
constraint qualification, the optimal solution to the 
partial Lagrangian minimization problem satisfies the 
Karush-Kuhn Tucker (KKT) conditions. By rewriting 
the KKT conditions, it can be shown that the optimal 
solution satisfies: 

max{ ,min{ , ( , ) }}, (3)=V V V B λ μ V  
where the nonnegative matrix B has entries in terms of 
λ and μ: 

( , )

2 2
, ( , )

2 (1 ) (4)

0, otherwise,
i

ij i ij j ij ij ij

i ij ij ijij
j i j

Y Y Y Y
i j

Y YB

λ λ μ

λ μ
∈Ω ∈

+ + +⎧
∀ ∈⎪ ⎛ ⎞⎪ + += ⎜ ⎟⎨

⎝ ⎠⎪
⎪⎩

∑ ∑
E

E
 

where the dual variables λ and µ correspond to nodal 
and line capacity constraints, respectively. Suppose 
that the optimal dual variables λ∗  and μ* of (2) are 

given (recall that they exist due to zero duality gap), 
then the optimal voltage vector V* must satisfy 

* * * *max{ , min{ , ( , ) }}=V V V B λ μ V . 
Next, by applying the differential topology results in 
[9], we have shown in [10] about the uniqueness of the 
OPF under simple topologies. Now, we propose the 
following lemma on the more general case: 
 
Lemma 1: The optimal solution of (2) is unique for 
distribution networks, i.e., the line-network and the 
radial network. 
 
For example, let us consider a simple 2-bus line 
network as shown in Figure 1(a), where a generator is 
attached to bus 1 and a load is attached to bus 2. Also, 

1p  > 0 and 2p  < 0. Consider the Perron-Frobenius 
eigenvalue ρ (B), it is easy to see that ρ (B) > 1 must 
hold if V* is not trivial (not corresponds to the all-one 
vector). Thus, V* is not in the interior of the box 
constraint, i.e., at least one of the box constraints is 
binding. It can be checked that the determinant of the 
principal submatrix (a scalar) of the hessian is given by 
(1+λi+μ12)Y12, i = 1 or 2, which is always positive. 
Then we applied [9] to conclude that V has a unique 
optimal solution. To illustrate, Figure 2(b) plots the 
solution space over V1 and V2 in the box constraint [1, 
2] for fixed dual variables, and there is only one 
optimal solution, i.e., V1 = 2V, V2 = 1.5V. 

 
Fig. 1. (a) In this example, two connected buses (bus 1 and bus 2) are 
respectively attached by a generator and a load. (b) The value of f by 
varying V1 and V2 for fixed dual variables. 
 
Remark 1: There are several implications for the 
uniqueness of V*. First, from (3), it implies that the 
Lagrange dual function is smooth at the optimality of 
(2). Second, the smoothness of the Lagrange dual at 
optimality implies that optimal dual variables are 
unique and stable, and thus can be suitably used as 
power and line prices in pricing schemes. Third, it 
enlarges the space of designing simple local algorithms 
with low complexity to solve (2), and we address this 
in the following section. 
 
4. DISTRIBUTED ALGORITHMS 
In this section, we explain how computationally fast 
local algorithms can be designed to solve (2) as 
proposed in [10]. 
 
Local Algorithms 
We first solve the partial Lagrangian minimization 
problem for given {λ, μ}, and then use a projected 
gradient method in [11] to update the dual variables 
iteratively. We propose the following fixed point 
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algorithm that computes the fixed point V in (3) for a 
given set of feasible dual variables λ and μ. 
 Algorithm 1: 

( 1) max , min , ( ) , (5)

for all , where is given in (4) for al
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Theorem 1: Suppose (2) has a unique optimal solution. 
Then, given any V(0) which satisfies 

(0) ,≤ ≤V V V V(k) in Algorithm 1 converges to the 
unique optimal solution of (2).  
 
Then, to obtain {λ, μ}, projected gradient method can 
be applied to update λi and µij, ∀ i∈N, ∀  (i, j) ∈  E. 
Our local algorithms is run in a distributed manner 
using message passing to transmit and receive iterates 
of the voltage and dual variables with neighboring one-
hop nodes. This is illustrated in Figure 2 for the IEEE 
5-bus system. 

 
Fig. 2. Message passing in the IEEE 5-bus system. 

 
In Figure 3, we show the iteration result of our 
algorithms in the IEEE 5-bus system (i.e., Figure 2) in 
low and high line capacity cases. From Figures 3, we 
observe that our algorithms have fast convergence time. 
From Figures 3, we observe that our local algorithms 
have fast convergence time. Moreover, the high 
capacity case converges much faster because it only 
needs to update λι for each node i. 
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Fig. 3. Illustration of the convergence of our local algorithms in the 
IEEE 5-bus system. The left figure shows the voltage convergence in 
the high capacity lines scenario. The right figure shows the voltage 
convergence in the low capacity lines scenario.  
Further Discussions 
We have proposed the design of a distributed algorithm 
by leveraging dual decomposition and the solution 

uniqueness object model to that of a background model 
associated with the network topology. This intriguingly 
simple fixed-point algorithm converges very fast 
empirically. We will study more general fixed-point 
extensions of (5), i.e., Vi(k+1)= P{ ( )

i
ij jj

B V k
∈Ω∑ } 

where P{·} is a general projection operator onto a 
nonlinear feasible set as well as its asynchronous 
iteration. This approach can potentially enlarge the 
design space of algorithms with global behavior. It also 
highlights the role of network inter-connectivity (the 
nonnegative matrix B captures the network 
connectivity), and provide insights to designing 
algorithms with good convergence properties that can 
be much faster and have lower complexity than the 
state-of-the-arts SDP approach in [7], [12]. In addition, 
it is also interesting to explore other forms of 
decomposition such as primal decomposition to this 
problem which can lead to different protocol 
implementation requirement for the resistive network 
OPF problem.  
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1. Introduction 
Recently, Smart Grid (SG) has attracted much interest 
from governments, power companies, and research 
institutes [1], [2], [3]. Compared to the traditional 
electrical grids, by employing advanced information 
technologies, SG can achieve higher efficiency, better 
reliability, stability and sustainability, lower total 
infrastructure investment, better exploitation of 
renewable energies, lower power consumption and 
lower greenhouse gas emission. An energy 
management system (EMS) monitors, controls and 
optimizes the performance of energy generation, 
transmission, distribution, and consumption. EMS is an 
important building block of an SG, and plays a key role 
in achieving the advantages of an SG. 
 
The Conceptual Reference Model of SG proposed by 
NIST [4] divides an SG into seven domains, 
specifically, customers, markets, service providers, 
operations, bulk generation, transmission, and 
distribution. Among the seven domains, EMS for 
energy generation, transmission, and distribution have 
been studied for decades. Many models, standards, 
protocols and systems have been proposed, 
implemented, and deployed in practical systems. 
However, EMS in the consumer domain is largely 
neglected in existing studies.  
 
In this work, we focus on the EMS in the customer 
domain (for simplicity, we use EMS to denote EMS in 
the customer domain in the rest of the paper). The 
desired features and design issues are discussed, the 
characteristics are highlighted and the challenges are 
identified. An innovative framework, namely, 
Pervasive Service-Oriented Networks (PERSON), is 
proposed to address the major challenges of 
heterogeneity, distributed system and dynamicity. As 
far as we know, this is the first framework for the 
customer EMS. The effectiveness of PERSON and 
customer EMS are demonstrated in Demand Response 
(DR) [5] application. 
 
 
 

2. Customer energy management system 
2.1 Features of customer EMS 
Existing EMSs in the customer domain are generally 
simple monitoring and control systems, which ignore 
the challenges of an SG and thus only have limited 
capability and limited intelligence. To support the 
advantages of SGs, an EMS is required to have some 
basic features: 
 Supports various existing actors as well as 

emerging actors. 
 Continuously monitors the energy consumption at 

different granularities, such as home level and 
appliance level. 
 Continuously monitors environmental parameters, 

such as temperature and humidity, which can be 
exploited for context-based intelligent control. 
 Supports automatic and manual control of the 

actors. 
 Supports the integration of renewable power 

sources, such as solar and wind. 
 Interacts with actors in other domains to realize 

advanced features, such as DR. 
 
Besides the basic features, some desired advanced 
features include: 
 Intelligence and efficiency: ability to achieve 

optimized performance under dynamic situations. 
 User friendliness: plug-and-play with self-

configuration capability. 
 High reliability and durability: robustness and self-

healing capability after system failures. 
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 Low cost and low power consumption. 
 
2.2 EMS control flow 
The features listed above are from the perspective of a 
user. From the perspective of system control, EMS can 
be abstracted as a closed-loop control system as shown 
in Fig.1. The control flow is composed of several 
building blocks. 
 Distributed measurement: Measurements include 

not only power consumption/generation data, but also 
environmental parameters, and users' preferences and 
behaviors. The measurements are conducted on 
different actors in a distributed manner. 
 Collection & storage: Measurements are exchanged 

among actors, and stored in some aggregator for further 
analysis and processing. 
 Analysis: The collected and stored data are 

analyzed to obtain historical and statistical information. 
In addition, the data is processed to obtain an up-to-
date view of the system.  
 Decision (intelligence): Based on the results of the 

analysis, energy management decisions are made via 
some intelligent algorithms. 
 Action: Control decision is delivered to some 

actuators, such as switches and breakers, for execution.  
 Besides the main closed-loop control flow, some 

building blocks are also necessary: 
 Monitoring & visualization: This provides an 

interface and a user-friendly way to monitor and 
control the system.  
 External events and data: This includes users' or 

utilities' control decisions, price of electricity, weather, 
natural disasters, etc. 
 
2.3 Energy flow, information flow and challenges 
If we take a closer look at the control flow, it is 
basically energy flow management utilizing 
information flow. 
 
Energy flow 
In the customer domain, energy is distributed through 
an electricity network in a tree-like structure. In general, 
the power meter sits at the root, while AC outlets, 
lights and appliances are at the leaves. The energy flow 
can be measured by energy monitoring devices, such as 
meters and power gauges; and can be manipulated by 
controllers, such as breakers and switches. Although 
the electricity network is a homogeneous network in 
terms of the way energy is distributed, monitored and 
controlled, the energy flow is quite dynamic in terms of 
quantity and quality. The dynamicity is due to the 

variations in supplies and demands, dynamic user 
behaviors, and continuously changing environments. In 
an SG, increasing usage of renewable energy sources, 
such as wind turbine and solar panels, makes the 
problem even more challenging.  
 
Information flow 
The information utilized in an EMS includes real-time 
measurements, historical data, external events, and 
control decisions. The information is exchanged among 
distributed actors through some kind of communication 
channels. The communication channels form a 
communication network, which is generally a 
heterogeneous and distributed network. Heterogeneity 
is unavoidable because different actors may follow 
different communication protocols, use different media 
(wire or wireless) and have different communication 
capabilities. The distributed nature is due to actors 
being physically dispersed throughout the space. The 
heterogeneity and distributed nature impede the 
formation of connected and efficient information flows, 
and thus are considered as two other major challenges 
of an EMS.  
 
Thus, to effectively realize efficient energy 
management, the three major challenges are 
heterogeneity, distributed system, and dynamicity. 
 
3. Pervasive Service-Oriented Network Model 
3.1 Overview 
To address the three major challenges, we propose a 
three-layer general framework to seamlessly integrate 
diverse kinds of actors and networks into a unified 

 
Figure 2. Three-layer structure of PERSON. 
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Pervasive Service-Oriented Network. The principle is 
to decompose the complexities into different layers and 
to have loose coupling among different layers. Fig.2 
shows the three-layer structure of PERSON.  
 
3.2 Heterogeneous network platform (HNP) 
The objective of HNP is to build a homogeneous 
communication infrastructure for the information flow. 
HNP provides simple APIs to the upper layer for 
information exchanging. The Upper layer does not care 
how the information is delivered. The underlying 
communication protocols, media and communication 
capabilities are transparent to the upper layer. An 
implementation of such HNP can be found in [6].  
 
3.3 Service-oriented network (SON) 
The basic idea of SON is to achieve interoperability, 
modularity and reusability by abstracting the functions 
provided by the actors into services [7]. Actors in an 
SON have different roles: 
 
 Service provider The service provider creates a 

service and registers its interface and access 
information to the service registry. Each provider 
decides which service to offer, how to balance security 
and easy accessibility and how to price the service.  
 Service consumer The service consumer discovers 

the services available in the network, locates services 
in the service registry and then binds to the service 
provider to invoke the services. A service consumer 
can access multiple services from multiple service 
providers at the same time.  
 
For a certain application, such as EM, a suite of 
services needs to be defined. Meanwhile, mechanisms 
also need to be defined for service creation, registration, 
discovery, binding and invoking. Fig. 3 shows the 
relationships between different actors in an SON.  
 
 
3.4 Context-aware intelligent algorithm 
In this layer, the services provided by SON are 
exploited for intelligent control purposes. The 
interoperability and service reusability provided by 
SON facilitate the development of proactive and 
context-aware intelligence to address the challenge of 
dynamicity. With the context-aware intelligent 
algorithms, the overall performance of a system is 
optimized. Better service availability, more 
convenience, and higher efficiency are achieved. 
 
4. EMS IMPLEMENTATION 
4.1 EMS structure 
Fig.4 shows the structure of an EMS in PERSON 

framework. It is composed of two major parts: 
Heterogeneous Home Area Network (HHAN) and Data 
and Service Center (DSC). 
 
Heterogeneous Home Area Network 

HHAN realizes HNP, the first layer of PERSON. It 
provides the basic infrastructure of an EMS. HHAN is 
composed of a ZigBee-based Wireless Sensor Network 
(WSN) and a Home Gateway and Control Center 
(HGCC). ZigBee-based WSN is composed of diverse 
EM actors, such as power meter, sensors, switches and 
in-home display, to measure, control and visualize the 
energy flow, while HGCC is used to host local 
intelligence, provide interface between users and the 
EMS, and support communications among EMSs and 
DSC.  
 
Data and Service Center 

DSC is an actor outside the customer domain 
(generally located at the service provider domain). 
With DSC, customers can obtain broader and deeper 
awareness leading to enhanced potential for energy 
savings. A more important value of DSC is that it 
enables a tighter customer-grid collaboration, which 
not only facilitates power savings, but also provides 
more EM-related capabilities. These capabilities are 
necessary for realizing the advantages promised by an 
SG.  
 
EMS services 

To support the basic and desired features of an EMS, 
four kinds of services, specifically, Measurement, 
Control, Display, and Action, are defined. In addition, 
an XML-based mechanism is developed to support the 
creation, registration, discovery and consumption of 
the services. In the implementation, HGCC serves as 
the service registry of the SON. 
 
4.2 Demand response application 
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Figure 4. EMS structure. 
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Demand response [5] is one major driving force of an 
SG. The basic idea of DR is to manage customer load 
in response to power supply constraints. By employing 
automatic load management, DR can realize peak 
shaving through reducing power load at peak times, or 
shifting power load from peak times to times with 
lower demand.  
 
An effective DR imposes some functional requirements 
on the underlying EMS, such as capabilities of real-
time load monitoring, two-way data communication 
between the demand side and utilities, data processing 
and demand side load control. All these functional 
requirements are satisfied by our EMS. Exploiting the 
EMS for DR application is a good demonstration of the 
system capabilities.  
 
The power supply limit and instantaneous total power 
load are known at DSC. We define the instantaneous 

load level tr  as 
Total power load

Power supply limittr = . DSC 

distributes tr  to HGCCs. Given tr , HGCC calculates 

the load control target 'p  and places the load control 
orders to the controllable power loads.  
 
In Fig. 5, tr , 'p  and the load measurement results tp  

are shown. We can find that tp  matches 'p  very well. 

In addition, tp  and 'p  show a good response to the 

varying tr  as expected. The results demonstrate the 
capabilities of the EMS in the context of DR, and the 
effectiveness of the PERSON framework for EMS. 
 
4. Conclusions 
In this paper, we study customer EMS in SG. The 
special challenges of heterogeneity, distributed system 
and dynamicity are identified. PERSON, a novel 

framework, is proposed to address the three challenges. 
Further, we implement a cost-effective EMS prototype 
to realize PERSON and show its effectiveness.  
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1. Introduction 
Infrastructures for cyber-physical systems become 
increasingly networked over wide areas and comprise a 
variety of sensing modalities, such as the Smart Grid. 
Traditionally, power systems use the Supervisory 
Control and Data Acquisition (SCADA) model for data 
processing and management in the transmission grid. 
Sensor data in the transmission grid, such as bus 
injections and power flows, phasor measurements, and 
circuit breaker statuses are queried by a collection of 
software in Energy Management Systems (EMS) at the 
control centers [1].  
 
Generally speaking, the periodicity of SCADA systems 
is about a few seconds. However, today the control 
actions are centralized and relatively slow, precisely 
due to bottlenecks in accessing the data from 
distributed databases and processing them at the 
application servers, as well as the huge computational 
burdens imposed on the application side. Therefore, 
instead of real-time controls and maintenance, the way 
that failures and instability are averted and managed 
today is usually by setting wide margins of operations, 
using redundancy that allows local controls to isolate 
individual components and activate a path on standby. 
 
Ongoing market deregulation, progressive penetration 
of renewable resources, demand response possible 
malicious physical or cyber attacks are exacerbating 
the need to provide reliable access to information, as 
well as efficient processing schemes for data analytics. 
The need for databases is expanding in part due to 
Wide Area Measurement Systems (WAMS), a name 
coined in recent years to refer to the enhanced 
infrastructure for data acquisition and system control 
under study, and in part due to the advanced metering 
infrastructure (AMI) that is expected to be deployed in 
the power distribution network to enhance the 
development of Home Energy Management Systems 
(HEMS). WAMS are going to be used for wide-area 
monitoring and analysis, complementing existing 
SCADA/EMS systems and, possibly, for wide area 
control. Furthermore, AMI in the distribution grid 
together with SCADA/WAMS data on the transmission 
grid produce an avalanche of information, upon which 
the trend of developing decentralized architectures for 
data management becomes inevitable [1][2]. 
 
In particular, future smart grid intends to modernize the 
transmission and distribution networks by integrating 

more intelligence into the cyber-infrastructure, which 
poses both great opportunities and challenges to the 
existing legacy systems. The main goals are to harness 
computation power and communication technologies to 
realize wide-area monitoring and distributed control for 
transmission networks, and to facilitate the integration 
of renewable sources by demand side management for 
distribution networks. While it is possible to attain 
these practical goals by aggregating local information 
hierarchically and making decisions centrally, we 
contend that several benefits could be gained if the 
associated data support platform and more importantly, 
the information processing modules could be 
engineered differently from traditional architectures.  
 
In this letter, we introduce the vision of network signal 
processing for smart grid and summarize briefly some 
of our developed tools and results for both transmission 
and distribution grid. 
 
2. Wide-Area Monitoring in Transmission Grids 
Monitoring in transmission grids is usually by 
obtaining the state of power systems via state 
estimation from SCADA/WAMS data. Most of the 
existing methods for state estimation requires each 
distributed control area to solve for a local state, 
relying on redundant local measurements, and then 
refine the local estimates in a hierarchical manner by 
leveraging on the tie-line structure and tuning the 
estimates on boundary buses with those from 
neighboring areas (see e.g., [3]-[10]). 
 
Although these methods do alleviate the computational 
burdens at control centers, they rely on aggregation 
trees that require coordination and depend on the 
power grid topology. This is a limitation in 
reconfiguring the system, if failures or attacks call for 
it. To make the future smart grid more resilient in terms 
of information access and processing, we propose a 
decentralized architecture for state estimation via 
gossiping, as discussed in [11]. 
 
Gossiping Algorithms. 
Gossip-based algorithms are very appealing for their 
intrinsic resilience to communication failures. They 
also provide a gradual degradation of the estimate as 
communications resources become scarcer, and 
continue to work even if the network topology changes. 
This is true for both deterministic and randomized 
gossip protocols. Furthermore, gossip-based algorithms 
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improve the scalability compared to centralized 
schemes, because they eliminate the overhead of 
central coordination. This is well suited for smart 
transmission grid that needs to be resilient to attacks. 
 
Proposed Decentralized Monitoring Architecture.  
Since many EMS applications have common queries 
for the state, state estimation can be embedded as a 
fundamental data analytics for the data support layer. 
The individual databases push and pull information 
from/to peer databases to compute the state via 
gossiping, giving each database an online copy of the 
power system state that can be used for diagnostics and 
anomaly detections. Furthermore, since the power 
measurements across the whole power grid are closely 
coupled with each other through the state, the wide-
area state awareness can help encode, compress and 
store the measurements efficiently in the database [11]. 
 

 
Fig.1 – Decentralized Architecture for State Estimation 
 
This consideration leads to the architecture in Fig. 1, 
resembling a peer-to-peer (P2P) model among the 
distributed databases, where the data are acquired 
locally in Remote Terminal Units (RTU) or Phasor 
Data Concentrators (PDC). The state estimation 
function is embedded as a stored procedure in the 
database management system, which keeps running at 
a lower level than that of the client applications. The 
system becomes a State-Aware (SA) Decentralized 
Database Systems (DDBS), with other applications as 
clients accessing state information and stored data. 
 
Potential Benefits. 
The most obvious benefits of embedding the state 
estimation as a stored procedure in the databases are  
1) each distributed area achieves wide area state 
awareness by local communications and processing; 
2) reduced network usage and processing latency for 
recurrent applications that query state information;  
3) improved security and access control by designing a 

trust model to evaluate trustworthy peers for gossiping.  
While the SA-DDBS is considered for the transmission 
grid, our models are actually valid for both the 
transmission and the distribution network. In fact, the 
AMI database system has fewer legacy systems in 
place and, therefore, possibly more suitable to be 
designed differently. In the following, we discuss the 
main goal of demand response in distribution grids by 
having coordinated home energy management systems 
(Co-HEMS) to schedule and control electric loads in 
different households. 
 
3. Demand Side Management in Distribution Grids 
With the penetration of smart appliances and electric 
vehicles in households, there is a trend to control these 
loads intelligently for emergency or market purposes. 
Many options have been proposed for demand side 
management or demand response techniques, starting 
from the initial load curtailment model to price-based 
load control models. Details of demand response and 
demand side management techniques can be found in 
our magazine paper [13] and the references therein, 
hence we do not repeat the enumeration of literature 
due to space limitation. 

Most load curtailment programs focus on large entities 
such as industrial plants and factories that can 
accommodate enough electricity in case of emergency, 
while there are much more degrees of freedom from 
individual households in distribution grids. On the 
other hand, the problems with price-based control 
models are mainly due to the uncertainty in how 
customers respond to variable real-time prices, i.e., an 
unknown feedback behavior. If this feedback loop is 
somehow opened or its responses are based on settings 
that can be learned by a control center, the stated 
problems will no longer exist (or will be mitigated).  

     

             Fig.2 – Load Scheduling 
 
The key idea we proposed is to unbundle the load from 
certain appliances and view each contribution like a set 
of LEGO pieces that can be reassembled to follow a 
desired load profile, by delaying appropriately the 
power delivery to each individual appliance (see Fig. 2). 
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From Packet Switching to Power Switching. 
In our model, each arriving smart appliance has an 
associated parameter vector that determines uniquely 
the time evolution of the load contribution when that 
appliance is turned on. A simple example is that of EVs, 
for which the vector is a two-dimensional vector, 
representing the charging rate and the fraction of 
battery charge needed by the car upon its arrival.  

             

      Fig.3 – Digital Direct Load Scheduling (DDLS) 

What makes our model scalable and practical though, 
is the quantization step: the continuous load injection 
parameters are mapped onto a quantized request, with 
Q quantization levels. These quantizations will bundle 
different requests by appliances into a set of discrete 
load classes. Hence, the scheduling design consists of 
managing the departures from a set of Q queues, with a 
FIFO discipline, as in Fig. 3. For example, with EVs, 
the charge duration has a maximum of 8 hours and can 
be quantized into 15-minute intervals, thus requiring 5 
bits to communicate and resulting in 32 different 
queues where EVs can be bundled to wait for energy.  

The DDLS model described above is a solution to the 
load scheduling problem at the aggregator level from a 
centralized perspective. More details can be found in 
the article [12]. As an example, a typical configuration 
of the architecture is depicted in Fig. 4. 

 

Fig.4 – Centralized Load Scheduling at an Aggregator 

In the following, we introduce a fully distributed load 
scheduling scheme that is coordinated among different 
residential units. 

Distributed and Coordinated Load Scheduling. 
Instead of managing smart appliances centrally at 
aggregators, there is extensive literature emerging on 
Home Energy Management Systems (HEMS) [14][15]. 
In these works, researchers look into finding optimal 
designs for the software and hardware suited for 
residential use that would schedule smart loads in an 
automated fashion. These HEMS units receive requests 
from their owners specifying the appliances they plan 
to use in the near future and their preferences.  
 
We have recently proposed a distributed scheme for 
load scheduling problems by collaborating with 
neighbor HEMS [16]. The software runs an 
optimization that plans the use of these appliances, 
based on their power consumption, job deadlines and 
other customer specified factors, taking into account 
the dynamic price made available to the unit from its 
associated aggregator or retailer, as shown in Fig. 5. 
 

 
 Fig.5 – Distributed Scheduling by Coordinated HEMS 

The above coordinated HEMS architecture manages 
the home energy scheduling of multiple residential 
units in order to reduce the real-time market cost of the 
retailer by minimizing collectively the deviation of the 
aggregate load from a certain generation profile. As 
shown in [16], the proposed coordinated HEMS can 
effectively achieve real-time power balancing, 
mimicking the benefits of the centralized DDLS in a 
fully distributed manner. 
 
4. Conclusion 
In this paper, we surveyed some results on distributed 
network processing for smart grid for wide-area 
monitoring in the transmission grid and scalable 
demand response in the distribution grid, which are two 
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important aspects in future power grids. In fact, there 
are many more control problems and decision-making 
processes in power systems that will require distributed 
implementation due to the expanding scale of power 
systems and increasing penetration of smart appliances 
and renewable generation. This line of research can 
help contribute to pave the way for a greener future for 
the grid. 
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1. Introduction 
The electric power grid is undergoing a period of 
unprecedented changes. The introduction of advanced 
communication and control technologies has 
transformed the conventional, hierarchical electric grid, 
into a smarter, large-scale, and stochastic smart grid 
system. On the one hand, the introduction of renewable 
energy sources and micro-grids has changed the nature 
of energy production and distribution; on the other 
hand, the smart grid provides the consumers and utility 
companies with the ability to better manage and 
optimize their energy usage and production via new 
techniques such as demand-side management. In this 
respect, numerous recent works have studied smart grid 
from different perspectives ranging from energy 
generation to smart metering, control, and security [1].  
 
One key challenge in the smart grid is the modeling, 
analysis, and design of the energy trading mechanisms 
that arise between the various smart grid players: 
substations, renewable energy sources, electric cars, 
consumers, among others.  In conventional power 
systems, energy trading involved only a limited 
number of buyers/sellers (e.g., substations/production 
units/customers) and was governed by a hierarchical, 
centralized market design [2,3]. In contrast, in the 
smart grid, the ability of consumers to control their 
energy usage coupled with the rapid deployment of 
renewable energy sources provides new opportunities 
for energy trading.  In particular, the smart grid will 
encompass distributed, localized energy trading 
markets in which various types of participating players 
(micro-grids, consumers, substations) can dynamically 
decide on how and when to manage, trade, or store 
their energy [1]. 
 
To seize these opportunities, a number of technical 
challenges must be addressed that arise from: a) the 
heterogeneity in the type and capabilities of the smart 
grid’s elements that can include micro-grids, smart 
meter-enabled consumers, and traditional substations, 
b) the grid density, c) the constraints on the underlying 
power system and communication infrastructure, and 
d) the need for efficient pricing mechanisms. 
Consequently, moving from the conventional, 
hierarchical power systems toward smarter power grids 
mandates a paradigm shift towards distributed energy 
trading mechanisms that can efficiently address the 

aforementioned challenges. In particular, there is a 
need for novel tools to: a) properly model the 
interactions between heterogeneous players, with 
possibly different objectives and capabilities and b) 
develop novel distributed and self-organizing 
algorithms to optimize the overall efficiency of the 
energy trading and pricing processes. To this end, 
game theory provides a solid mathematical framework 
suitable for modeling and analyzing the complex 
energy trading mechanisms foreseen in future energy 
markets [4-8].  
 
The main goal of this short letter is to provide insights 
on how to develop game-theoretic models for 
managing the energy trading processes in emerging 
smart grid markets. While we acknowledge that the 
road toward fully distributed and dynamic energy 
trading mechanisms is contingent upon providing an 
advanced power and communication infrastructure, in 
this short letter, we restrict our attention to the 
economical aspects of energy trading. In particular, we 
focus on modeling and analyzing how a number of grid 
elements can decide on whether to sell or buy energy, 
given the demand/generation and associated tradeoffs 
in terms of pricing, revenues, and costs.  A more 
comprehensive survey on the applications of game 
theory in the smart grid is found in [5]. 
 
2. System model 
Consider a number of smart grid nodes, including 
micro-grids (e.g., wind/solar farms, or PHEVs), 
substations, and consumers with storage elements that 
can trade energy in a locally formed market. 
Depending on the generation and demand, each node 
must decide on whether to sell, buy, or store energy.  
These decisions can be time-varying, however, for 
simplicity, in this basic model, we consider the energy 
trading market at a fixed time period during which the 
grid is clearly split into N sellers and K buyers. 
 
The need for the buyers to acquire energy so as to meet 
their demand coupled with the potential revenues that 
the sellers can reap from selling their energy surplus 
give rise to an interesting energy trading market. Here, 
the buyers and sellers must interact so as to decide on 
the amount of energy they are willing to exchange as 
well as the ensuing trading price. The decision of each 
seller or buyer depends, not only on the price and 
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energy needs/surplus, but also on the physical 
capabilities of the node. For example, a node having a 
storage device would want to participate in energy 
trading while also minimizing the amount of charging 
and discharging of the storage device. 
 
To capture the interactions resulting from such energy 
trading market, we propose a game-theoretic 
formulation composed of two interdependent games: a 
noncooperative game in which each buyer or seller 
decides on the quantity that it wishes to trade, 
depending on the associated benefits and costs and an 
auction mechanism that determines the resulting 
trading parameters (price, quantities). Clearly, as the 
quantities brought forward by the buyers and sellers 
determine the price, there is a close coupling between 
these two games. 
 
For illustrative purposes, here, we consider a special 
case in which only the sellers can dynamically change 
the quantities that they out for sale. The buyers are thus 
considered to have fixed quantities and trading bids. 
Hence, a noncooperative strategic game between the 
sellers is formulated. The strategy of each seller is to 
decide on the maximum quantity i ia A∈  that it wishes 
to sell, so as to maximize the following utility function 
[6]: 

( , ) ( ) ( ) ( ( ))i i i i i i iU a p s Q f Q− = − −a a a           (1) 

where i−a  is the vector of maximum quantities set by 

all sellers other than i,  ( )iQ a  is the total energy sold 
by seller i, si is a reservation price below which i is not 
interested in trading, ( )if ,  is a cost function 
dependent on the type of seller i, and p  is the trading 
price. 
 
The trading price p  and the associated quantities 

( )iQ a  for all i are the result of a double auction 
mechanism formulated between the N sellers and K 
buyers. In a market with multiple sellers and multiple 
buyers, the double auction is a suitable framework for 
determining the trading prices, the number of buyers 
and sellers that will get involved in the trade, and the 
associated quantities. Given: a) the maximum 
quantities that each seller (buyer) is willing to put into 
the market (buy) and b) the reservation prices (bids) of 
the sellers (buyers), a double auction allows to 
efficiently determine the resulting price and traded 
quantities. 
 
To solve the double auction, the sellers (buyers) are 
arranged in an increasing (decreasing) order of their 
reservation price (bids). Then, the supply (solid line) 
and demand (dashed line) curves are plotted, as 

illustrated in Figure 1. The intersection of these two 
curves can be used to determine the trading price and 
the quantities. The details on how this is determined 
can be found in [6]. Once the trading price and 
quantities are determined from the double auction, the 
next step is to find a solution for the proposed 
game.

  

 
3. Proposed Game Solution and Basic Result 
One popular solution concept to solve a noncooperative 
game is through the concept of Nash equilibrium (NE). 
The Nash equilibrium is a state of the game in which 
no player can improve its utility by unilaterally 
changing its strategy, given that the other players 
maintain their current strategies [8]. Mathematically, a 
vector of strategies a* constitutes a Nash equilibrium, 
if and only if, it satisfies: 

* * *( , ) ( , )    ,i i i i i i i iU a U a i a A− −≥ ∀ ∈a a . 
The existence of an NE is not always guaranteed. For 
the proposed game, we observe that, although the 
strategy sets are convex, the utility function can include 
discontinuities due to the trading price resulting from 
underlying double auction. Therefore, the classical NE 
existence results cannot be applied [8]. However, in 
our recent work [7], we have shown that, despite the 
discontinuity of the utility function; an NE is 
guaranteed to exist, although it may not be unique. 
 
To find one such NE, we can develop an algorithm 
based on the idea of a best response. Essentially, the 
best response of any player i is the strategy choice that 
maximizes its utility in (1), given the current vector of 
strategies i−a  of the other players.  
 
In Figure 2, we show a simulation result highlighting 
the performance resulting from the proposed best 
response-based algorithm, for different numbers of 
sellers. Performance is measured in terms of the 
average utility per seller. Figure 2 shows that the 
proposed game-theoretic approach yields significant 
gains relative to a classical greedy-based energy 
trading algorithm. Our results in [6] also show a 
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reasonable convergence time.  

 
Figure 2. Performance of proposed approach. 

 
4 Conclusions and Future Work 
In this short letter, we developed a basic game theoretic 
model, combining auction theory with noncooperative 
game, to gain some insights on the potential of local 
energy trading in the smart grid. This basic model 
showcases the potential of game-theoretic approaches 
for enabling evolved energy trading mechanisms in the 
smart grid. However, this letter only scratched the 
surface of an emerging area in the smart grid in which 
many future works can be foreseen.  
 

First, one key direction is to study scenarios in which 
both buyers and sellers are strategic. Second, it is of 
interest to define novel game-theoretic equilibrium 
concepts that can connect multiple, co-existing games. 
Third, in energy markets, a certain hierarchy might be 
imposed on the energy trading processes. For example, 
the main grid substations can take the role of leaders in 
the market, in which case a Stackelberg formulation 
such as in [9] is appropriate. Fourth, in the presence of 
time-varying demand and supply, one must incorporate 
dynamics into the developed game via a 
differential/dynamic game formulation [8]. Finally, one 
major open research problem is to study how the 
process of energy trading evolves under practical 
constraints on the underlying power and 
communication infrastructure. 
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