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Abstract The World Wide Web (WWW) represents the largest and arguably the most
complex repository of content at our current state of technological development.
Information on the web is represented using a variety of media, with a (current)
predominance of text- and images-based data and increasing presence of other media
such as video and audio. The complexity and heterogeneity of the information
implies that the associated semantics is often user-dependent and emergent. Thus,
there is a need to develop novel paradigms for web-based user-data interactions that
emphasize user context and interactivity with the goal of facilitating exploration,
interpretation, retrieval, and assimilation of information. This article presents a novel
presentation-interaction paradigm for exploratory web search which allows simulta-
neous and semantically correlated presentation of query results from different
semantic perspectives. Users can explore the results either using a specific
perspective or through a combination of perspectives via highly-intuitive yet
powerful interaction operators. In the proposed paradigm, hits obtained from
executing a query are first analyzed to determine latent content-based correlations
between the pages. Next, the pages are analyzed to extract different types of
perceptual and informational cues. This information is used to organize and present
the results through an interactive and reflective user interface which supports both
exploration and search. Experimental investigations, many of which are conducted in
comparative settings, analyze the proposed approach in query-retrieval scenarios
involving complex information goals. These results demonstrate the efficacy of the
proposed approach and provide important insights for the development of the next-
generation of interfaces for web-search.
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1 Introduction

Users seek information on the web through two predominant modes [34]: by browsing,
called “search by-navigation” or by searching, called “search by-query”. In the first mode,
the interaction between the user and the data repository is driven directly by the user’s
interpretation of their information need and their information foraging constraints. In the
latter mode, a search engine typically mediates the user-data interactions and the process
starts with the user entering query-terms that act as surrogates for the user information
goals. Given a query, the most common strategy has been to present the results as a list
where each entry is ranked by its putative relevance to the query. Users have to
subsequently peruse the list to satisfy their information needs through browsing the links
and/or by issuing further queries.

Such a user-data interaction paradigm is perfectly adequate for many types of queries.
However, as the information in the web gets diversified both in terms of its complexity as
well as in terms of the media through which the information is encoded, short keyword-
based queries are often insufficient to describe both the user information need as well as the
content that may putatively satisfy it. It is also interesting to note here that even under
conditions where users have a well defined information goal, many may not necessarily
employ keywords as the first-choice modality. This observation was made in [46], where in
a modified diary study that examined how people performed personally motivated searches,
it was found that instead of jumping directly to their information using keywords, a
majority of participants navigated (to the target) using small local steps using their
contextual knowledge. In recognition of these issues, commercial search engines have
begun to provide alternatives; for instance, augmenting the listing of results with page
thumbnails or previews.

The user information need can, of course, be more nuanced than one that simply
requires looking-up clearly defined facts. In such cases, the user may choose to
explore the information space and the information goal may itself evolve as part of
the exploration process. Finally, and most fundamentally, the semantics that can be
associated with media and even complex alphanumeric data can rarely ever be
predefined and kept fixed. As has been demonstrated [9, 37], the semantics of such data
are non-unique, user-dependent, and emergent. Emergent semantics implies that data is
endowed with meaning by placing it in context of other similar data and through factors
that are user specific.

Given this context, the limitations of the strategy of simply presenting a list of
results, even when accompanied with cues, becomes apparent. From an operational
perspective alone, such a paradigm increases the cognitive load on users by forcing
them to cherry-pick from a list that may include a variety of hits not all of which
may be related to their information goal. The problem is exacerbated if the query
terms are polysemous or if the results contain multiple topics. More fundamentally,
the richness of the information-seeking task in a web containing heterogeneous and
multifarious information requires that user context and user-data interactions play a
critical role in interpretation and assimilation of the information. A similar conclusion
can also be reached if one examines the issue from the perspective of explanatory
modeling of user behavior on the web. For example, research in information foraging
theory [28] asserts that users typically navigate towards their information goal by
following link cues, which are fragments of information within or near hyperlinks and
relevant to the user’s information goal. From this perspective also, the conventional
approach arguably remains minimalistic in that it neither presents any clues about
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correlations within the list of results nor does it provide sufficiently rich link cues. Two
distinct but interrelated necessities can thus be identified:

& Capturing and representing the variability in the semantics of the information that may be
spread across different web pages which have been identified to be of relevance to the query.

& Supporting efficient and effective interactions between users and the information with
the ultimate goal of efficiently satisfying the user information need even if it is not well
defined at the beginning of the search process.

Both the aforementioned issues underline the need for facilitating exploratory, user-
centric capabilities rather than pure syntactic query-retrieval. In [22], Marchionini had
proposed three types of search activities: lookup, involving carefully specified queries and
precise results, learning, involving cognitive processing and knowledge interpretation, and
investigation, requiring critical assessment. It was postulated in [22] that information
seeking activity involving learning and investigation constitutes exploratory search. It has
also been noted that in exploratory search, information seeking is not just about the final
results but also about knowledge acquisition during the search process itself [50, 51].

The development of novel paradigms in this context, arguably, has to build on the
available search technologies. This would allow taking advantage not only of the well
developed keyword-based information retrieval capabilities of modern search engines but
also of their capabilities to crawl and index the web. Furthermore, our current inability to
bridge the signal-to-symbol gap [43], implies that highly efficacious media-content-based
approaches for querying the media-rich web are, as of yet, infeasible in general settings.

In this paper, we build upon our prior work [14, 38, 39] and present a paradigm for user-
data interaction in web-search which is motivated by the philosophy of experiential
interfaces proposed for media-rich environments [15, 40]. In the proposed approach, we
empower users to search and interact with web-based information from multiple
semantically relevant perspectives. These perspectives can be data driven, model-based,
or a combination of the two. Furthermore, two of the perspectives supported in this
paradigm are dedicated to the support of spatial and temporal reasoning with the data, since,
space and time are central to perceptual reasoning. Finally, the proposed paradigm
emphasizes interactivity; outcomes of interactions conducted with respect to a chosen
semantic perspective (such as, for instance, the temporal characteristics of the data) are
reflected in the other semantic perspectives. Thus, users can experience the underlying
relationships between different aspects of the information and form a holistic understanding
of the information. Experiments and user studies indicate that such an approach can be
especially helpful in situations such as exploratory search, finding media-based informa-
tion, understanding the information space induced by the query, and recognizing the
information diversity underlying the query. For complex information needs, the proposed
paradigm also appears to facilitate more rapid identification and retrieval of relevant
information when compared to the classical approach of ranking and listing of the results.

2 Review of prior research

2.1 Visualization and retrieval of text and media

The problem of presenting complex information in manners that aid assimilation and
retrieval has been actively investigated in the context of text and media visualization for
digital libraries. Examples of early ideas in text visualization include the starfield displays
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[1], TileBars [11], use of the Kohonen self-organizing map to project the high-dimensional
document space to a 2D plane for visualization [21], and the SPIRE Galaxies visualization
which mapped document time to line angle and length [53]. Unlike these methods, which
focused on the visualization of specific document characteristics, the Envision system [25],
supported representation of user-selected characteristics. Other techniques have focused on
capturing more complex and abstract document characteristics. For instance, the
ThemeRiver visualization approach was proposed to analyze large document
collections and depict thematic variations over time so as to help users find trends
and cause-effect relationships [10]. However, many of these tools were not designed to
factor the user and data contexts, the history of interactions, or the evolving nature of the
user information goal.

Given the rapid increase in media-based information on the web, a number of strategies
have also been proposed to address the problem of web-based media retrieval. For instance,
in the AMORE search engine [24], different strategies were explored for assigning
keywords to images to facilitate retrieval. A combination of color-texture moments, text,
and link information was proposed to cluster image search results from the web in [3].
Another content-based approach was proposed in [49], where the images were segmented
into homogeneous regions and quantized into codewords. The collection of such codewords
was then ranked based on human labeled data and used to cluster other images. The use of
context to retrieve media provides an alternative to the content-based approaches. Examples
include the use of location information for image retrieval [47], the use of temporal
information [8, 29] for indexing and retrieval of media, and the use of event-based unified
indexing of multiple semantically correlated media [41]. We refer the interested reader to
the reviews [20, 44] for further details on media retrieval. As the focus of this research is
the design of methods for visualization and interaction with web-search results, the
following subsection reviews the relevant research.

2.2 Clustering and visualization of web search results

The fact that alternate presentation of search results (as opposed to the use of a linear list)
tends to support exploration has been pointed out in many studies. In one of the early
investigations [32], a tabular interface was compared with a conventional list-based
presentation of results. The columns of the table in this case corresponded to elements of
the search results such as title, URL, metadata, excerpts etc. It was observed that the tabular
interface induced users to undertake more diverse search strategies than the list-based
presentation. More recently, the list format was compared to a grid-based presentation to
study the role of the interface in the user’s evaluation process [16]. In this study the
trustworthiness order and search interface was varied, leading to four between-subject
factors: presentation in terms of descending trustworthiness, presentation in terms of
ascending trustworthiness, list-based interface, and grid-based interface. In the list interface,
users were found to give the greatest attention to results placed at the top of the list.
Consequently, in the case of presentation in terms of ascending trustworthiness, users spent
significantly longer time on the least trustworthy results. In contrast, with the grid interface
all results were attended to equally long. Thus, in general, the grid interface was postulated
to better support users in the selection of trustworthy pages. A similar conclusion was also
reached in [35] where the Kartoo (www.kartoo.com) interface was compared with a
Google-like interface. In the Kartoo interface, the results are presented as a constellation of
documents, in which the existing relations between pages are made explicit. Undergraduate
students tasked with reading a set of web pages on climate change were found to
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comprehend the material better using a Kartoo-like presentation as opposed to a Google-
like presentation.

In the past decade, there has been an increasing interest in exploratory web search.
Introductions to this area can be found in [50–52]. The demands of supporting exploratory
search have spurred research on analysis, visualization, and interaction techniques for web-
based information retrieval. In the following, we consider these works in terms of two,
sometimes overlapping, directions. The first of these includes methods that use text analysis
to cluster search results based on the page content. Clustering of results not only helps users
form an overview but has also been found to improve the speed of retrieval [6]. The second
direction involves methods that focus primarily on visualization of search results. In
addition to the techniques reviewed in this section, the interested reader is referred to [4] for
further details on web page clustering.

The traditional approach to document clustering involves manual classification using a
taxonomy, or hierarchy of descriptors. With regard to web pages, this approach although
semantically very meaningful, is limiting because developing taxonomies and assigning
them to web pages is very costly. Moreover, manual classification cannot keep pace with
the rapidly increasing number of documents on the web. In the Open Directory Project
(www.dmoz.org), these limitations are ameliorated through taxonomy-based classification
using a large global community of volunteer editors. In spite of limitations, the utility of
ODP classifications is significant as underscored by its use in Google Directory, AOL
Search, as well as in the proposed method.

Algorithmically clustering search results so that each cluster putatively corresponds to a
distinct topic is an alternate strategy that does not suffer from limitations inherent to manual
page classification. An example of this approach is the Grouper interface [56], where search
results are clustered and the clusters are labeled using phrases extracted from page snippets.
Other efforts include [7], where a hierarchical clustering of results using web page
summaries was used. Since the quality of clustering ultimately depends on page descriptors
and clustering strategies, significant research has occurred in these two directions. In [31],
position sensitive word-based and TFIDF-based descriptors were proposed for clustering.
Instead of using word-level descriptors, the clustering problem was formulated as that of
ranking salient phrases in [57], while in [17] web pages were classified using their URLs.
An approach towards grouping search results based on a cognitive model of language was
proposed in [18], where the search results were filtered using WordNet (http://wordnet.
princeton.edu) senses. Unlike these approaches, where the clustering and categorization was
defined by page content, in the search engine Northern Light (www.northernlight.com), the
results were clustered into categories predefined in library sciences. A number of commercial
efforts have also supported on the-fly clustering of search results. Examples include Clusty
(www.clusty.com), Vivisimo (www.vivisimo.com) and Grokker (www.grokker.com).

The importance of visualization in web search was highlighted in the early parts of
the last decade, when in [54] Woodruff et al. showed that engaging the perceptual
capabilities of users by using thumbnails of web-pages aided them in finding relevant
information after a search engine had produced a list of hits. Currently search engines,
such as ASK (www.ask.com) or Google include thumbnails of pages retrieved by a query.
A number of research efforts have also investigated the use of more powerful
visualization techniques. For example, in [12] a variation of heat-maps was used to
represent web-search results and support their interactive exploration. In [19], the authors
proposed the Venn Diagram Interface (VDI). In this clickable interface, the number of hits
generated by terms in the query was shown in each subset of the diagram. The idea
behind VDI was to allow users to see how terms in the query contributed to the result set
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of the query and subsequently help them browse the results corresponding to each of the
query terms. The WordBars system [13] was also designed to present the distribution of
results in relation to the terms of the corresponding query and facilitate browsing of the
results. In this system, users were presented with a list or bar-graph of the most frequently
occurring terms in the result set of a given query. Users could then sort the list using one
or more of the terms as an index or reformulate their query by adding one or more terms
from the list or bar to their original query. Researchers have also used abstract graphical
object (glyph) representations to map the value of each attribute of an input tuple to a
visual dimension [5, 33]. For instance in [5], a flower metaphor was used for the glyph
design and the characteristics and metadata of the web documents (such as document
length and type, domain, frequency of keywords from the query, and number of links)
constituted the attributes being mapped. Unlike the above methods, which were all
designed for generic search, in [26], a specific type of exploratory search was considered
which occurs when, for example, a user searches the web with the goal of collecting
information on different cars. The authors postulated that the cognitive workload in such
cases is primarily due to factors such as the need to represent information goals,
determine how informative a specific page is, and memorize previously explored
information. To mitigate the workload in such cases, a system called SketchBrain was
proposed. In this system the query trails and post-query browsing trails were tracked,
stored, and visualized as a sketch. The system used a path-recommendation algorithm to
help users choose the next page to visit. The users could also interact with and manipulate
the abstracted entities in SketchBrain using operations such as projection, selection, and
associations with user defined or system recommended topics. At the state-of-the-art, a
number of commercial search engines have begun to support visualization of search
results to varying degrees. On one end systems such as the aforementioned Vivisimo,
Grokker, and Kartoo have experimented with incorporating significant visualizations
strategies in their interfaces. On the other end, mainstream search engines like Bing and
Google have started to combine listings with perceptually relevant presentations such as
images and maps. Finally, we would like to note faceted browsing [55] which is an
information presentation technique where the attributes corresponding to a specific entity
is organized along multiple orthogonal dimensions, called facets. The collection can be
browsed by selecting values in the facets. The advantage of faceted browsing is that given
a query, the available values for a corresponding constraint are always communicated to
the user. The display of information in terms of information facets was shown in [55] to
be more efficacious as compared to a keyword search interface. However, faceted
classifications tend to be limiting when the collection is large or when users have varying
information needs.

3 Design principles and overview of the prototype system

3.1 Experiential computing and the design principles

Supporting the information seeking process, once it moves out of the realm of queries that
can be precisely specified and enters the exploratory domain requires facilitating
exploratory and user-centric capabilities. In multimedia computing, the principles of
experiential computing were proposed to address the challenges of information exploration,
assimilation, and retrieval in settings involving heterogeneous and multifarious data [15, 40,
42]. This paradigm argues for the design of systems where users can apply their natural
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senses to observe, interact, and explore the data. Our approach is motivated by this
paradigm.

Experiential systems are characterized by the following properties: (1) they are direct, in
that they do not use complex metaphors or commands either for presentation of the
information or for mediating interactions with it, (2) they support the same query and
presentation spaces to support intuitive and direct user-data interactions, (3) they maintain
user state and context, (4) they present information independent of (but not excluding)
media type and data sources, (5) they provide multiple semantic perspectives on the data,
both for presentation and interactions, and (6) they seamlessly integrate powerful
algorithmic analysis with visualization and interaction.

For our problem context, experiential computing shares many characteristics with ideas
proposed in visualization research. Notwithstanding its origins, it should consequently be
thought of as a paradigm that encapsulates information visualization and exploration. Its
relative uniqueness lies in the emphasis it places on information presentation in manners
that are both perceptual and avoid the use of complex metaphors. The rationale underlying
this emphasis is that the cognitive mechanism is well acclimatized to deal with direct
information presentation and interaction, both evolutionarily as well as in terms of life
experiences. This design principle is supported by the cognitive fit theory [48], which
suggests that users achieve better task performance when they do not need to transform the
model through which information is presented to a different mental model, in order to solve
a task. Another key characteristic of experiential computing lies in facilitating human-
machine synergy by combining powerful algorithmic data processing and analysis with
interfaces that allow users to leverage their perceptual abilities for exploration and
assimilation. Recently, a similar argument was (independently) made by Perer and
Shneiderman to incorporate statistical computing in visualization for exploratory data
analysis [27].

3.2 Overview of the prototype system

In the following we provide an overview of how an experiential user-data interaction
paradigm was developed as part of this research and implemented in a prototype system.
The key modules of the system and the information flow between them are shown in Fig. 1.
A snapshot of the user interface is shown in Fig. 2. Queries issued to the system are
directed to a search engine, selected by the user, with the Web Data Retrieval module
obtaining the content of the pages constituting the hits. This module also uses an external
service to obtain web page thumbnails. The information from the retrieved pages is next
processed successively by the Textual Information Analysis, Location Extraction and
Analysis, and Time Extraction modules. Briefly, the Text Analysis module analyzes the
retrieved results to determine semantic correlations between them. The Location Extraction
module parses each document and cross-references the terms with a comprehensive
gazetteer of locations to find geographical associations. Similarly, the Time Extraction
module parses each document to extract any dates. The design of these modules and the
underlying algorithms are described in detail in Section 4.

The information derived from the various components is displayed as separate panels in
the user interface (see Fig. 2), with search results presented as clusters of web pages, and
related spatial and temporal information shown as points on a map and timeline. As users
mouse-over links, a fourth panel presents a thumbnail of the web-page, a summary of its
content, and any media files (such as audio or video) that may be associated with it. The
design of the interface has been done to support emergent and exploratory user interactions.
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Fig. 2 The experiential user interface of the proposed prototype showing the different coordinated views of
the search results. The top-left panel of the interface displays the semantic clustering of the search results
corresponding to the user query (in this case “Jim Gray”). As users mouse over any specific URL in any of
the clusters, a page summary is created. The summary includes links to any media present in the page and is
displayed in the top-right panel. The geographical distribution of information from the selected cluster of hits
is presented through an interactive map. Finally, the temporal distribution of information from the selected
cluster is shown in the bottom panel. Users can directly interact with the information in each of these panels.
Changes brought about as a result of interactions in any one of the panels are reflected in the other panels.
For instance, selection of a specific cluster updates the timeline as well as the map to display the temporal
and geographical information related to this cluster

Fig. 1 The key components of the system and the information flow between them. A user issues a query and
interacts with the results using the experiential user interface shown in Fig. 2. The query is passed on to a
search engine by the web data retrieval module. This module also collects the returned results and interfaces
with a thumbnail database to retrieve the thumbnails of the pages returned by the search engine.
Subsequently, the retrieved pages are analyzed in terms of their content and any location and time
information that may be contained in them. The content of the pages is used to semantically cluster them.
These clusters, along with the geographical display, time-information display, and thumbnails are brought
together by the information integration module and presented to the user for subsequent interactions
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In it, various views of the data are tightly linked to each other, so that interactions in terms
of any one of them are instantaneously reflected in all the views. For example, selecting a
specific region of time leads all links relevant to it to be highlighted, including in the spatial
view. Such coupling helps users perceive the correlations between different aspects of the
information. Consequently, it can help in formulation of hypotheses and in the discovery of
relationships in the data.

4 Determining the semantics of the information structure underlying the query

In order to determine the semantic structure of the information retrieved by executing the
query, it is essential to determine web-pages that have similar content and distinguish them
from those that contain semantically different content. Typically the heterogeneity in the
semantic structure underlying a query is due to polysemous terms or, more fundamentally,
due to the inherent variability of the information corresponding to the query terms.

As a preprocessing step towards helping users visualize and interact with the information
structure underlying a query, the text of each retrieved web page is appended to its metadata
and parsed to remove all html tags, numbers, and punctuation. A stop-list of 670 common
English words is next used to remove minimally-descriptive terms (e.g., “that”). Of the
remaining words in the page, the first 200 words are used for subsequent processing. Next,
the Porter stemming algorithm [30], is used to truncate words to their root forms in order to
allow morphological variants to be mapped together for frequency counting. The modified
keywords are used to construct a term-frequency table where each column denotes a
document and each row a keyword. Following the preprocessing step, a novel term
frequency adjustment scheme is employed. This step combines Latent Semantic Indexing
(LSA) with a Term Frequency-Inverse Document Frequency (TFIDF) weighting to enhance
the quality of the final document clusters by increasing the similarity between the term
frequency vectors of similar documents and simultaneously amplifying the differences
between the term frequency vectors of dissimilar documents. The intuition behind the
scheme lies in utilizing LSA to first reveal semantic correlations between the
documents via mapping to a low-dimensional Eigenspace. Next, the prominence of
uncommon words is further emphasized through TFIDF. The following subsections
describe this method in detail.

4.1 Determining term saliency by TFIDF weighting in the latent semantic subspace

After normalization (dividing frequency values by document size), LSA is performed on
the term frequency matrix X (with m rows (terms) and n columns (pages)). The technique
consists of performing singular value decomposition (SVD) on the matrix X to rewrite it as
a product of 3 matrices as shown in Eq. (1).

X ¼ U �Σ � VT ð1Þ

In Eq. (1), U is a unitary matrix of size m × m, Σ denotes the diagonal matrix of scaling
values of size m × n, and VT denotes the conjugate transpose of V and is of size n × n. The
dimensionality of the data is reduced by truncating all but the largest eigenvectors, so as to
minimize the amount of noise in the data set. We automatically select the reduced number
of dimensions by calculating the difference between contiguous eigenvalues and truncating
all values after the largest drop. Thus, the dimensionality reduction process is completely
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data-driven. Finally, the matrix is reconstructed to reveal the modified term frequency
values. In the next step of our analysis, the term prominence values are adjusted using
TFIDF [36]. Thus, our content analysis approach combines LSA and TFIDF. In the
following, we briefly describe the TFIDF method and explore specific questions related to
its application to our problem domain and then illustrate the process of combining LSA and
TFIDF using an example.

The fundamental idea underlying TFIDF is based on the observation that uncommon
terms give better discernment between documents. This method uses a background set of
documents to down-weight common terms. The background set is constructed from the
same domain as the test data, and term frequencies are adjusted as shown in Eq. (2):

TFIDF i; jð Þ ¼ TF i; jð Þ � log10
N

DFðiÞ
� �

ð2Þ

In Eq. (2), TF(i,j) denotes the frequency of term i in page j, N is the size of background
set, and DF(i) denotes the number of background set documents in which term i appears.
The last multiplicand is called the inverse document frequency. An important characteristic
of the TFIDF weighting scheme is the fact that its performance is heavily influenced by the
choice of background set. In the case of information gathering on the web, no a priori
domain of discourse can be fixed. Thus, the strategy for selecting the background set is
crucial. We experimented with two methods to determine the background set. In the first
case, the background set was created using 1656 randomly selected web pages. In the
second case, the background set was dynamically constructed for each query and consisted
of terms from the first 50 pages returned for the given query. For both the cases, content of
the pages were pre-processed through stop-listing and removal of duplicate terms.

Our idea for dynamically determining the background set is motivated by the hypothesis
that the discernment value of a term depends upon the context in which it appears. For
example, the term “quark” is uncommon in normal English usage. However, this term
would occur frequently in the results for a query on particle physics. So, the importance of
this term for distinguishing pages in the particle physics domain arguably would be limited.
In Fig. 3, we present results from 40 distinct and diverse queries where the list of hits was
clustered using Person correlation of the TFIDF term weights in each page. Two sets of
TFIDF weights were calculated following each of the strategies for background set creation
described above. As can be seen from Fig. 3 (Top), better results were consistently obtained
with the dynamically constructed background set.

We next combine LSA and TFIDF (abbreviated henceforth as LSA + TFIDF) to
emphasize the difference between dissimilar pages while simultaneously increasing the
similarity of related pages. Our idea is motivated by the observation that the difference
between inter-cluster and intra-cluster correlation values can often be low, when LSA alone
is employed. Examples include the 1st, 9th, 10th, 14th, and 35th queries, corresponding to
the query terms “eclipse”, “jobs in bay area”, “stock car racing”, “Japanese comics” and
“chili pepper” as shown in Fig. 3 (bottom). The same figure also shows the improvements
obtained by applying TFIDF weighting after LSA. For instance, the reader can note that the
combined method led to consistently higher correlation values for similar documents while
emphasizing the difference between dissimilar documents.

In the following, we illustrate the effect of LSA + TFIDF through a small real-world
example, where the polysemous word “eclipse” was used as the search term. In Table 1, we
present the key terms for the first five pages retrieved for this query. We used 10 terms (after
stop-listing) to constitute the representation space for the documents. Their term frequency
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values are shown in Table 2. Furthermore, the first 20 terms from each of the first 10 retrieved
pages were used as the background set (not shown here). It is easy to observe from Table 1
that the web pages fall into two categories: software (first 3 documents) and astronomical

Fig. 3 (Top) Comparison of static and dynamically generated background sets for computing TFIDF values
across 40 different and diverse queries. The static background set was created using terms from 1656
randomly selected web pages and did not change across queries. The dynamic background set was generated
for each query and consisted of the terms from the first 50 search results (pages). The X-axis displays the
query number and the Y-axis shows the average inter-cluster distance based on the TFIDF scores for terms in
each document. Larger inter-cluster distances indicate better term-weighting. It may be noted that for all the
cases, the use of a dynamic background set led to inter-cluster distances that were equal or greater than those
obtained using the (larger) static background set. (Bottom): Comparison of LSA, TFIDF and their
combinations

Table 1 Terms after stop-listing from the first five documents of the query “Eclipse”

Page First 20 words after stop-listing

1 news featured corner articles kind universal tool platform open extensible ide particular check
roadmap white paper read technical articles visit

2 downloads downloads section start downloading sdk browse various project pages useful tools
plugins need problems installing getting workbench run check

3 subclipse tigris login register collabnet enterprise edition tigris open source software engineering
tools pages projects community projects subclipse project tools

4 nasa solar lunar resource planetary transit year ephemeris moon phases sunearth gsfc nasa elcome
nasa gsfc sun earth connection education

5 solar stories path totality exploratorium nasa sun earth education forum presents live webcast
June total solar zambia maps features resources
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events (document 4 and 5). In Table 3, we show the inter-page correlation distances based on
the term weights after LSA. The reader can see the clear grouping of pages 1–3 and pages 4–
5. In Table 4, the inter-page correlation values are recomputed, this time, based on terms
weights obtained using LSA + TFIDF. The reader may observe the improvements in
the correlation scores of semantically related pages even for this small example. For instance,
the correlation value between page 1 and page 4 (which were unrelated) decreased from −0.79
to −0.89 while the correlation values between page 1 and pages 2–3 increased from 0.99 to 1.0.
In the next section, we describe how the term saliency scores defined through LSA + TFIDF can
be used to group semantically related content.

4.2 Clustering semantically related content

We present a two-stage clustering mechanism for grouping pages having semantically
related content. The first stage of this approach is dynamic and data-driven while the second
stage is model-based and uses a manually constructed taxonomy to refine the results. The
second stage is crucial because it allows similar pages to be brought together even if there is
a paucity of correlating data as extracted from them. The second stage also allows us to
capture notions of semantic similarity that are cognitively obvious but are difficult to
discern purely from the data without conceptual models.

4.2.1 A measure for comparing page-content

An important requirement for clustering web-pages in semantically related groups is the
definition of an appropriate measure (or metric) between pages. This measure needs to be
computable using the page descriptors. Furthermore, the measure should correspond to
cognitive notions of semantic similarity. Towards this in the following, we present results

Terms Page1 Page2 Page3 Page4 Page5

Open 1 0 1 0 0

Check 1 1 0 0 0

Project 0 1 1 0 0

Pages 0 1 1 0 0

Tools 0 1 2 0 0

Nasa 0 0 0 3 1

Solar 0 0 0 1 2

Sun 0 0 0 1 1

Earth 0 0 0 1 1

Education 0 0 0 1 1

Table 2 The raw term frequency
scores of the ten terms from
Table 1 used for representing
he documents

Page1 Page2 Page3 Page4 Page5

Page1 1 0.99 0.99 −0.79 −0.77
Page2 0.99 1 1 −0.85 −0.84
Page3 0.99 1 1 −0.86 −0.84
Page4 −0.79 −0.85 −0.86 1 1

Page5 −0.77 −0.84 −0.84 1 1

Table 3 The inter-page correla-
tion distance after LSA
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from investigations that compared three similarity measures commonly used in the text-
retrieval community: Pearson-correlation, Cosine-distance, and Euclidean-distance. Giving
two vectors ya and yb, the Pearson correlation measures their similarity in terms of a
correlation score S(P)(ya, yb) ∈ [−1, 1]. Following [45], we normalize the Pearson correlation
value to the interval [0, 1] for purposes of comparison with the cosine and Euclidean
measurements. The normalization from is shown in Eq. (3), where y denotes the average
feature value of vector y.

sðPÞ ya; ybð Þ ¼ 1

2

ya � yað ÞT yb � ybð Þ
ya � yak k2 � yb � ybk k2

þ 1

 !
ð3Þ

The cosine measure, denoted hereafter as S(C)(ya, yb) determines the similarity of two
vectors ya and yb by the angle between them. We also normalize the cosine measure to the
interval [0,1] as shown below in Eq.(4). In this equation, a value of 1 denotes perfect
similarity while the value 0 denotes complete dissimilarity.

sðCÞ ya; ybð Þ ¼ 1

2

yTa yb
yak k � ybk k þ 1

� �
ð4Þ

Finally, the Euclidean metric S(E)(ya, yb) measures the distance between vectors ya and
yb. Consequently, it is unbounded on the positive side and perfect similarity is given by a
distance of 0. In order to compare it with the aforementioned measures, following [45], we
map the Euclidean distance to a [0, 1] interval as shown in Eq. (5).

sðEÞ ya; ybð Þ ¼ 1

1þ ya � ybk k2
ð5Þ

In order to compare these measures, we used a set of 40 queries on real-world topics and
manually clustered the first 20 hits for each query to obtain the ground-truth clusters. In
order to mirror typical web search usage, the test queries were constrained to consist of 1 to
4 words. Examples of queries included, among others: “chili pepper”, “Japanese comics”,
“eclipse”, “computer”, “cell phone”, “earthquake”, “world cup”, “jobs in bay area”, “stock
car racing”, “New York”, “sports car”, “ant”, “brother”, and “wolf”. The manual clustering
was done by examining the content of the hits and grouping together pages with similar
content. Since cluster definitions can be subjective, we used a committee-voting approach
to define the ground truth. The committee was comprised of the three authors, who
independently clustered the data. The final clusters used in the analysis were obtained using
majority voting. This process is further explained in Section 6.1.

For each of the aforementioned distance measures, we calculated the average correlation
of each page with pages in the same ground-truth cluster as well as the average correlation
with pages outside the cluster. We defined the best measure to be the one that maximizes

Page1 Page2 Page3 Page4 Page5

Page1 1 1 1 −0.89 −0.87
Page2 1 1 1 −0.92 −0.90
Page3 1 1 1 −0.92 −0.91
Page4 −0.89 −0.92 −0.92 1 1

Page5 −0.87 −0.90 −0.91 1 1

Table 4 The inter-page correla-
tion distance after LSA + TFIDF
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the difference between the within-group and between-group average correlation values. The
results from this experiment are presented in Fig. 4. For the Pearson correlation distance,
the average difference and variance for across all the queries was .27±0.02. The
corresponding values for the cosine distance and the Euclidean distance were 0.20±0.01
and 0.06±0.004 respectively. In these experiments the Pearson measure performed better
than both the cosine distance and the Euclidean distance for all the cases. We therefore used
the Pearson correlation as the inter-page distance.

4.2.2 Content-driven clustering to determine semantically related pages

To implement content-driven clustering of the pages returned as the result of a query, we
propose an adaptive K-medoid clustering algorithm. This algorithm is designed to address
two major issues associated with the K-means family of algorithms, namely, specifying in
advance K, the number of clusters and ameliorating the dependence of the final result on the
cluster initialization.

We motivate the first issue by noting that different queries would result in different
numbers of retrieved documents, which in turn would induce a different value of K for each
situation. Additionally, an incorrect specification of K could degrade the quality of the
clusters. In order to solve this problem, we use an adaptive, data-driven approach to
determine K. The second issue we need to address relates to the sensitivity of the final
clustering to cluster initialization. This problem becomes especially critical in our problem
context since each document is represented by a high-dimensional term frequency vector. A
well understood characteristic of high-dimensional spaces is that with increasing
dimensionality, the interior of the space becomes sparse. Therefore, in order to avoid
initializing clusters in the sparse regions, we employ a density based approach to identify
the K-highest density points in the distribution to seed the clusters. As an additional
modification, we employ the K-medoids algorithm, which is a variation of the K-means
algorithm and uses actual data points as centers of clusters. The advantage of this strategy
lies in the fact that it reduces the re-computation of the distances between objects and
cluster medoids, since the medoids change less often than means. At each step of the
algorithm, a stability criterion is used to split and merge clusters. A cluster is defined to be
“stable” if for any two documents in the cluster, the similarity value is higher than a
threshold T and the similarity value of a document in this cluster with any document in

Fig. 4 Comparison of Pearson, Cosine and Euclidean similarity measures
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another cluster is less than T. In the following, the set of clusters obtained after each
iteration is denoted by FC. The algorithm takes as input, the data set D and the similarity
threshold T. It is initialized with K=1 and FC = {D}. As the initial step, the data is
checked for stability. If the conditions for stability do not hold (that is, there is more than
1 cluster), the value of K is incremented and the following steps are executed till all
clusters become stable:

& Initialization of cluster centroids: The cluster centroids are seeded by selecting the K
points of highest density. The density-based initialization ensures that the clustering is
focused on key-regions, rather than around sparse outliers.

& Voronoi Tessellation: The pages are partitioned into Voronoi regions (clusters) induced
by the centroids computed above.

& Medoid computation: For each Voronoi region (cluster) c its medoid mc is determined as
the page for which the sum of similarity values to all other pages in the cluster is
the greatest:

mc ¼ argmax
i

X
j

S di; dj
� � ð6Þ

& Merging and splitting of clusters: For a given cluster, if any two objects in the cluster
have similarity value lower than T, then the cluster is considered as a candidate for
splitting. Analogously, for two clusters, if all pages have pair-wise similarity values
higher than T, then these clusters become candidates for merging. The value of K is
incremented or decremented appropriately.

The reader may note that in the above algorithm, the point at which all clusters
become stable automatically determines the optimal value for K and acts as the
stopping criterion.

4.2.3 Model-based grouping of pages into semantically related clusters

The variability of syntax and factors such as lack of sufficiently detailed information
implies that a purely data-driven approach may not always group related pages together. To
address this issue we propose a secondary grouping step based on page category
information from ODP (www.dmoz.org). The ODP is a large, manually-constructed
directory consisting of over 5 million web sites and maintained by a worldwide community
of volunteers. The directory consists of a hierarchy of categories to which web sites are
assigned. For example, the Monterey Bay Aquarium web site is classified as “Aquariums/
North America/United States/California”. Similarly, the website of the San Francisco State
University is categorized as “Reference/Education/Colleges and Universities/North Amer-
ica/United States/California/California State University.” We use the information from
ODP is used to group semantically related pages even if their content is relatively
dissimilar. This is done as follows: first, the last level(s) of the hierarchy for categories
having more than seven levels are truncated. We assume two web pages to be similar if they
share the top seven levels of the hierarchy. Second, clusters containing documents having
identical categories are merged. Third, clusters containing pages that have an ancestor–
descendant relationship are merged provided that the category associated with the ancestor
has at least four levels. For example, clusters with pages having the following two
categories are merged: Cluster-1: “Top/Business/Marketing and Advertising/Internet
Marketing/” and Cluster-2: “Top/Business/Marketing and Advertising/Internet Marketing/
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Market Research/”. In concluding this section, we note that in spite of the advantages of
ODP, its utility is typically limited since many pages do not have ODP categories.

4.2.4 Cluster labeling

Each cluster is labeled using the three keywords that have the highest document frequency
within it. The query “ant,” for example, yields 5 clusters with the following labels: (1)
“ants,” “insects,” “nest;” (2) “directory,” “tips,” “engine;” (3) “games,” “city,” “online;” (4)
“apache,” “related,” “tools;” and (5) “user,” “software,” “management.” The use of the
labels provides users with a summary of the cluster content and can allow them to rapidly
exclude pages that are unrelated to their information need. Additionally, we also use the
cluster labels to help users in query reformulation as explained in Section 5.

4.3 Extraction and analysis of location information

The full, unprocessed text from each web page is parsed to extract location information. As
a first step of this process, the text is preprocessed to remove all punctuation except for
hyphens and forward slashes (since they are used in certain date formats). Next, the country
code top-level domain (if available) is extracted from the URL and mapped to its
corresponding country. Subsequently, major world region names (such as the
“subcontinent”, “middle east” or “southeast Asia”) are extracted. The document text
is then cross-referenced with 3 indices of locations constructed from the same
gazetteer (http://www.world-gazetteer.com): (1) countries, (2) states or provinces (for the United
States, Canada, United Kingdom, and Australia only), and (3) major world cities. All the
extracted location names are saved as a hierarchy of continent, country, state/province, and city.
This allows us to define and implement a powerful region-based and point-based model of
geographical locations. In this model, cities are defined as point locations and are contained in
region-based descriptions such as states/provinces and countries. Thus, interactions with spatial
information can be supported using both point-based and region-based queries.

A major factor that degrades precision of location extraction systems is name ambiguity,
which consists of two major types: locations with the same name and locations that are also
words. For a thorough discussion of location name ambiguity problems, we refer the reader
to [2]. We deal with the first issue by looking for a city name only if its corresponding
country or state is also found in the document text. We further limit ambiguities by
including only those cities which have populations of 10,000 or greater. Major world cities
constitute an exception to this rule and are included even if the page does not contain the
name of the corresponding country or state. The second issue is dealt with, in a simplified
manner, by only treating capitalized terms as potential locations.

4.4 Extraction and analysis of temporal information

The unmodified document texts are parsed to extract their temporal information using
regular expressions. Specifically, we look for and extract dates having the following syntax
(along with minor variations): (1) “dd/mm/yy | dd/mm/yyyy | mm/dd/yy | mm/dd/yyyy |
mm/yyyy | mm/yy | mm/dd”, (2) “dd MonthName yyyy | MonthName dd yyyy |
MonthName yyyy | MonthName”, (3) “yy | numbers preceding “BC”/“AD”/“BCE”/“CE” |
numbers following the word “year””, and (4) 4-digit numbers between 1700 and 2099

Formats differing significantly from those indicated above (including those with
different punctuation) are not recognized by the time extraction algorithm. In many of
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these cases however, the method is still able to extract the year and possibly the month as
well. Extracted dates without a year are assigned the year (if there is one) that appears
within 13 characters after it. At this point, dates which do not have a corresponding year
value are removed, as are redundant dates. As a final step, the validity of dates and years is
checked before associating this information with the page.

Since the aforementioned syntax variations comprise the vast majority of date formats,
the recall for the date extraction method is quite high. Furthermore, misidentification of a
piece of text as a putative date rarely occurs. Consequently, the precision of this method is
also very high. The major exception is the last syntax, which sometimes erroneously tags a
number in the given range as a year. A quantitative evaluation of these methods is presented
in Section 6.3.

5 Supporting experiential user-data interactions

As discussed in Section 1, our design of the proposed interface for supporting exploratory
user-data interactions is motivated by the philosophy underlying experiential systems. In it,
the information obtained from the various algorithmic components described in Section 4,
is displayed in separate but semantically coupled panels as shown in Fig. 2. In this interface
the search results are presented as clusters of web pages, and related spatial and temporal
information is displayed using an interactive map and a multi-scale timeline. The interface
combines the query and presentation spaces and is direct. For example, as users mouse-over
links in the interface displaying the clustered results, a fourth panel (top right in Fig. 2)
presents a thumbnail of the web-page, a summary of its content, and any media files (such
as audio or video) that may be associated with it. A user can also choose to click on a
cluster. In such a case the thumbnails of all the pages in the cluster are displayed along with
any associated location and temporal information in the map and the timeline respectively.
These presentation-interaction features allow users to conceptualize the content (either at a
page-level or at a cluster-level) using both textual concepts as well as perceptual
information. Furthermore, users can also obtain a visual overview of the data in any
specific cluster as well as perform roll-up and drill-down operations. In the following, we
describe five classes of interactions that are supported within this interface and their
operational semantics. These include: (1) interaction with information present in individual
pages, (2) interactions with information present in the clusters, (3) interactions with media-
based information, (4) interactions with spatial information, and (5) interaction with
temporal information. Note, that the order of using the operators supporting these
interactions is in no way constrained and determined solely by the user.

& Interaction with information present in individual pages: Two operators are provided to
support visualization and interaction with the information present in individual pages.
When using these operators, the user interacts with the page-level information present
within each cluster. The operators are:

1. Page previews: The goal of page previews is to provide the user with cues that are
perceptual and can be assimilated with a low cognitive load. Subsequently, the user
may drill-down and obtain details-on-demand. The page preview is initiated
through a mouse-over operation. This operator generates the web page’s title,
preview, summary, URL, and available media files in the page summery panel on
the upper right part of the interface. An example is illustrated in Fig. 5.
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2. Opening a page: The user can open a page either by clicking on the corresponding
entry within a cluster or by clicking on the top-right panel where the page previews
are presented. This operator follows the standard convention for opening a page as
supported in all browsers.

& Interaction with information present in the clusters: The system provides operators to
obtain overview information as well as details-on-demand both for individual pages as
well as clusters of pages. These operators include:

1. Cluster overview: Users can select a cluster by left-clicking. The selected cluster is
highlighted by a red border to provide a visual cue. Once a cluster is selected, the
application provides previews of the pages constituting the cluster (Fig. 5). The
preview allows users to rapidly explore a domain without a significant cognitive
overload. Further, any spatial and temporal information present in these pages is
displayed, respectively, on the map and the timeline.

2. Cluster information-based query generation: Right-clicking on a cluster opens a new
window where the search engine selected by the user is seeded with a new query that
combines the original search term and the labels associated with the selected cluster.
The purpose of this operator is to aid the user in query-reformulation by taking into
account the information returned in response to the original query as well as the user
information need—as indicated by the selection of a specific cluster.

Fig. 5 The cluster preview panel showing page thumbnails of pages from the first cluster corresponding to the
query “chili peppers”. Users can click on any of the page thumbnails to open the corresponding web page
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& Interaction with media-based information: The media elements within a page are
defined to include images, video, audio, as well as PDF documents, MS-Word
documents, Power-point documents, and Flash files. When the user selects a page, all
the media elements in that page are also displayed through icons under a separate
“media” tab. An example is depicted in the screenshot presented in Fig. 2. The user can
click the icons to view the corresponding media files.

& Presentation and interaction with spatial aspects of the information: The spatial
presentation is implemented through the use of OpenMap java toolkit (http://openmap.
bbn.com). Cities, whose names occur in the pages, are indicated on the map using
circles. Following [47], the size of each circle varies logarithmically with the number of
documents containing that location. After the initial display, the user can select areas of
interest either through a single click on the location, or by dragging a rectangle across
the area. OpenMap converts these mouse events to latitude and longitude, after which
the directory of locations is parsed to find extracted locations (cities, states, and
countries) that lie fully or partially within the indicated area, or for point selections,
within close proximity of the point which was clicked. To disambiguate user intent, the
user is then presented with the list of cities, states, and countries thus determined. The
user can select one or all of them (see Fig. 8 and Section 5.1). The choice is reflected
through highlighting of the documents affiliated with the selected location. Conversely,
selecting a cluster of results refreshes the map, displaying only the locations associated
with the documents in the cluster. In addition to the aforementioned operators for
interaction with spatial information, three cities with the highest frequency of
appearance are also listed on top for quicker access. The user can mouse over any
one of the top three location hits to see the corresponding state or country information.

& Presentation and interaction with temporal aspects of the information: The temporal
aspects of the information extracted from the web-pages are displayed using a multi-
scale timeline. The initial display shows the distribution of information as a year-level
histogram (see Fig. 6). The height of each bar represents the frequency of occurrence of
a particular date in the results. The timeline supports multiple time granularities. This
allows users to click on a specific year and expand to a month-level view (for that year).
The users can recursively click on a month to see the day-level histogram. By allowing
users to selectively drill-down on a specific part of the timeline without altering the rest
of the timeline, we support the needs for simultaneously maintaining information

Fig. 6 The multi-scale timeline. Top: the default year-level display of information underlying the query term
“peanuts”. Bottom: an instance of multiple temporal granularities supported by the interface. In this case, the
user selected to expand the information for the year 2003 to the month level (specifically, the month of
September). The timeline shows that that one of the retrieved pages relates to September 21st
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overview while allowing detailed focus. Moreover, the interface is kept simple while
retaining the ability to present complex multi-scale temporal information. The user can
also select a specific date of interest or a region in the timeline corresponding to a time-
interval. After the selection, pages containing the selected date(s) are highlighted with a
red arrow marking them. Furthermore, these pages are displayed on the preview panel
and the locations information in these pages is displayed on the map.

The media, map, and timeline modalities all enable visual overviews of the
information both individually and collectively. All these panels support direct
manipulations and are reflective, that is, selecting information in any single pane
automatically highlights its corresponding characteristics in the others. Users can thus
interact, experience, and explore the information using any of the available
perspectives (thumbnail previews, media, text-based semantic similarity, spatial
characteristics, and/or temporal characteristics).

5.1 Experiential user-data interactions: a case study

In this section, we present a case study that demonstrates an integrative use of the various
modalities as well as the experiential interactions supported by the system using
screenshots. The query in this case consisted of the term “earthquake”. The initial display
of the data in terms of the different semantic perspectives is shown in Fig. 7 with the
various clusters shown in the cluster panel. The screenshot shows the situation where the
user had selected to preview the constituent pages in the first cluster. The thumbnails of the
pages from this cluster can be seen in the preview panel on the top right. The user next
decided to interact with the information using the spatial display. Specifically, a region of
interest along the US west coast was selected as displayed in the screenshot shown in Fig. 8
(top). In Fig. 8 (bottom) the system response is captured: a location box was displayed so
that the user could indicate a specific location of interest within the selected region. The
user responded by selecting the city of San Francisco as the location of interest. The system
updated the information by displaying the pages from the first cluster that were related to
San Francisco. This can be partly seen in the screenshot in Fig. 9 (top). The reader may note
the pages in the preview have changed to only include those that have the location “San
Francisco”. Next the user switched to interacting with the temporal aspects of the data by
scrolling the timeline to the early years of the 20th century. The histogram in Fig. 9 (top)
shows a number of hits containing the year 1906. The user next clicks on this year to get a
month level view of the data. This is illustrated in the bottom screenshot in Fig. 9. The
resultant information is reflectively updated in the other panels; the reader may note among
others the links highlighted with arrows on the right and the pages in the preview. Finally,
the user switched to visual selection from the preview and selected a page on the 1906 San
Francisco earthquake by clicking on the corresponding thumbnail.

6 Experimental evaluation of the system

In this section we present results from experiments that evaluated the components of the
proposed system. The evaluations targeted the following aspects: (1) effectiveness of
grouping semantically related content, (2) quality of labels assigned to the clusters, and (3)
the accuracy of spatial and temporal information extraction, when compared with manually
extracted ground truth.
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6.1 Effectiveness of grouping semantically related content

We note that given a query, the key goals of clustering web-pages include reduction in the
cognitive load by decreasing the number of links a user needs to peruse and providing the
user an understanding of the informational variability. Therefore, we evaluated the system
vis-à-vis these objectives. To assess performance with respect to the first objective, we
counted the number of clusters as an indicator of the reduction in data size. Success in
attaining the second objective was determined by appraising the correctness of the clusters
using the mutual information measure. This measure was used to quantify the agreement
between algorithmically-derived clusters and manually defined ground-truth clusters.

In the first experiment we considered the 40 queries described in Section 4.2.1 and
analyzed the top 20 documents retrieved for each query. A dynamic background set of 50
documents was used with an empirically-determined first-stage clustering threshold of 0.90.
Results were generated for LSA + TFIDF both with and without category-based clustering.
This experiment was designed to quantify the advantages (if any) due to the ODP-driven
clustering. In it, the amount of data reduction was calculated as the percent difference

Fig. 7 Case study involving the different interaction modalities and their integrative usage for the query
“earthquake”. The results panel previews the pages constituting the first clusters. The map shows a
geographical distribution of the hits and their temporal distribution is shown on the timeline. Previews of
specific pages in the cluster can be obtained through a mouse-over operation. Figures 8 and 9 show the
subsequent steps in the case study
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Fig. 8 The user chooses to interact with the spatial aspects of information. The interactions are initiated (top)
by highlighting a geographical area of interest around the west coast of the US. (Bottom) A location box
appears to help in disambiguation and the user selects San Francisco as the location of interest
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between the number of clusters and the number of documents they contained. The results
for this experiment are shown in Table 5. These results indicate that LSA + TFIDF-based
clustering led to an average of 54% data reduction while clustering using LSA + TFIDF
along with category information from ODF led to 62% data reduction. Clearly, such a
decrease in data volume is advantageous in reducing the cognitive load of the user provided
that the clustering of the documents is accurate (that is, if the clusters contain semantically
related pages).

The second experiment was designed to investigate the quality of clustering by assessing
the extent to which the clusters contained related information. This evaluation was
conducted for clusters obtained under three conditions: by using LSA, by using LSA +
TFIDF, and by using LSA + TFIDF along with ODP category information. The cluster
quality for each of these cases was quantified using the [0,1]-normalized mutual
information measure [45]. This measure is defined in Eq. (7) and unlike other cluster
quality measures such as purity or entropy, does not favor small clusters.

8 NMIð Þ l; kð Þ ¼ 2
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In Eq. (7), 1 denotes the algorithmically obtain clustering, κ the true clustering (ground
truth), k the number of algorithmic clusters, and g the number of true clusters. The term nl
denotes the number of objects in cluster l according to 1, n(h) is the number of objects in
cluster h according to κ, nl

(h) is the number of objects in cluster l according to 1 and in
cluster h according to κ, and n is the total number of objects. The formulation of mutual
information described in Eq. (7) is symmetric in terms of 1 and κ. A mutual information
value of 1 indicates perfect clustering, while random clustering gives a value of zero in the
limit. It should be noted however, that the best possible labeling leads to a value of less than
1, unless the classes are balanced. Unfortunately, alternate formulations that can lead to the
value of 1 for best possible labeling tend to be biased [45]. It should also be noted that data
reduction and mutual information are mutually exclusive criteria. This is due to the fact that
the greatest cluster coherence is achieved when clusters are small (most notably in the
trivial case, of singleton clusters). However, in such a case there is very little data reduction.
Conversely, having a few large clusters would lead to significant data reduction, but the
resultant clusters would generally contain diverse information and therefore have low
mutual information values. Thus, data reduction and mutual information values must not be
interpreted in isolation.

As is apparent from Eq. (7), use of the mutual information measure requires the
definition of ground truth. A clear definition may however, not be possible in every
situation since complex information may be interpreted (and clustered) differently by
different people. Consequently, for this experiment we used the committee-voting approach
to define the ground truth as outlined in Section 4.2.1. The committee was comprised of the
three authors. For each of the queries, the top 20 hits were independently analyzed and
clustered by each committee member. The final ground truth was defined by majority
voting. The idea behind this approach was to favor clusters that were agreed upon by a
majority.

In Fig. 10, we graphically present the mutual information values for clusters obtained
with LSA, LSA + TFIDF, and LSA + TFIDF along with ODP category information. The
results presented in Fig. 10 show that the addition of TFIDF did indeed improve the mutual
information of the final clusters in most cases, on average by about 0.03 units or roughly
about 3.2% given the range of observed mutual information values. However, for six
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Fig. 9 (Top) The user switches to interacting with the temporal aspects of the information by scrolling the
time-line to the early years of the 20th century. A significant number of hits corresponding to the year 1906
can be observed in the top snapshot. The user next clicks on this year to expand to the month view (bottom
snapshot). The resultant hits are updated in the other panels. The user then identifies a specific page of
interest corresponding to the 1906 San Francisco earthquake
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queries (query numbers: 4, 6, 16, 21, 22, and 36) the mutual information decreased for clusters
obtained using LSA + TFIDF as compared to clusters obtained with LSA alone. For all these
queries, the results included pages which either had insufficient text or contained
information (such as addresses) which was not useful for clustering. In [45] for sample
size n=800, mutual information values around 0.4 to 0.5 were considered to be excellent.
While the sample size was much smaller in our case, it is still interesting to note that for
all queries the mutual information for the clustering (using LSA + TFIDF as well as LSA
+ TFIDF along with ODP categories) exceeded (often significantly) the value of 0.5.
Furthermore, for clustering involving ODP information, the mutual information values
were, with rare exceptions, significantly higher. This implies that the clusters found
algorithmically often agreed with manual interpretation of the information. The
exceptions, when ODP categories were used, were decreases of about 0.1 in the mutual
information for the 9th and 10th queries (corresponding to “jobs in bay area” and “stock
car racing”) and minor decreases for the 19th and 25th queries (“ODP” and “computer”,
respectively). One of two reasons typically contributed to such results: first, in certain
cases (such as for the queries “stock car racing”, “ODP”, and “computer”), the original
clusters had diverse content. When merged, an even more heterogeneous cluster was
created. Second, sometimes original clusters that were homogeneous were incorrectly
merged (this happened for the query “jobs in bay area”). In certain other cases, the use of
ODP categories did not lead to any change in the mutual information. This was either
because the pages in the same category were already clustered together or because the
pages did not have ODP classifications.

Finally, it is instructive to analyze specific queries, the retrieved results, and the
definition of the corresponding ground truth clusters to understand the complexity of
interpreting and assessing clustering of web-search results. As an example, for the 17th
query (peanuts), two of the authors placed “peanut products” and “recipes” in separate
clusters, while one of them placed these pages together. Based on the committee voting,
these pages were consequently placed in separate ground truth clusters. The system
however, placed these pages in the same cluster leading to a relatively low mutual
information value for this case. The score would have been higher if the pages were in
separate ground truth clusters.

6.2 Quality of cluster labeling

The cluster labels play an important role in the proposed system both by providing
cues to the underlying content as well as in query-reformulation. Thus, the quality of
these labels is important. In this section, we present results from a case study
involving five randomly selected queries. These results are meant to provide the
reader an intuition about the nature of the labels, as determined by our method, and
the extent to which these labels represent the information of the corresponding cluster
(s). The queries and the corresponding cluster labels are shown in Table 6. The table
also contains manually generated interpretation of the cluster contents. The results show
that labels tend to be descriptive and accurate in the vast majority of cases. Since
clustering and labeling of clusters is particularly beneficial for polysemous queries, we
briefly analyze the cluster labels for the query “peanuts”. The two largest clusters, in this
case, contained 7 pages each. The first of these clusters contained information about the
comics-series Peanuts and was labeled with the keywords “charles”, “snoopy”, and
“complete”. The second cluster contained results about the legume peanut and was
labeled using the terms “recipes,” “nuts,” and “products.” Most of the remaining clusters
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Table 5 Evaluation of the reduction in the information presented to the users through clustering. Two
scenarios are evaluated. In the first case, the clustering is purely data-driven and based on LSA + TFIDF. In
the second case, the clusters produced in the previous step are further refined using category information
(abbreviated as CAT in the last column)

Query no. Query LSA + TFIDF LSA + TFIDF with CAT

No. of clusters % data reduction No. of clusters % data reduction

1 eclipse 8 60 7 65

2 phone 8 60 6 70

3 image 10 50 7 65

4 New York 11 45 6 70

5 wolf 8 60 6 70

6 ant 9 55 5 75

7 brother 9 55 9 55

8 sports car 9 55 6 70

9 jobs in bay area 15 25 13 35

10 stock car racing 11 45 7 65

11 nano 7 65 5 75

12 vista 8 60 7 65

13 Amazon rainforest 14 30 12 40

14 Japanese comics 13 35 13 35

15 distance teaching 9 55 9 55

16 tornado 12 40 10 50

17 peanuts 8 60 7 65

18 flowers 8 60 8 60

19 ODP 9 55 6 70

20 security 8 60 6 70

21 Dali 6 70 3 85

22 fall festival 12 40 12 40

23 notebook 11 45 10 50

24 Hilton in Paris 11 45 10 50

25 computer 11 45 10 50

26 Sony 7 65 6 70

27 jaguar 6 70 5 75

28 time 7 65 5 75

29 eraser 6 70 5 75

30 pain relieve 15 25 14 30

31 Mozart 7 65 6 70

32 paper clip 8 60 8 60

33 DDR 4 80 4 80

34 rent 9 55 8 60

35 chili pepper 8 60 4 80

36 diamond 12 40 12 40

37 woodstock 9 55 8 60

38 treasure island 9 55 7 65

39 panda us 10 50 10 50

40 chocolate factory 7 65 5 75

Average 10 54 8 62
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were singletons, and were labeled with keywords extracted from the document titles. For
the other four queries in Table 6, the labeling was mostly consistent with the cluster
content. The exceptions were the second and third clusters of the query “eclipse”. Both
these clusters contained a single page each. We followed-up these two cases and found
that the titles of these documents failed to precisely describe their content, leading the
algorithm to assign inconsistent labels.

6.3 Effectiveness of spatial and temporal information extraction

The effectiveness of the location and time extraction modules was evaluated by comparison
with manual extraction on the set of 40 queries described in Section 4.2.1. For each of the
queries, the first 20 results were analyzed. As part of the analysis, all explicit location
names and dates in the pages were manually tagged and compared with the automatically
extracted information. The following were considered to be unambiguous spatial and
temporal informational attributes: (1) country names, (2) state/province names (for the
aforementioned countries), (3) major world cities, (4) cities accompanied by the name of
the corresponding country or state/province, and (5) years (with or without month/day
information). The results of the comparison are presented in Table 7. On this data set, the
recall value for location name extraction was approximately 93% while the recall value for
date extraction was approximately 96%. This indicates that the vast majority of location and
time-related information was identified. The precision for date and location name extraction
was close to 99% and 88% respectively. The lower precision for location extraction (as
compared to date extraction) was due primarily to name ambiguity. By contrast, the high
precision and recall for date extraction corresponded to the fact that the algorithm was
designed to detect the vast majority of date formats and was rarely incorrect. The results

Fig. 10 Mutual information values corresponding to different clustering methods
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obtained by the proposed method are comparable with those from [58], where a multi-stage
approach was proposed for locating geographic information from web pages. In [58], test
sets of 500 pages each were constructed based on region and language. For these sets precision
in the range of 86% to 93% and recall in the range of 94% to 98.5% were reported.

Table 6 Labels generated for clusters corresponding to various queries along with manual interpretation of
the cluster contents

Query No. Cluster labels No. of docs Description of documents in cluster

Eclipse 1 development software java 8 software development & download

2 items available planning 1 Music order catalog

3 create easy students 1 Crossword puzzle

4 students years clues 1 Students developed game

5 sun eclipses solar 5 Information about solar/lunar eclipse

6 general software 2 Software game

7 business future news 2 Business solution

Ant 1 ants insects nest 11 Information about insect ant

2 directory tips engine 1 Directory search engine

3 online games city 1 Online games

4 apache tools related 4 Project/discussion related to apache

5 user software management 3 Software development/management

Phone 1 pages directory telephone 6 Yellow page at directory search

2 business service internet 10 Telephony service, voip

3 reverse people codes 1 Reserve phone directory

4 number services toll 1 Phone number spell service

5 yellowpages pages business 1 Yellowpage for business & people

6 service communication calling 1 Wireless communication service

Peanuts 1 schulz charles comic 7 Information about the comics peanuts

2 software homepage 1 Peanut software download

3 lee bros boiled 1 Shopping for Lee Bros boiled peanuts

4 character quizzilla 1 Mental quiz

5 crakerjacks guide 1 Peanuts and crakerjacks bank

6 recipes butter nut 7 Peanuts products and recipes

7 coup files yahoo 2 Music video and flash file by group X

Security 1 advisory latest computer 7 Computer latest virus report/advisory

2 national agency central 1 National Security Agency

3 antivirus intrusion Chinese 2 Information about antivirus software

4 administration documentnews 2 Social security online and news

5 browser main 1 Netscape browser download

6 internet systems worldwide 1 Internet security system

7 homeland contact threat 6 Information about homeland security

Date extraction Location-name extraction

Precision 99% 88%

Recall 93% 96%

Table 7 Precision and recall
values for identification of
location and time related infor-
mation in the web pages
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7 User study and evaluations

7.1 Study design

The purpose of the user study was to evaluate how well the proposed paradigm helped
participants on searching and exploring information compared to some of the most commonly
used commercial systems. In particular, we focused on how participants utilized each of the
modalities in our system and whether the efficacy of the proposed paradigm improved as users
got better acquainted with it over time. The study involved both quantitative and qualitative
evaluations. It consisted of two sections and was spread over a week; participants were asked to
complete the first section at the beginning of theweek and the second section at the beginning of
the following week. In between the two sections, participants were asked to continue using our
system in order to further familiarize themselves and gain expertise with its different features.
The purpose of the extended study was to estimate any improvements in how effectively the
participants employed the system over a prolonged period of use.

Two sets of questions were interchangeably used to eliminate any bias associated with
ordering. Each questionnaire included 20 tasks where each task required participants to
issue a query and interact with the retrieved information using the designated system
(s). The time and number of clicks needed to find the desired information was
recorded for each query executed on each of the four systems for every participant.
Of the total set of queries, 14 queries were compared using our system, Google,
Vivisimo, and Grokker while 6 queries compared our system with Vivisimo. The
information goals behind these queries were highly non-trivial. In Table 8, we list
some of the queries and the specific aspects of information they were designed to be most
related to. For the above information goals, we anticipated 36% of the queries to be text
oriented, 21% to be spatial in nature, 18% to be temporal, and 25% to be media oriented.
It should be noted that information goals could also be satisfied by exploring aspects of
information different from those anticipated in the design of the experiment. For instance,
the media oriented information goal of finding a PDF brochure on turtle-bay, Hawaii,
could alternatively be satisfied using spatial cues and search.

Twenty participants were recruited for the study. The age of these participants varied
between 21 and 45 years. The group consisted of 11 female and nine male participants.

Table 8 Example information goals used in the first part of the user study

Information
aspect

Example information goals

Media oriented Find: (1) video on recent immigration protests in the US, (2) video of the movie
Heaven’s Gate, (3) PDF tutorial on SPSS, (4) PDF brochure on turtle-bay (Hawaii),
(5) piano music score Fur Elise by Beethoven

Temporal Find the date of (1) IKEA’s opening in Taipei (2) release of LINUX, (3) first discovery
of dinosaur eggs, (4) opening of the channel tunnel between UK and France (5) the
year in which the hot-air balloon was invented

Spatial Find the location of: (1) places where Pandas can be found in the US, (2) Asian country
where mummies were discovered (3) closest golf course from San Francisco with an
ocean view (4) City in which Microsoft Inc opened its first Asian division (5) PDF
brochure on turtle-bay (Hawaii)

Text oriented Find: (1) Five hottest varieties of chilli-pepper, (2) Five uses of lavender in cooking
and medicine (3) what Bruce Lee studied in Univ. of Washington, Seattle (4) the
religion of which the red lotus is a symbol, (5) recipe for fortune cookies
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Four of the participants were undergraduate students and five were graduate students. The
remaining 11 participants had varied educational backgrounds and were drawn from different
professions. These participants were divided into 4 groups. Each group ran queries in different
order on four applications based on the Latin Square to avoid bias owing to the order in which
the tasks were performed. This was important, since participants could have had a sense of the
information content pertinent to a query after they had run it on the first system. Therefore,
without such precautions, the results would have favored the last three applications being
evaluated. The data from the user studies was used to test the following hypotheses:

1. Participants would experience greater success and satisfaction with the proposed paradigm
(as embodied by our prototype system) than with other commercial search engines.

2. Compared with Vivisimo, which supported clustering of results in a manner somewhat
analogous to our approach, the proposed system would give participants a better insight
into the informational structure underlying a query in a shorter amount of time.

3. Over time, as participants become comfortable with the proposed paradigm, the effort
and time need to obtain the desired information, will decrease.

We used pair-wise comparison of different variables to analyze the affect of different factors
involved the study. Analysis of Variance (ANOVA) was used to determine the statistical
significance of the difference among the mean scores of two or more variables. When the p-
value was less than 0.05, the two variables were considered to be significantly different.

7.2 Comparison of the systems in terms of time and number of clicks

For each query, we compared the time and number of clicks needed to find the desired
information across the proposed system and three alternatives: Google, Vivisimo, and
Grokker. As shown in Fig. 11, across both these metrics, our system was more efficacious
than the other three systems. That is, on an average, participants were able to reach their
information goals at least 20 s faster or 6 fewer clicks than all the three commercial
systems. The effect of participants on the time needed to satisfy the information goal was
significant for each system tested: Google (F=6.43, p<<0.001), Vivisimo (F=4.35, p<<
0.001), Grokker (F=2.425, p<<0.001). Even though our system showed variability
between participants (F=1.82, p=0.018), all participants were able to reach their
information goal in less time using our application, which displayed considerably lower
values for the standard deviation compared to the others (the p-value for our system was
greater than others). On the other hand, the affect of participants was not significant in
terms of number of clicks (p<<0.004) across all the applications investigated. The reader

Fig. 11 Average time and number of clicks required to satisfy the information goals on each system
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may also note the high variance observed in this experiment. Two slowest users were found
to take almost twice the amount of the time and number of clicks than the fastest user,
thereby affecting the mean and standard deviation values considerably. It may be noted that
our observations are similar to those reported in [6], where a similar variability in search
times was observed across users.

7.3 Assessment of exploratory capabilities

A key challenge in web-search is that of “information discovery”. While such an idea is very
intuitive, its formal definition is complex and arguably subjective. However, it is reasonable to
associate this notion with the following two characteristics: (1) obtaining any information that is
broadly related to the query, whose relation to the information goal was not specifically used as
part of the query. (2) Understanding the semantically relevant and related groups of information
relevant to the query. Intuitively, these characteristics correspond to how the information is
structured with respect to the query. For instance, the query “treasure island” can lead to
information that corresponds to “Treasure Island the movie”, “Treasure Island, the city”,
“Treasure Island the book”, and “Treasure Island the resort/casino in Las Vegas”.

To evaluate our research in this context, we studied it using six information goals. These
goals were related to the following topics: (1) exploration of the professional history of Dr.
Chung-Sheng Li (a scientist at IBM research), (2) researching the animation movie Snow
White, (3) discovering events in the life of theMexican painter Frida Kahlo, (4) researching the
users favorite TV show, (5) exploring the life of Arnold Schwarzenegger, and (6) researching
volcanic eruptions. As part of this experiment, participants were asked to explore information
relevant to these six information goals using the proposed system and Vivisimo. To limit the
time requirements, the participants were also asked to spend no more than 3 min on each task.
At the end, the participants rated the systems on a scale of 1 to 5, where a score of 1
corresponded to the notion “very difficult” and a score of 5 to the notion “very easy”. The
capabilities of the system both for information discovery as well as for understanding the
structure of the underlying information were evaluated. The results for this study are presented
in Fig. 12 (left). The proposed system scored an average of 4.33 on ease of both information-
discovery and understanding of information structure while Vivisimo got scores of 3.2 and
3.3 respectively. The participants could only find the answers to 49 out of 240 tasks (six
queries × two sections × 20 users) in 3 min by using Vivisimo. This implied a completion rate
of 20.4% for tasks using Vivisimo. On the other hand, users were able to find the answers to
102 tasks (42.5% of the total tasks) within 3 min by using proposed system.

Fig. 12 Left: user ratings for Vivisimo and the proposed system for information/data discovery tasks. Right:
expected and actual usage of the specific interaction modalities during information search and exploration. In
this figure, “clustering” denotes page content-based clustering, “map” denotes spatial interactions, “time”
denotes temporal interactions, and “media” denotes media-based interactions
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7.4 Usage of different user-data interaction modalities

Given the various perspectives on the information supported in our approach, an interesting
question is how important users found each module as they searched for specific
information. To evaluate this, user responses on all the 28 information goals used as part
of the user study (14 queries per session) were analyzed. As mentioned earlier, from our
perspective as study designers, the necessary information relevant to 36% of the queries
could best be retrieved using the text-driven clustering, 21% could be addressed using
spatial information, 18% using temporal information, and 25% using the media display.

At the conclusion of each query, the 20 participants were asked to name the specific interaction
modality (text-clustering, time, location, or media-display) that was most helpful to them in
finding the relevant information. These results are shown in Fig. 12 (right). The responses were
text-clustering (47%), spatial-display (19%), temporal-display (12%), and media-display (22%).
The choice of text-driven clustering for a greater number of problems than what was anticipated
by us is noteworthy. Discussions with the participants helped identify two reasons for this skew.
First, due to the historical predominance of text-based web-information retrieval, some users
were more inclined to use textual modality to find the necessary information. Second, some
users preferred the clustering because it allowed them to understand the overall information
structure and yet rapidly drill down to the necessary information. It is also important to note,
that information goals that involved finding and retrieving media, took the least amount of time
to be fulfilled across the majority of users. Typically, for these goals, the participants were
observed to narrow down the required information using the various interaction modalities and
use the media tab in the final step to access the data.

7.5 User adaptation over time and subjective rating of systems

In this section, we analyzed if and how the brief but longitudinal nature of the study was
reflected in the usage statistics. In the first section of the study, participants spent, on an
average, 89 s on Google, 105 s on Vivisimo, 114 s on Grokker and 66 s on our system to
reach the desired information goal (we remind the reader, the complex nature of the
involved queries). With respect to these times, in the second stage, participants took less
time across all the applications. The average percentage reductions in times were: 2.7% for
Google, 5.9% for Vivisimo, 1.9% for Grokker and 13.3% for the proposed system (Fig. 13).
The fact that the proposed approach required less time-to-information amongst all the

Fig. 13 Time to reach the information goal in the first and second sections of the study which were
separated by a week (left). Ratings assigned to the four systems by users (right)
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systems in both stages, illustrates the applicability of alternate paradigms to mediate user-
data interactions in web search, especially for complex exploratory queries.

In the second part of this experiment, the users rated each application in terms of how well the
corresponding presentation of results facilitated search and assimilation of information. The rating
was on a Likert scale of 1 (strongly disagree) to 5 (strongly agree). Our application received the
highest scores of 4.1 and 4.25 respectively, on the ratings of the two criteria: helpfulness of finding
desired information and exploring relevant data. These results are graphically shown in Fig. 13
(right). In this experiment Google was rated around an average of 2.5 on both these criteria. The
users rated Vivisimo at 3.3 in terms of helpfulness in finding the desired information and 3.5 for
supporting data exploration. These results indicate that some form of semantically relevant
clustering of search results is more effective in helping users find information, than simple page
ranking, especially for complex and exploratory information needs.

While the results of the user study point to the efficacy of the proposed approach, few
limitations should be noted. First, the current system uses a fixed set of perspectives. These
perspectives may not be optimal in certain situations. For instance, certain web pages may
not contain sufficient temporal or spatial information to allow users to take full advantage
of the timelines and the map. A mechanism that dynamically invokes other, more suitable
perspectives, for such cases may be desirable. Second, in this study a small sample of users
from a single location was involved. While the gender ratio of the users was nearly
balanced, the age of the users ranged between 21 years and 45 years and may not be fully
representative of the age of all web users. Finally, cultural differences influence how well
the results of a study can be generalized to other populations [23]. These observations
should be kept in mind while interpreting or extrapolating our results to another population.

8 Discussions and conclusions

This paper presents a detailed description of our research on designing an experiential user-
data interaction environment for exploratory web search. The underlying design paradigm
seeks to support human-machine synergy by identifying semantic correlations in the
retrieved information and facilitating direct interactions between the users and the data.
Further, mechanisms such as spatial and temporal displays, semantic clustering, and tight
coupling between different views of the data help maintain user state and context and
provide insights into the relationships within the information.

The approach proposed in this paper differs from prior research both in terms of design
philosophy (as described in Section 3.1) and technical details. From the perspective of
clustering web search results, a key difference of the proposed work from other methods is
that it combines page content-based algorithmic clustering with manually derived ODP
clustering. Further, it uses a novel term weighting strategy by combining latent semantic
analysis with TFIDF weighting. In the proposed approach, we also analyze the page content
for perceptually important cues, such as media files, geographical information, and
temporal information and use them to provide alternate perspectives on the underlying
relationships within the data.

From a visualization and interaction perspective, the proposed approach does not
employ any abstract presentation or interaction metaphors, such as glyphs [5, 33] or
sketches [26]. Methods such as [12, 13, 19], support exploration by visualizing the term
distribution in the retrieved pages relative to the terms in the query. By contrast, our
visualization of the information is not restricted by the query terms. Consequently, the
user has greater opportunities for exploration, serendipitous discovery, and assimilation
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through the use of different semantic perspectives. The supported interaction operators
are also simple, involving only point-click, select, and drag. Yet, these operators allow
powerful interactions with the semantic, spatial, temporal, and visual aspects of the
information. Finally, the proposed approach represents a novel integrative visualization,
where in real-time, a user is provided with a semantically correlated combination of
clustering, textual and visual cluster overviews, page previews, media previews,
interactive geographical information presentation, and interactive multi-scale temporal
information presentation.

Results from investigations involving detailed user-studies and evaluations conducted in
comparative settings with other solutions underline the efficacy and value of the proposed
paradigm both in information retrieval and information exploration tasks. While the results
in this paper were obtained in the context of web search, they are expected to be of
relevance to a wide class of problems in information retrieval involving multifarious
heterogeneous data and complex information needs.
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