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My life story….. 



Teaching and Conducting Research on 

Human Factors in Aviation Safety 
since 1989 
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My Premise 

 

The ‘HOT’ Model, Safety Culture 

& 

Major Subsystems of a Complex, Large-

scale Technological System 

 
(e.g., a nuclear power plant, an aviation system) 
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Personal Observations on 

National and Safety Culture 



Culture, Facts and Theories 

Facts are not pure and unsullied bits 
of information; culture also 
influences what we see and how we 
see it.  Theories, moreover, are not 
inexorable inductions from facts.  
The most creative theories are often 
imaginative visions imposed upon 
facts; the source of imagination is 
also strongly cultural.   
 
(The late) Professor Stephen Jay Gould, renowned Harvard 
University professor of geology, biology, and the history of 
science (The Mismeasure of Man, 1981, p. 22). 

 



National Culture 

Corporate Culture 

Safety Culture 

National, Corporate, & Safety Culture(s) 



Foundation of the Safety Culture 



Safety Culture as a Root-Cause of a 

System’s Common Mode Failure  

• Because of their diversity and 
redundancies, the defense-in-depth 
will be widely distributed 
throughout the system. 

• As such, they are only collectively 
vulnerable to something that is 
equally widespread.  The most 
likely candidate is safety culture. 

• It can affect all elements in a 
system for good or ill. 

 
Professor James Reason, A Life in Error, 2013, Page  81 



International Civil Aviation Organization 

Journal 
(Oct 1996) 



Revista Tecnia del ANPAC – (2000) 
(Nazionale Piloti Aviazione Commerciale) 

National Commercial Pilots Association 

Italy 



Macroergonomics: Theory, Methods, and 

Applications 

 Edited by Hal W. Hendrick, Brian Kleiner 
(2002) 



Dr. Hans Blix 

The Director General’s Forward 

“The report is intended for use by 

governmental authorities and by 

the nuclear industry and its 

supporting organizations. 

Prepared by a highly authoritative 

body, it should help to promote 

Safety Culture. It is intended to 

stimulate discussion and to 

promote practical action at all 

levels to enhance safety.” 



The Cultural Context of Nuclear Safety 

Culture:  

A Conceptual Model and Field Study 
(1999)  



Culture and Accident Causation  

Swiss Cheese Model  
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Professor Reason’s “Swiss Cheese” Model 



Prof Reason’s “Swiss Cheese” 

Model 
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Double-Shielded, Fortified  “Swiss Cheese” Model 
Proposed by Prof Najm Meshkati, USC 

Design by Dr. Greg Placencia, USC 

Top-down  

Bottom-up  



Culture and Accident Causation  

Human-Machine System 



Human-Machine System  
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A Model for Nuclear Power Plant Operators’ Responses to Disturbances 

 (Based on Prof. Jens Rasmussen’s SRK Framework, personal communication 1992) 



Control Rooms of Nuclear Power Plants  



Work As Imagined Vs. Work As Done  

Source: US Department of Energy (DOE) (2012). Accident and Operational Safety Analysis. Volume I: Accident Analysis 

Techniques. US DOE, P1-32 

There will always be a performance gap between “work-as-planned” and 

“work-as-done” work  performance gap (ΔWg) because of the variability in 

the execution of every human activity  
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National Culture Implicated as a 

Contributing Factor to 5 Severe Accidents 

• Tenerif  - Runway Incursion – Canary Island, 

Sprain - 1977 (583 fatalities) 

• Avianca  052 – Crash - New York – 1990 (73 

fatalities) 

• Korean Air 801 – Crash - Guam – 1997 (228 

fatalities) 

• The Überlingen mid-air collision – 

Switzerland – 2002 (71 fatalities) 

• Asiana 214 – Crash - San Francisco -2013 (3 

fatalities) 



Australian Aviation, March 2014 
Writer: Geoffrey Thomas 

Asiana crash shows continued need for vigilance against CRM & cultural issues 



“Culture Eats Systems for Breakfast” 

 On the Limits of Management Based Regulation 

By:   

 Professor Neil Gunningham and Mr. Darren Sinclair  

The Australian National University 

National Center for OHS Regulation, July 2009 

Do you agree? 


