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Agenda 

• Introduction to NetFlow 

how it works, what it is 

• Why is NetFlow so popular? 

NetFlow costs less and works better 

• How is NetFlow used? 

what can we do with NetFlow? 

• Configuring and Working with NetFlow 

a glimpse into the power of NetFlow 

• Cisco Flexible NetFlow Lab 

   set up and work with NetFlow 

• Lancope’s StealthWatch System 

premium NetFlow collection and analysis 
 

 
 

 



Science of Flow Analysis 

• Lancope specializes in Behavior-based Network Flow Analysis 
• Detects attacks by baselining and analyzing network traffic patterns 
• Excellent defense in depth strategy to aid in defense of critical assets 
• Over 600 customers world-wide 
• Operational since 2002, located in Atlanta, GA 

 

http://netflowninjas.lancope.com 



Know Your Network, Run Your Business 

Introduction to 
NetFlow 



Recap: The OSI Model 

• HTTP Browser, FTP, Telnet Layer-7: Application 

• JPEG, GIF, MPEG-2 Layer-6: Presentation 

• WinSock, RPC, SQL, NFS Layer-5: Session 

• TCP, UDP, SPX Layer-4: Transport 

• IP, ICMP, IPX Layer-3: Network 

• Ethernet (Mac Addresses) Layer-2: Data-Link 

• Hub, Cat-5 Cable Layer-1: Physical 
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Introducing NetFlow Technology 

telephone bill 

NetFlow  



Internal Visibility Through NetFlow 

DMZ 

VPN 

Internal 
Network 

Internet 

NetFlow Packets 

src and dst ip 

src and dst port 

start time 

end time 

mac address 

byte count 

- more - 

NetFlow 

NetFlow 

NetFlow 

NetFlow Collector 



Create New TCP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:06 1 195 Gi4/13 Gi2/1 S 

NETFLOW CACHE 

Data TCP 10.1.1.1 1024 10.2.2.2 80 SYN 

Key Fields Non-Key Fields 



Create New TCP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:06 1 195 Gi4/13 Gi2/1 S 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.07 1 132 Gi2/1 Gi4/13 SA 

Data TCP 10.2.2.2 80 10.1.1.1 1024 SYN/ACK 

NETFLOW CACHE 

Ingress and Egress ports are based on the interface 
on which the packets entered and left the router 



Update Existing TCP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.07 1 132 Gi2/1 Gi4/13 SA 

Data TCP 10.1.1.1 1024 10.2.2.2 80 ACK 

NETFLOW CACHE 

Packet and Byte counts are incremented 
accordingly. Last Seen is also updated. 



Update Existing TCP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

Data TCP 10.2.2.2 80 10.1.1.1 1024 ACK/PSH 

NETFLOW CACHE 



Create New UDP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

Data UDP 10.3.1.1 2918 10.2.8.12 53 

NETFLOW CACHE 



Create New UDP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

UDP 10.2.8.12 53 10.3.1.1 2918 23.14:11 23.14.11 1 212 Gi2/1 Gi4/12 - 

Data UDP 10.2.8.12 53 10.3.1.1 2918 

NETFLOW CACHE 



Create New ICMP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

UDP 10.2.8.12 53 10.3.1.1 2918 23.14:11 23.14.11 1 212 Gi2/1 Gi4/12 - 

ICMP 10.1.1.4 - 10.2.8.14 23.14.12 23.14.12 1 96 Gi4/19 Gi2/1 - 

Data ICMP 
ECHO-

REQUEST 
10.1.1.4 10.2.8.14 

ECHO- 

REQUEST 

NETFLOW CACHE 

Most NetFlow caches do not offer ICMP type and 
code fields so the Destination Port column is 
overloaded with with ICMP information. 



Update Existing ICMP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

UDP 10.2.8.12 53 10.3.1.1 2918 23.14:11 23.14.11 1 212 Gi2/1 Gi4/12 - 

ICMP 10.1.1.4 - 10.2.8.14 23.14.12 23.14.13 2 192 Gi4/19 Gi2/1 - 

Data ICMP 
ECHO-

REQUEST 
10.1.1.4 10.2.8.14 

ECHO- 

REQUEST 

NETFLOW CACHE 



Create New ICMP Flow 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.08 2 862 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

UDP 10.2.8.12 53 10.3.1.1 2918 23.14:11 23.14.11 1 212 Gi2/1 Gi4/12 - 

ICMP 10.1.1.4 - 10.2.8.14 23.14.12 23.14.13 2 192 Gi4/19 Gi2/1 - 

ICMP 10.2.8.14 - 10.1.1.4 23.14.13 23.14.13 1 92 Gi2/1 Gi4/19 - 

Data ICMP 
ECHO-

RESPONSE 
10.2.8.14 10.1.1.4 

ECHO- 
REQUEST 

NETFLOW CACHE 

ECHO- 
RESPONSE 



Continued Operation 

Protocol 
Source 

IP 
Source 

Port 
Destination 

IP 
Destination 

Port 
First 
Seen 

Last 
Seen 

Packets Bytes 
Ingress 

Interface 
Egress 

Interface 
TCP 

Flags 

TCP 10.1.1.1 1024 10.2.2.2 80 23:14:06 23:14:08 2 425 Gi4/13 Gi2/1 SA 

TCP 10.2.2.2 80 10.1.1.1 1024 23.14:07 23.14.14 3 1883 Gi2/1 Gi4/13 SAP 

UDP 10.3.1.1 2918 10.2.8.12 53 23.14:11 23.14.11 1 176 Gi4/12 Gi2/1 - 

UDP 10.2.8.12 53 10.3.1.1 2918 23.14:11 23.14.11 1 212 Gi2/1 Gi4/12 - 

ICMP 10.1.1.4 - 10.2.8.14 23.14.12 23.14.13 2 192 Gi4/19 Gi2/1 - 

ICMP 10.2.8.14 - 10.1.1.4 23.14.13 23.14.13 1 92 Gi2/1 Gi4/19 - 

TCP 10.9.9.1 2310 10.2.2.4 443 23.14.14 23.14.14 1 72 Gi4/23 Gi2/1 S 

TCP 10.2.2.4 443 10.9.9.1 2310 23.14.14 23.14.14 1 102 Gi2/1 Gi4/23 SA 

ICMP 10.1.1.4 - 10.2.8.15 23.14.15 23.14.15 1 96 Gi4/19 Gi2/1 - 

ECHO- 
REQUEST 

NETFLOW CACHE 

ECHO- 
RESPONSE 

Data TCP 10.9.9.1 2310 10.2.2.4 443 SYN 

Data TCP 10.9.9.1 443 10.2.2.4 2310 SYN/ACK 

Data ICMP 
ECHO-

REQUEST 
10.1.1.4 10.2.8.15 

Data TCP 10.2.2.2 80 10.1.1.1 1024 ACK 

ECHO- 

REQUEST 

23.14.08 2 862 



NetFlow In Action 



Flow Collection Methods 

 Traditional NetFlow 

– Provides router interface statistics 

– Very easy to deploy; available for “free” 
almost anywhere Cisco equipment is found 

– No packet-level visibility or response time 
information 

 FlowSensor Appliance 

– Enables flow monitoring where traditional 
NetFlow is not available 

– Provides flow performance information 
such as round-trip time and server 
response time  

– URL information in Flows 

– Requires SPAN port or Ethernet tap 

 FlowSensor Virtual Edition (VE) 

– Installs into VMware ESX to monitor 
VM2VM communications 

– Software only, no hardware required 

 

NetFlow  

Cisco 

Catalyst 

6500 

NetFlow 

Collector 



Cisco NetFlow Support 
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Cisco 2900 

Cisco 7200 VXR 

Cisco Nexus 7000 

Cisco XR 12000 

Cisco 2800 

Cisco 7600 
Cisco 1700 

Cisco Catalyst 6500 

Cisco 3560/3750-X Cisco ASR 

Cisco ASA 

Cisco ISR G2 
Hardware 
Supported 

Cisco Catalyst 4500 



Wide Support for NetFlow 

Nortel Networks 

Juniper Networks 

Huawei Quidway 

SonicWall 3500 

Exinda 2060 

BlueCoat PacketShaper 

Palo Alto 

Firewalls 

Citrix NetScaler 



Flow Collection Methods 

 Traditional NetFlow 

– Provides router interface statistics 

– Very easy to deploy; available for “free” 
almost anywhere Cisco equipment is found 

– No packet-level visibility or response time 
information 

 FlowSensor Appliance 

– Enables flow monitoring where traditional 
NetFlow is not available 

– Provides flow performance information 
such as round-trip time and server 
response time  

– URL information in Flows 

– Requires SPAN port or Ethernet tap 

 FlowSensor Virtual Edition (VE) 

– Installs into VMware ESX to monitor 
VM2VM communications 

– Software only, no hardware required 

 

NetFlow  

FlowSensor 

AE 

SPAN port 

tap 

+ latency statistics + URLs 

NetFlow 

Collector 



Flow Collection Methods 

 Traditional NetFlow 

– Provides router interface statistics 

– Very easy to deploy; available for “free” 
almost anywhere Cisco equipment is found 

– No packet-level visibility or response time 
information 

 FlowSensor Appliance 

– Enables flow monitoring where traditional 
NetFlow is not available 

– Provides flow performance information 
such as round-trip time and server 
response time 

– URL information in Flows  

– Requires SPAN port or Ethernet tap 

 FlowSensor Virtual Edition (VE) 

– Installs into VMware ESX to monitor 
VM2VM communications 

– Software only, no hardware required 

 



FlowSensor VE: How It Works 

1 VM to VM 

communications captured 

by the FlowSensor 

2 Virtualized FlowSensor 

creates NetFlow v9 

packets just like a router 

3 External Flow Collector has 

complete visibility into the 

virtual network backplane 
(layer-2!) 

* 
Other virtual NetFlow 

enablement mechanisms: 

 
- Cisco Nexus-1000v 
- Xen Open vSwitch 

Flow Collector 



NetFlow Versions 

Version Status 

v1 Similar to v5 but without sequence numbers or BGP info 

v2 Never released 

v3 Never released 

v4 Never released 

v5 Fixed format, most common version found in production 

v6 Never released 

v7 Similar to v5 but without TCP flags, specific to Cat5k and Cat6k 

v8 Aggregated formats, never gained wide use in the enterprise 

v9 “Next Gen” flow format found in most modern NetFlow exporters, 

supports IPv6, MPLS, Multicast, many others 

IPFIX Similar to v9 but standardized and with variable length fields 



NetFlow v5* (most common) 

* fixed format, cannot be extended to include new fields 

 



IPv4 

IP (Source or 
Destination) 

Payload Size 

Prefix (Source or 
Destination) 

Packet Section 
(Header) 

Mask (Source or 
Destination) 

Packet Section 
(Payload) 

Minimum-Mask 
(Source or 
Destination) 

TTL 

Protocol 
Options 
bitmap 

Fragmentation 
Flags 

Version 

Fragmentation 
Offset 

Precedence 

Identification DSCP 

Header Length  TOS 

Total Length  

Interface  

Input 

Output 

Flow  

Sampler ID 

Direction 

Source MAC 
address 

Destination MAC 
address 

Dot1q VLAN 

Source VLAN 

Layer 2 

IPv6 

IP (Source or 
Destination) 

Payload Size 

Prefix (Source or 
Destination) 

Packet Section 
(Header) 

Mask (Source or 
Destination) 

Packet Section 
(Payload) 

Minimum-Mask 
(Source or 
Destination) 

DSCP 

Protocol Extension Headers 

Traffic Class Hop-Limit 

Flow Label Length 

Option Header Next-header 

Header Length Version 

Payload Length 

Dest VLAN 

Dot1q priority 

NetFlow Version 9: Key Fields 



Multicast 

Replication 
Factor* 

RPF Check 
Drop* 

Is-Multicast 

NetFlow Version 9: Key Fields 

Input VRF 
Name 

BGP Next Hop 

IGP Next Hop 

src or dest AS 

Peer AS 

Traffic Index 

Forwarding 
Status 

Routing Transport 

Destination Port TCP Flag: ACK 

Source Port TCP Flag: CWR 

ICMP Code TCP Flag: ECE 

ICMP Type TCP Flag: FIN 

IGMP Type* TCP Flag: PSH 

TCP ACK Number TCP Flag: RST 

TCP Header Length TCP Flag: SYN 

TCP Sequence Number  TCP Flag: URG 

TCP Window-Size  UDP Message Length 

TCP Source Port UDP Source Port 

TCP Destination Port UDP Destination Port 

TCP Urgent Pointer 

Application 

Application ID 



 Plus any of the potential “key” fields: will be the value from the first packet 
in the flow 

Counters 

Bytes 

Bytes Long 

Bytes Square Sum 

Bytes Square Sum Long 

Packets  

Packets Long 

Timestamp 

sysUpTime First 
Packet 

sysUpTime First 
Packet 

IPv4 

Total Length 
Minimum (*) 

Total Length 
Maximum (*) 

TTL Minimum 

TTL Maximum 

(*) IPV4_TOTAL_LEN_MIN, IPV4_TOTAL_LEN_MAX  
(**)IP_LENGTH_TOTAL_MIN, IP_LENGTH_TOTAL_MAX 

 

IPv4 and IPv6 

Total Length 
Minimum (**) 

Total Length 
Maximum (**) 

NetFlow Version 9: Non-Key Fields  



NetFlow Version 9 Export Packet 

Template 
Record 
Template 
ID #1 
 
(Specific 
Field  
Types and 
Lengths) 

Template 
Record 
Template 
ID #2 
 
(Specific 
Field  
Types and 
Lengths) 

Template FlowSet 

Template 1 

Data 
Record 
 
(Field 
Values) 

Data 
Record 
 
(Field 
Values) 

Data FlowSet 
FlowSet ID #1 H 

E 

A 

D 

E 

R 

FlowSet ID #1 

Template 2 

Data 
Record 
 
(Field 
Values) 

FlowSet ID #2 
Data FlowSet 



NetFlow v9: Application Aware NetFlow 

Lancope FlowSensor 

Exinda 

SonicWall NSA 

BlueCoat PacketShaper 

Cisco ISR G2 

Palo Alto 
Firewalls 

Cisco ASR 



Application Awareness 

layer-4 layer-7 



HTTP Application Awareness – Flow Payload Sampling 



URL Data from the FlowSensor 

 Added Application Details (meta-data) by extending existing Payload 
functionality 

– For HTTP: Host name, path, and response code / error messages 

– For HTTPS: Common name and organization 

 Flow Table is only place this information is shown 



A Note on sFlow 

 Found in Foundry, Extreme, HP 
Procurve, etc 

 Uses sampling such as “1 in 128” 
packets 

 The first ~100 bytes of the 
Ethernet frame is extracted and 
placed into a UDP packet 

 1500 sFlow packets are sent to 
the sFlow collector 

 Collector scales the byte counts 
based on scaling factor 

 Performs poorly in low-bandwidth 
environment or when full flow 
details are needed (compliance) 

 

 

 

sFlow Collector 



Why NetFlow? 

Know Your Network, Run Your Business 



Business Challenges 

 

• High availability and performance of the Network and its Apps 
• Constantly evolving networks create gaps in monitoring 

• 10G, 40G, 100G Interfaces 
• MPLS & Multipoint VPN 

• Lack of Internal security  
• Gaps left by traditional security technologies 
• High-speed, highly segmented networks 
• IT Consumerization 

• Rapidly evolving threats - How do we stay out of the news? 
• Advanced Persistent Threat 
• Denial of Service 
• Data Exfiltration 

• Compliance – SOX, PCI, HIPPA, etc  
• Lack of visibility into behaviors across the network 
• User accountability for employees, partners, consultants, customers 

 



10G+ Ethernet 

“10G Ethernet is so fast few probe technologies can keep up and those that can are too 
expensive” 

 

 

traditional 

Ethernet 

sensor 

Where to 

plug in? 



10G+ Ethernet 

“NetFlow enables monitoring without the high cost of placing probes throughout the 
network” 

 

 

NetFlow Capable 

Flow Collector 



MPLS and Multi-point VPNs 

“MPLS and multi-point VPNs create a meshed WAN that’s expensive to monitor 
adequately” 

traditional 

Ethernet 

sensor 



MPLS and Multi-point VPNs 

Fully meshed connectivity circumvents network monitoring deployed at the “hub” 
location… 



MPLS and Multi-point VPNs 

Full visibility requires a probe at each location throughout the WAN… 



NetFlow Collection in the WAN 

Deploy a StealthWatch NetFlow collector at a central location and enable NetFlow at 
each remote site… 

NetFlow Packet 

NetFlow Packet 

NetFlow Collector 



NetFlow Benefits for Network Operations 

• Fully integrated view of: 
• Network usage 
• Performance 
• Host integrity 
• User behavior 

• Diagnose the source and root cause of a network problem causing 
response time delays 

• Network management and security operations collaboration 
• Avoid expensive upgrades and complexity to existing network 

management and security architectures with fully meshed 
networks 

• Provides extensive historical and trending data to facilitate network 
performance capacity planning and resource management 



Business Challenges 

 

• High availability and performance of the Network and its Apps 
• Constantly evolving networks create gaps in monitoring 

• 10G, 40G, 100G Interfaces 
• MPLS & Multipoint VPN 

• Lack of Internal security  
• Gaps left by traditional security technologies 
• High-speed, highly segmented networks 
• IT Consumerization 

• Rapidly evolving threats - How do we stay out of the news? 
• Advanced Persistent Threat 
• Denial of Service 
• Data Exfiltration 

• Compliance – SOX, PCI, HIPPA, etc  
• Lack of visibility into behaviors across the network 
• User accountability for employees, partners, consultants, customers 

 



Once upon a time 

DMZ 

VPN 

Internal 
Network 

Internet 



The Mobile Computing Era 

DMZ 

VPN 

Internal 
Network 

Internet 



And now BYOD or IT Consumerization 

DMZ 

VPN 

Internal 
Network 

Internet 

3G 
Internet 

4G 
Internet 

3G 
Internet 



BYOD is Riskiest 

 Difficult to find common AV or host 
based IDS spanning platforms 

 Reliant on employees to install them 

 

 Cisco says 70 percent of young 
workers ignore IT rules. 

http://newsroom.cisco.com/press-release-content?type=webcontent&articleId=586267 

 

 

 

 

Over half of all IT leaders in the U.S. 
say that employee-owned mobile 
devices pose a greater risk to the 
enterprise than mobile devices 
supplied by the company.  

 

 

 

 

 



DMZ 

VPN 

Internal 
Network 

Internet 

NetFlow Packets 

src and dst ip 

src and dst port 

start time 

end time 

mac address 

byte count 

- more - 
NetFlow 

3G 
Internet 

3G 
Internet 

NetFlow 

NetFlow 

NetFlow 

Internal Visibility Through NetFlow 

NetFlow 

NetFlow Collector 



Business Challenges 

 

• High availability and performance of the Network and its Apps 
• Constantly evolving networks create gaps in monitoring 

• 10G, 40G, 100G Interfaces 
• MPLS & Multipoint VPN 

• Lack of Internal security  
• Gaps left by traditional security technologies 
• High-speed, highly segmented networks 
• IT Consumerization 

• Rapidly evolving threats - How do we stay out of the news? 
• Advanced Persistent Threat 
• Denial of Service 
• Data exfiltration 

• Compliance – SOX, PCI, HIPPA, etc  
• Lack of visibility into behaviors across the network 
• User accountability for employees, partners, consultants, customers 

 



The Threats are Real 
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Bad Things Will Happen 

 HBGary vs. Anonymous: Story by Ars Technica 
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars 

 

 

 

 

 

• HBGary Federal sought to “out” WikiLeaks and associated Anonymous 

hacker organization 

• Anonymous finds out and launches full frontal assault on HBGary 

• HBGary website defaced,  

emails stolen, backups deleted,  

twitter and LinkedIn accounts  

hacked, etc. 

• Massive damage to HBGary’s 

reputation 

• Cleanup could take weeks or 

months 
 

 

 

 

 

http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars
http://arstechnica.com/tech-policy/news/2011/02/anonymous-speaks-the-inside-story-of-the-hbgary-hack.ars


Business Challenges 

 

• High availability and performance of the Network and its Apps 
• Constantly evolving networks create gaps in monitoring 

• 10G, 40G, 100G Interfaces 
• MPLS & Multipoint VPN 

• Lack of Internal security  
• Gaps left by traditional security technologies 
• High-speed, highly segmented networks 
• IT Consumerization 

• Rapidly evolving threats - How do we stay out of the news? 
• Advanced Persistent Threat 
• Denial of Service 
• Data Exfiltration 

• Compliance – SOX, PCI, HIPPA, etc  
• Lack of visibility into behaviors across the network 
• User accountability for employees, partners, consultants, customers 

 



How is NetFlow Used? 
What Can We Do 
With It? 

Know Your Network, Run Your Business 



NetFlow = Visibility  
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 PCI 

 HIPAA, GLB, SOX 

 SCADA 

 FISMA NIST 

 

 Remote and data center 
security 

 Internal IDS/IPS 

 Network forensics  

 Data extrusion detection 

 Firewall planning/auditing 

SECURITY COMPLIANCE 

 Operational troubleshooting 

 Capacity planning and 
optimization 

 QoS Monitoring 

 Application performance 

 Organizational billing 

NETWORKING 



How Flows are Used 

2 

3 

• Network troubleshooting 

• Router Capacity 

• Bandwidth Trending 

• QoS Monitoring 

• Firewall Validation 

• DoS Detection 

• Internal Monitoring 

• Rapid Detection 

Traffic Analysis and Network Visibility 

1 

Detect Network Anomalies 

Forensics and Incident Response 

• Situational Awareness 

• Compliments SIEM 

• Reduce MTTK 

• Records *All* Traffic 



SNMP Monitoring 
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SNMP Monitoring Cont. 
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Traffic Visibility with NetFlow and NBAR 
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Traffic Visibility with NetFlow and NBAR Cont. 
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HTTP (unclassified) 



How Flows are Used 

2 

3 

• Network troubleshooting 

• Router Capacity 

• Bandwidth Trending 

• QoS Monitoring 

• Firewall Validation 

• DoS Detection 

• Internal Monitoring 

• Rapid Detection 

Traffic Analysis and Network Visibility 

1 

Detect Network Anomalies 

Forensics and Incident Response 

• Situational Awareness 

• Compliments SIEM 

• Reduce MTTK 

• Records *All* Traffic 



NetFlow security use cases 

• Identifying BotNet Command & Control Activity. BotNets are implanted in 
the enterprise to execute commands from their Bot herders to send SPAM, 
Denial of Service attacks, or other malicious acts. 

• Revealing Data Loss. Code can be hidden in the enterprise to export of 
sensitive information back to the attacker. This Data Leakage may occur 
rapidly or over time. 

• Detecting Sophisticated and Persistent Threats. Malware that makes it 
past perimeter security can remain in the enterprise waiting to strike as 
lurking threats. These may be zero day threats that do not yet have an 
antivirus signature or be hard to detect for other reasons. 

• Finding Internally Spread Malware. Network interior malware 
proliferation can occur across hosts for the purpose gathering security 
reconnaissance data, data exfiltration or network backdoors. 

• Uncovering Network Reconnaissance. Some attacks will probe the 
network looking for attack vectors to be utilized by custom-crafted cyber 
threats. 



Host Becomes Infected 

 Internal host connects to a 

malware infected website 

– Downloads data infecting the 

system 

 Method of detection 

– Host Lock to known bad list 

Internet/MPLS

NetFlow(Collector(

NetFlow Packets 

src and dst ip 

src and dst port 

start time 

end time 

mac address 

byte count 

- more - 



Communication to CNC 

 Host communicates with 

Command and Control 

network for instructions 

– Periodic phone home 

 Method of detection 

– Host Lock to known bad list 

– Suspect Long Flow and 

Beaconing Host alarms 

Internet/MPLS

NetFlow(Collector(

NetFlow Packets 

src and dst ip 

src and dst port 

start time 

end time 

mac address 

byte count 

- more - 



Detecting Command and Control 

Access 

Distribution/Core 
Internet 

Data Center 

Catalyst 
6500 

Catalyst 
4500 

Catalyst 
3650 

Catalyst 
3750 

ISR 

ISR 

ISR 

ASA 

2. Periodic command and control exchange 

1. Infected machine opens connection 

3. Infrastructure generates NetFlow Data 

FlowCollector 



NetFlow(Collector(

NetFlow Packets 

src and dst ip 

src and dst port 

start time 

end time 

mac address 

byte count 

- more - 

Internet/MPLS

Network activities 

 Compromised host performs malicious 

activities 

– Attempts to compromise internal resources 

(probing) 

– Becomes a member of DDoS  

– Data extrusion to Internet 

 Method of detection 

– Scanning detection (CI) 

– DoS Monitoring 

– Suspect Data Loss 

 



Detecting Network Reconnaissance  

Access 

Distribution/Core 
Internet 

Data Center 

Catalyst 
6500 

Catalyst 
4500 

Catalyst 
3650 

Catalyst 
3750 

ISR 

ISR 

ISR 

ASA 

Subnet Pings and Sweeps 

Infrastructure generates NetFlow Data 

FlowCollector 



Distributed Denial of Service 
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Access 

Distribution/Core 
Internet 

Data Center 

Catalyst 
6500 

Catalyst 
4500 

Catalyst 
3650 

Catalyst 
3750 

ISR 

ISR 

ISR 

ASA 

FlowCollector 

Infected hosts DDOS Data Centre!!! 



Access 

Distribution/Core 
Internet 

Data Center 

Catalyst 
6500 

Catalyst 
4500 

Catalyst 
3650 

Catalyst 
3750 

ISR 

ISR 

ISR 

ASA 

FlowCollector 

2. Infected machine exfiltrates data 
1. Infected machine opens connection 

3. Infrastructure generates NetFlow Data 

Detecting Data Exfiltration 



Traffic Analysis and Network Visibility 

• Advanced Top N reports showing any time period across any Host Group 



Flow-based Anomaly Detection 



Expert Systems For Analytics 
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Behavior-based Analysis 

 
 



StealthWatch Threat Indexes 



How Flows are Used 

2 

3 

• Network troubleshooting 

• Router Capacity 

• Bandwidth Trending 

• QoS Monitoring 

• Firewall Validation 

• DoS Detection 

• Internal Monitoring 

• Rapid Detection 

Traffic Analysis and Network Visibility 

1 

Detect Network Anomalies 

Forensics and Incident Response 

• Situational Awareness 

• Compliments SIEM 

• Reduce MTTK 

• Records *All* Traffic 



Incident Investigation Using Flows 

5 hour 6 Mbps ssh connection? 



Incident Investigation Using Flows 



Incident Investigation Using Flows 



Map Flows to Users 



Configuring and 
Working 
with NetFlow 

Know Your Network, Run Your Business 



Flow Replication 



Flow Replication Modes 

Unicast Mode 

Promiscuous Mode 



Flow Replication: UDP Samplicator 

http://freshmeat.net/projects/samplicator/ 



Active vs. Inactive Timeouts 

Active Timeout 

• configures longest amount of time a flow can stay in the cache regardless of activity 

• Recommend 1 minute 

• All exporters should have similar active timeouts 

• Cisco default of 30 minutes is far too long 

Inactive Timeout 

• configures how long a flow can be inactive before it is expired from the cache 

• Recommend 15 seconds (which is also the IOS default) 

• All exporters should have similar inactive timeouts 

Last Seen – First Seen == Time Active 



Configuring Netflow – Flexible NetFlow 

87 ©2011 Lancope , Inc.  All Rights Reserved.    Company Confidential (not for distribution) 

How do I want to cache information 

Which interface do I want to monitor? 

What data do I want to meter? 

Router(config)# flow record my-record  

Router(config-flow-record)# match ipv4 destination address 

Router(config-flow-record)# match ipv4 source address 

Router(config-flow-record)# collect counter bytes 

Where do I want my data sent? 
Router(config)# flow exporter my-exporter 

Router(config-flow-exporter)# destination 1.1.1.1  

Router(config)# flow monitor my-monitor 

Router(config-flow-monitor)# exporter my-exporter 

Router(config-flow-monitor)# record my-record 

Router(config)# interface gi0/1 

Router(config-if)# ip flow monitor my-monitor input 

1. Configure the Exporter 

2. Configure the Flow Record 

3. Configure the Flow Monitor 

4. Apply to an Interface 



 

Router(config)# flow record my-record 

Router(config-flow-record)# match  

Router(config-flow-record)# collect 

 

Router(config-flow-record)# match ? 

  application     Application Fields 

  datalink     Datalink (layer 2) fields 

  flow        Flow identifying fields 

  interface   Interface fields 

  ipv4        IPv4 fields 

  ipv6  IPv6 fields 

  routing     routing attributes 

  transport   Transport layer field 

 

Router(config-flow-record)# collect ?          

  application     Application Fields 

  counter     Counter fields 

  datalink    Datalink (layer 2) fields 

  flow        Flow identifying fields 

  interface   Interface fields 

  ipv4        IPv4 fields 

  ipv6        IPv6 fields 
  routing     IPv4 routing attributes 

  timestamp   Timestamp fields 

  transport   Transport layer fields 

 

Specify a Key Field 

Specify a Non-Key Kield 

Flexible NetFlow - User-Defined Record Configuration 



Configuring a Flexible NetFlow Flow Record 
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Router(config)# flow record my-record  

Router(config-flow-record)# match ipv4 tos 

Router(config-flow-record)# match ipv4 protocol 

Router(config-flow-record)# match ipv4 destination address 

Router(config-flow-record)# match ipv4 source address 

Router(config-flow-record)# match transport source-port 

Router(config-flow-record)# match transport destination-port 

Router(config-flow-record)# match interface input 

Router(config-flow-record)# collect routing destination as 

Router(config-flow-record)# collect routing next-hop address ipv4 

Router(config-flow-record)# collect ipv4 dscp 

Router(config-flow-record)# collect ipv4 ttl maximum 

Router(config-flow-record)# collect ipv4 ttl minimum 

Router(config-flow-record)# collect transport tcp flags 

Router(config-flow-record)# collect interface output 

Router(config-flow-record)# collect counter bytes 

Router(config-flow-record)# collect counter packets 

Router(config-flow-record)# collect timestamp sys-uptime first 

Router(config-flow-record)# collect timestamp sys-uptime last 



Useful Show Commands 

• List of all possible information elements 
 show flow exporter export-ids netflow-v9  

 
• Template assignment  

 show flow exporter template 
 

• High watermark in the cache 
 show flow monitor <flow-monitor> statistics 

 
• NetFlow configuration 

 show running flow [exporter | monitor | record] 

 



Lab Exercise #1, #2 

Know Your Network, Run Your Business 



Working with 
NetFlow 

Know Your Network, Run Your Business 



Configuring NetFlow on the Cat6k (older) 

! 

ip flow-export destination {collector_ip} 2055  exporter IP and port 

ip flow-export source loopback0   loopback0 usually 

ip flow-export version 9    export in NetFlow v9 format 

ip flow-cache timeout active 1   active timeout in minutes 

ip flow-cache timeout inactive 15   inactive timeout in seconds 

ip flow-export version 9 origin-as   enables BGP AS reporting 

ip flow ingress layer2-switched vlan {vlanlist}  enables layer-2 NetFlow 

ip flow-capture mac-addresses    enables layer-2 MAC addresses 

ip flow-capture vlan-id    enables vlan ids 

snmp-server ifindex persist    freezes ifindex values 

mls nde sender version 7    sup NetFlow version 

mls aging long 64     sup active timeout in seconds 

mls aging normal 32      

mls nde interface 

mls flow ip interface-full 

! 

interface {interface} 

ip flow ingress 

! 
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http://www.cisco.com/en/US/tech/tk812/technologies_white_paper0900aecd802a0eb9.shtml 

Cisco Whitepaper: NetFlow Performance Analysis 

http://lancope.com/netflowcalculator.aspx 

Lancope NetFlow Bandwidth Calculator 

NetFlow Impact to CPU and Network 

Assume 50 flows per second for each 10Mbps of traffic. 

Fully loaded ISR running software IOS ~15% CPU 

uptick resulting from NetFlow enablement. 

 

Cat6K only runs into issues when TCAM full. 

 



Troubleshooting with NetFlow 

• Several approaches to working with flow data... 

• Direct router access via CLI 

• Flow-tools, ntop and other open source 

• Commercial NetFlow Collector 

 

 

 
 

 

 



Direct access via CLI (Flexible NetFlow) 



Choose the Right Collector 

Key Considerations 

Organization 

•Higher-Ed 

• ISP 

•Small or Large 
Enterprise 

•SIEM User 

•eCommerce 

Scalability 

•Number of 
NetFlow 
Sources 

•Number of 
Users 

•Flows Per 
Second 

Feature Set 

•Reporting 
only? 

•Drill Down? 

•Flow 
retention? 

•Deduplication? 

Your Time 

•Do you have 
time to roll 
your own? 

•Can you 
support what 
you’ve built? 

Cost 

•Executive 
sponsorship 
for the 
project? 

•What kind of 
budget do you 
have? 



Choose the Right Collector 

Collector 
Type 

Example Price Target 
Audience 

Scalability Feature 
Set 

Open Source nfdump, ntop 
Labor + 

Hardware 
Power Users, 
Enthusiasts 

Medium 
(varies with effort) 

Low 
(varies with effort) 

Small 
Business 

Commercial 

SolarWinds 
Orion 

< $50K 
Small 

Networks,  
< 500 users 

Very Low Medium 

SIEM 
ArcSight 
Express 

Varies 
Security 

Administrators 
Low Very Low 

Enterprise 
Commercial 

Lancope 
StealthWatch 

$50K+ 
Fortune 5000, 
DoD, Higher Ed 

eCommerce 
High Very High 

Carrier Grade 
and ISP 

Arbor 
PeakFlow SP 

$100K+ 
Internet 
Service 

Providers 
Very High High 



Trouble Starts Here 

NetFlow Collector Types 

Scalability Requirements 

F
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 * check out “dd-wrt” for NetFlow support in your Linksys or D-Link home office router 

5 

backbone provider 

eCommerce 

higher-ed 

cable modem* 

branch office 

large enterprise 

50 

100 

1000 

5,000 

15,000 

40,000 

100,000+ 
(sampled) 

SME 

ntop SolarWinds Lancope Arbor 



NetFlow Open Source Tools  

Product Name Primary Use Comment OS 

Cflowd Traffic Analysis No longer supported UNIX 

Flow-tools Collector Device Scalable UNIX 

Flowd Collector Device Support V9 BSD, Linux 

FlowScan Reporting for Flow-
Tools 

UNIX 

IPFlow Traffic Analysis Support V9, IPv4, 
IPv6, MPLS, SCTP, 
etc.. 

Linux, 
FreeBSD, 
Solaris 

NetFlow Guide Reporting Tools BSD, Linux 

NetFlow Monitor Traffic Analysis Supports V9 UNIX 

Netmet Collector Device V5, support v9 Linux 

NTOP Security Monitoring UNIX 

Stager Reporting for Flow-
Tools 

UNIX 

Nfdump/nfsen Traffic Analysis Supprot V5 and v9 UNIX 

Different costs: implementation and customization 



ntop web-UI 



Enable NetFlow on your Linksys router! 



Importance of Flow Deduplication 

 Deduplication is key in large networks with multiple ingress/egress points 

 Without deduplication traffic rates would be misstated and false positives would occur due to 
the duplicate flows received by the collector 

 



Lancope’s StealthWatch 
NetFlow Collection 
System 



Flow Exporters 

Flow Collectors 

Management 
and Reporting 

Scalability 

X 25 
up to 25 collectors per 
StealthWatch System 

StealthWatch FC 
for NetFlow 

StealthWatch 
FC for sFlow 

StealthWatch 
Management 
Console 

X 2 
full redundancy between 
primary and secondary 

X 2000 
up to 2000 
exporters 
and/or 120,000 
flows per second 

User Interface 
X everyone 
customizable views for 
Virtualization, Network, and 
Security Teams 

physical virtual 

routers and switches FlowSensor VE FlowSensor  

3 million  
flows per second 
scalability 



FlowSensors Work at Layer-2 

10/100/1000Mbps monitor 
ports for mirror/tap/SPAN 

Outbound Flows 

 Removes the burden of flow generation from network devices 

 Provides NetFlow visibility in areas of the network that don’t support NetFlow 

 Adds additional details (layer-7 info, latency stats) not found in traditional NetFlow sources 

Model Capacity Disk Interfaces 

FS-250 100 Mbps 160GB 2 

FS-1000 1 Gbps 160GB 3 

FS-2000 2.5 Gbps 160GB 3 or 5 

FS-3000 5.0 Gbps 160GB 2 

FS-VE - - 16 vnics 

StealthWatch 
FlowSensor 



SRCIP DSTIP PROTO DPORT SPORT PKTS BYTES RTT SRT ... 

TCP 80 5749 73 9,092 97ms 2230ms ... 

TCP 5749 80 103 78,020 97ms 2230ms ... 

StealthWatch 

FlowSensor 

Track Flow Performance Statistics 

NetFlow v9 

Cisco 3750 

Round Trip Time (RTT): 97ms Server Response Time (SRT): 2230ms 



The network or the application? 

GARTNER: 
 
“Through 2012, more than 80% of application performance and availability failures will be 
blamed on network problems, but the network will represent less than 20% of the root 
cause.” 



On a Related Note: World of Warcraft 

Wintergrasp 

Various BGs 

Grinding in Northrend 



StealthWatch Lab – Exercises #3, #4, #5 
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marketing@lancope.com  

 

Questions and Contact 


