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ABSTRACT

New York City Transit’s subway system is
one of the largest and most complex mass trans-
portation systems in the world. Because of the
extensive subway system, an extensive communi-
cations network infrastructure is needed to allow
for communications of the various subway ser-
vices with the control centers to support mission-
critical (and safety-critical) applications. The
current network utilizes multilayer network tech-
nologies, including SONET, ATM, and IP (layer
2/3 device) layer networks. As a consequence of
using these various technologies, extensive chal-
lenges are faced in trying to consolidate these
separate networks into a single management
view, simplifying (and automating) not only the
provisioning aspects but also troubleshooting/
fault management aspects of the network. Such
automation will help to simplify network opera-
tions and allow for better handling and manage-
ment of the reliability and availability of the
network. To achieve this goal, various technolo-
gies were evaluated. Consideration is being given
to multiprotocol label switching technology.
MPLS offers the potential to help converge to a
simpler networking model. In order to achieve
this, certain capabilities must be available (e.g.,
the ability to quickly and automatically identify
defects/failures and subsequently reroute around
these failures). This article discusses the opera-
tional requirements for the MPLS network from
the point of view of backbone networks that sup-
port a mass transportation system operator.

INTRODUCTION

New York City Transit’s subway system is one of
the largest and most complex mass transporta-
tion systems in the world, operating bus and sub-
way services throughout the five boroughs of
New York City 24 hours a day, 365 days a year.
The subway system consists of approximately 722
track miles (240 route miles), and provides ser-
vice to 468 stations in four counties (boroughs).
Its 25 subway lines are interconnected, with free
transfers between lines permitted at more than
50 locations. Each day, more than seven million
people use New York City Transit; close to
three billion customers annually.

Because of the extensiveness — large number

of stations and continuous operation — of the
subway system, an extensive communications
network is required that allows for communica-
tions of the various subway services with our
central control centers. Examples of types of
mission- and safety-critical applications carried
over this network include the automatic train
supervision (ATS) system, station information
management system (including public address,
information signage, and CCTV/video systems),
communications-based train control (CBTC) sys-
tem, as well as voice/telephony systems. This net-
work must provide the absolute highest reliability
and support minimal manual/craftsperson inter-
vention in maintaining and operating this net-
work. In addition, because network equipment is
deployed on both elevated (exposed) stations as
well as underground (subway) stations, it must
withstand harsh environments not expected in
many central offices (e.g., ambient temperatures
as high as 130°F, severe vibrations especially on
elevated stations, airborne contaminants such as
steel dust particles coating the equipment). Envi-
ronmental requirements are not covered in this
article.

At the time of network design and deploy-
ment, no single technology addressed the vari-
ous communications needs. To support these
requirements, a multilayered network was
designed made up of synchronous optical net-
work (SONET), asynchronous transfer mode
(ATM), and IP networking technologies. Each
of these technologies is used to support a specif-
ic need. For example, the SONET network was
deployed to support very high reliability and fast
recovery speed. This is accomplished via the
SONET operations, administration, and mainte-
nance (OAM) mechanisms (e.g., AIS and RDI
signals carried within the SONET overhead) as
well as fast protection mechanisms (e.g., BLSR
and UPSR protection switching mechanisms).
The ATM network was deployed as the ubiqui-
tous access for most applications, providing the
means for service aggregation as well as the
ability to partition resources for different ser-
vice level requirements. ATM OAM mecha-
nisms are employed to support fast detection
and notification of faults at the ATM layer (e.g.,
using continuity check cells). In addition fast
restoration mechanisms (e.g., SPVCs, SVCs,
and redundant PVCs) are used to support fast
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Figure 1. A4 logical illustration of the MTA New York City Transit communications network.

recovery. The IP network was deployed to han-
dle the transport of data services. Within
NYCT’s IP layer network, basic IP mechanisms
are used for detecting IP layer faults (e.g., Hello
timer expiration). Figure 1 provides a logical
illustration of the structure of the NYCT com-
munications network system.

The network needs to support the communi-
cations needs of the 500-plus locations within
the NYC Transit system. These include the 468
subway stations, plus various bus depots, train
yards, office buildings, and so on that require
access into the network. The design of the physi-
cal plant was constrained by the right of way of
our subway systems, giving a fiber cabling infra-
structure that mirrors the subway lines (see the
MTA NYCT Web site [1] for a view of the tran-
sit system). The SONET NEs were deployed as
the infrastructure for the backbone, while the
ATM and IP switches/routers were deployed at
all stations to support interfacing for various
types of applications.

With a design of this type, management of
the multilayer network becomes a challenge,
especially considering that the various layer
networks are all interrelated by virtue of their
shared links; that is, a “physical” link of a
server (e.g., SONET) layer provides the virtu-
al link for its client (e.g., ATM) layer. A sin-
gle cable defect (e.g., cable breakage) can
affect multiple network layers, and in turn will
cause different layers to respond in different
ways to a failure. With our current network

configuration, the SONET layer may take 50
ms to recover from the fiber break; the ATM
layer may take anywhere from hundreds of
milliseconds to several seconds (or longer),
depending on the type and number of circuits
(PVC or SPVC); the IP layer may take several
seconds to much longer depending on the
size, connectivity, and routing convergence of
the network. It should be noted that current
(and future) generation IP routers do exhibit
much faster recovery from failures. This can
be attributed to faster router processors as
well as improved survivability mechanisms.
Introduction of multiprotocol label switching
(MPLS) (as discussed below) and its set of
functionalities should also help to significantly
decrease the recovery time via mechanisms
such as fast reroute.

Because NYC Transit operates the full span
of the layered network, from the physical infra-
structure up to the applications, a consolidated
means to provide automation of network man-
agement is needed, in terms of a single view of
the entire network, end-to-end provisioning
across the different networking technologies,
fault detection, localization/isolation, notifica-
tion, and correlation across the different net-
work layers, service level description, and so on
within a single network management system.
The current network does not provide the
desired level of integration; separate manage-
ment systems handle the SONET, ATM, and IP
networks. As such, a failure within the network

IEEE Communications Magazine * October 2004

113




Consolidation of the
existing network
layers into a single
layer network (in
this case, the MPLS
network) will be
considered if the
network provides
all the required
capabilities and
meets the
requirements
necessary to
support the various
critical applications.

1 In fact, in a multilayer
network where the MPLS
“physical” link may be
supported by a server layer
network, a physical layer
failure at the server layer
may not be detectable by
the MPLS layer at all; the
fault condition may only
be translated to the MPLS
layer as simultaneous fail-
ures of all the LSPs. This
limitation is obviously
dependent on the network
configurations and imple-
mentation details for the
MPLS equipment.

may generate multiple alarms that need to be
correlated manually. The logical plan is to con-
solidate the functions currently handled by
these multiple layer networks into a single-layer
network that exhibits the capabilities critical to
meeting the required availability levels. The
current layer network that has the potential to
suit this role is the MPLS layer network.
MPLS’s potential includes not only its flexibility
(e.g., label switched path, LSP, hierarchy allows
for arbitrary levels of network segmentation)
but also its ability to integrate more closely
with IP layer networks (where we expect much
of the future traffic to be carried). However, to
ensure that MPLS fulfills its potential, basic
functionalities must be provided, chief among
them OAM capabilities to support highly reli-
able operations.

REQUIREMENTS FOR THE
NEw NETWORK

Consolidation of the existing network layers into
a single-layer network (in this case, the MPLS
network) will be considered if the network pro-
vides all the required capabilities and meets the
requirements necessary to support various criti-
cal applications. The discussion that follows
attempts to lay out the NYCT requirements for
OAM capabilities of the network.

(The term OAM as used in this article
includes any data plane mechanism that supports
the exchange of network status information. This
exchange of data plane status information may
be used for different purposes, one of which is
initiation of an automated network recovery
mechanism.)

The purpose of this status information
exchange may range from notification of the
management system for maintenance purposes
to notification of a reroute mechanism for initi-
ating connection reroute. Note the distinction
made between status information exchange (by
means of detection and notification) and traffic
reroutes (as a consequence of received status
information).

FAULT DETECTION AND NOTIFICATION

The first and foremost requirement is the ability
of the MPLS network to support automation for
fast fault (defect) detection and notification.
Automatic detection of faults should extend to
include not only physical layer faults (e.g., node
failures and cable cuts) but also LSP failures.!
Notification of the fault condition should follow
as soon as detection has occurred to allow fast
network recovery.

The importance of this requirement stems
from the particular application requirements
(e.g., CBTC and ATS) that stipulate the need to
transport this traffic quickly and reliably (e.g.,
any delays or data loss impact the monitoring
and control of trains, which impacts the schedul-
ing of services). Automatic fault detection refers
to the ability of the network to automatically and
quickly (in near real time) detect whether a
defect or failure has occurred within the network
(this does not necessarily require knowledge of
where the failure has occurred; that task is dele-

gated to fault localization, discussed below).

Important defects that need to be handled

include such items as:

 Cable cuts

e Interface card failures

e Misrouting or misconnections (e.g., as a
result of transit node misconfiguration or
switching matrix defect); can occur for
either statically or dynamically set up con-
nections

* Connection failures

* Node failures

Several detection methods may be employed;
those based on reactive detection (e.g., noticing
disruption of traffic and then running mecha-
nisms to verify failure) and those based on proac-
tive detection (e.g., constant monitoring of the
network). In order to satisfy these criteria, a
proactive detection mechanism is required. It is
not appropriate to detect a network failure
based on detection of application traffic disrup-
tion; the network must detect its own failure
conditions. One of the OAM functions that must
be maintained by the MPLS network (e.g., those
that currently exist for SONET and ATM net-
works) will be the ability to support proactive
fault detection and notification.

Network protection/restoration mechanisms
should be initiated (immediately) upon fault
notification in order to recover and reroute traf-
fic away from the fault condition (requirements
for network protection and restoration mecha-
nisms are not discussed in this article). Indepen-
dent of the survivability mechanism, network
fault localization and isolation may also be initi-
ated.

FAULT LOCALIZATION AND ISOLATION

Fault localization (isolation) is another capability
required. In the transit environment, because the
cabling infrastructure runs along subway tunnels
and communications rooms are located within
station complexes, any mechanism that requires
access to the infrastructure to localize faults will
result in train reroutes that create scheduling
delays and service degradations. Current net-
works provide manual methods for fault localiza-
tion, typically by use of loopback mechanisms
run iteratively to localize the fault to a particular
section of the infrastructure. These mechanisms
may be run remotely by operating personnel to
locate the fault. As such, the MPLS network
must support fault localization mechanisms.

A desirable capability beyond having a manu-
al localization mechanism is to automate the
localization process so that when a fault has
been detected, the network automatically (initi-
ated by either the automated OAM mechanism
or an element management system) runs the
localization process to determine the location of
the fault, preferably immediately after the detec-
tion of the fault. Note that the localization pro-
cess should be independent of the detection
process, and must not impede the operation of
fault detection. This would help free up operat-
ing personnel to perform other critical functions
related to communications in support of mass
transit service (train monitoring and control,
coordinating incident responses, rerouting of
trains due to incidents, etc.).
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The NYC Transit communications network
supports a variety of traffic profiles, as described
above. These include applications that communi-
cate via a point-to-point model (e.g., voice, ATS,
CBTC) as well as via a point-to-multipoint model
(e.g., video, public address announcements). As
such, to support different traffic mixes, the fault
detection, notification, and localization mecha-
nisms must support the ability to detect, notify,
and localize not only point-to-point faults but
also point-to-multipoint faults.

The next criterion for the MPLS network
relates to the traffic generated by the OAM
mechanism (e.g., messages to support proactive
monitoring, messages to support fault notifica-
tion), especially as it relates to failure scenarios.
As previously described, the current network
deploys ATM switches to every station within
the NYC Transit network. If MPLS were chosen
as the technology for the future (assuming it
meets all requirements), MPLS switches would
also be deployed across the transit network
(approximately 500 locations). Due to limited
path diversity, many of the switches will be con-
nected across common (aggregated) links, likely
with multiple LSPs per location in support of the
different traffic mixes. As such, certain failure
scenarios may impact multiple MPLS nodal con-
nections. As previously mentioned, a physical
layer fault condition may not be detectable by
the MPLS node (e.g., a cable cut not directly
connected to the MPLS node, but to a server
layer node such as a SONET network element,
NE). In such a scenario the fault condition may
trigger the failure of all LSPs traversing the
MPLS node. This can result in detection and
notification of a fault condition for each LSP,
creating an alarm storm.

Alarm storm propagation can potentially
impact the recovery speed of the network due to
the need for MPLS switches to process these
alarms, and may interfere with critical applica-
tion traffic in terms of either disrupting applica-
tion traffic flow or introducing delays into the
traffic path. The OAM mechanism must there-
fore support the ability to prevent (or reduce)
alarm storms from propagating throughout the
network that subsequently interferes with critical
applications traffic. Not only does the OAM
mechanism need to support a reduction (or
elimination) of alarm storms, but it must also
support the ability to quickly notify downstream
(and upstream) nodes of failure conditions (a
failure may impact multiple paths, whose sources
must all be notified of this failure). This is criti-
cal in allowing the network to quickly respond to
a failure condition (e.g., enabling an alternate
path or initiating rerouting of a path). Discus-
sion of recovery requirements as applied to the
NYC Transit system is not covered in depth in
this article.

COEXISTENCE AND INTEROPERABILITY OF
OAM MECHANISMS

MPLS is likely to be considered as a choice for
the future network to support consolidation of
the different layer networks; however, as with
any network deployment, there will be a point
where the existing and new networks will coexist

and provide transport for critical application
traffic. Migration of application traffic from the
existing network to the new one will take some
time to complete. As such, during this migration
period there will be scenarios where particular
application traffic may be transported across
both networks (e.g., sourced in the existing net-
work and sinked in the new MPLS network).

Such transport is likely to easily be supported;

however, the issue will be how path connectivi-

ty/continuity will be handled in terms of:

* Fault detection (e.g., detection mechanism
spanning both networks, or partitioned into
each network and the interconnection
between the network)

e Fault localization (e.g., localization mecha-
nism spanning the network, or partitioned
into each network and the interconnection
between the network)

* Fault notification (e.g., notification mecha-
nism spanning the network, or partitioned
into each network)

Solutions to support end-to-end detection,
localization, and notification spanning both exist-
ing and new MPLS networks would be desirable.
This would allow, from an operational perspec-
tive, a single mechanism running end-to-end in
support of the common requirement. Partition-
ing the mechanism into segregated domains
because of OAM incompatibility would require
that an upper layer management system (e.g.,
network management system, NMS) handle the
integration and correlation of various OAM traf-
fic from different subnetworks to produce an
end-to-end view of any failure condition. While
this approach may be taken, it has been our
experience that network management system
features lag behind built-in OAM features,
sometimes by significant time periods. As such,
relying on NMS capability to support an end-to-
end view would be undesirable from NYCT’s
perspective.?

Whether one method is favored over the
other has not been decided; however, the goal of
future deployment is to simplify the opera-
tional/management aspects as much as possible.
Trade-offs in terms of handling end-to-end mon-
itoring using an OAM mechanism vs. handling
end-to-end monitoring using an EMS/NMS sys-
tem need to be analyzed with respect to the
impact on the amount of provisioning, simplifi-
cation of operations, performance issues, as well
as the scalability and flexibility of each method.
Other nontechnical requirements will also come
into play in deciding the methodology, such as
the personnel training needed to support the
various methods.

MPLS As A
POTENTIAL NETWORKING SOLUTION

MPLS has received much attention. Many
experts view this as the layer network with the
best potential to provide convergence of tradi-
tional time-division multiplexing (TDM)-based
and packet-based systems. As a result of this
view, much standardization activity is occurring
to complete the MPLS capability set to support
the necessary features that will make it a “carri-

Trade-offs in terms
of handling end-to-
end monitoring
using an OAM
mechanism versus
handling end-to-end
monitoring using an
EMS/NMS system
needs to be analyzed
with respect to the
impact on the
amount of
provisioning,
simplification of
operations,
performance issues,
as well as the
scalability and
flexibility of
each method.

2 Traditional service pro-
viders may have different
views, since they may have
better/tighter control of the
development of NMS
capabilities (largely devel-
oped in house).
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er-grade” solution. One such effort is in the
area of adding fault detection and localization
mechanisms. Another effort is in the area of
LSP reroutes. Please note that these areas are
being treated as distinct in this discussion.
Reroute mechanisms may be activated to allow
for fast switchover from a disrupted LSP to a
backup LSP; however, this switchover does not
occur until a failure has been detected. As such,
it is not adequate to specify one and not the
other. Both fast detection and fast
protection/restoration are needed to support
fast network recovery.

There are two solutions currently positioned.
One proposal is based on the tried and true IP
traceroute mechanism (Internet Engineering
Task Force, IETF, Request for Comments, RFC,
3609), which provides (as the name implies)
requirements on tracing of a route or tunnel to
verify proper operation (a companion document
describes the protocol specifications for a ping
and traceroute mechanisms). The second pro-
posal is based on the tried and true ATM OAM
mechanism (International Telecommunications
Union — Telecommunications Standardization
Sector, ITU-T, Y.1711), which provides connec-
tivity verification (called continuity check under
ATM) as well as fault notification.

For the purpose of New York City Transit
network requirements, both methods may be
used in complementary fashion within the net-
work. A Y.1711-based mechanism provides
automation for fast detection and notification of
a fault condition, while the RFC 3609-based
mechanism provides the requisite tool for subse-
quent diagnosis of the network to localize a fault
(in fact, Y.1711 has provisions to complete a
loopback mechanism, which should support a
similar function). As such, the combination of
these tools should provide a basis from which
the critical fault monitoring function may be
achieved. However, additional capability
enhancements must be made to these tools in
order to support their integration and automa-
tion to support automated fault detection, notifi-
cation, and localization.

To qualify MPLS as the future networking
technology within the New York City Transit
communications network, not only does the
above mechanism need to be enhanced and sta-
bilized, but other non-OAM-based mechanisms
must also be developed and enhanced. One such
non-OAM requirement is the ability of the net-
work to not only quickly detect a failure, but
also quickly recover from one (others include
but are not limited to support of quality of ser-
vice, common support for both TDM-centric and
data-centric traffic, operation in harsh environ-
ments, modular architecture). This will be criti-
cal in support of time-sensitive (and
safety-critical) applications that require highly
robust networks (e.g., the current SONET net-
work) to support their needs. NYC Transit looks

forward to fast-paced and quality developments
in MPLS technology as a medium for network
convergence, and will continue to monitor the
standardization efforts within the industry.
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