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Developing Rating Scales and Checklists for OSCEs 

Lesson Objectives 

By the end of this lesson, you will be able to: 

 Describe the differences between rating scales and checklists 

 Identify scenarios in which rating scales and checklists might be used 

 Explain the implications of scale choice on rater biases and other factors that impact 
scoring in an objective structured clinical examination (OSCE) 

 Explain the implications of scale choice on the reliability and validity of an OSCE 
 

Key Terms 

A measurement scale is a scale used to quantify an activity, attitude, or ability. These scales may be used 
in surveys, educational assessments, psychological assessments, and many other venues. This lesson will 
focus on the use of different scales in the OSCE scenario.  
 
A rubric is a guideline for scoring each element on a measurement scale.  
 
The following example OSCE will be used throughout this lesson to illustrate concepts and 
computations: A clerkship would like to administer a standardized patient (SP)-based OSCE observed by 
trained raters. The goal is to have a single rater for each station assess each student on verbal 
communication skills and history-taking skills. 

 

 

Verbal communication is defined here as the ability of the student to use the spoken word to gather 

information from and share information with the standardized patient, while demonstrating a 

professional manner.  
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History-taking is defined here as the skill of the student to obtain relevant clinical information (eg, 

reason for the office visit, medical background, family history) from the standardized patient via an 

interview.  

Rating Scales 

A rating scale is a measurement scale that has a defined rubric. A rating scale allows raters to quantify a 

variety of skills often assessed during OSCEs, including complex, interrelated, or noncognitive skills. 

While rating scales can be used to quantify subtle aspects of performance, the scale may be relatively 

objective or subjective depending on the scale design and training level of raters.  

The first step in developing a rating scale is to determine the question the scale is meant to answer. The 

following are examples of questions on which we could base a rating scale related to verbal 

communication skills:  

 Overall, how satisfactory are this student’s verbal communication skills? 

 What is the overall readiness of this student to progress to the next stage of education?  

 Compared to other third-year students, how are this student’s verbal communication skills?  

 

The next step in developing a rating scale is to select the appropriate format for the scale, given what 

you want to measure. Two of the most common rating scale formats are: 

 Likert-type scales 

 Behaviorally anchored rating scales (BARS) 

 

Likert-type scales are typically used for measuring attitudes or beliefs among raters, or for capturing 

global statements using a symmetric, bipolar rating continuum. Likert-type ratings make the assumption 

that all points are equidistant; eg, the distance between “strongly agree” and “agree” is the same as 

between “disagree” and “strongly disagree.” An example follows: 

 



_____________________________________________________________________________________ 

Developing Rating Scales and Checklists for OSCEs                                                                                                4 

 

BARS are a type of Likert scale, but behavior anchors are provided for each scoring point. Thus, BARS 

items are suited for measuring traits among examinees. On an anchored scale, students are rated 

according to where their performance lies along a continuum that is defined, or anchored, by specific 

levels of behaviors or actions. An example follows: 

 

Anchored scales require users to be trained to recognize behavioral distinctions along the scale. The 

selection and definition of these behaviors, and the training of the raters, can pose meaningful 

challenges for scale developers.  

Likert-type vs. Anchored Scales 

The choice of rating scale depends on what you want to measure and how that relates to the skill of 

interest. In the following table, the first and third scenarios are Likert-type scales. Both are global 

observations or impressions by the rater that are not anchored by student behavior. 

The second scenario is an anchored scale, as a behavioral anchor is supplied as part of the scoring rubric. 

Although an anchor is shown here only for the highest possible score, additional behaviors are assumed 

to anchor the other scale points. 

Scenario Likert type Behaviorally 
anchored 

The faculty member indicates his or her 
impression of the student’s introduction, using 
a 5-point scale that ranges from Unsatisfactory 
to Satisfactory.  

X  

The faculty member indicates the 
appropriateness of the student’s language for 

 X 
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communicating with the patient using a 7-point 
scale, where the highest value reflects a student 
who avoids jargon or provides additional 
explanations for medical terminology. 

The faculty member indicates his or her overall 
impression of the completeness of the closure, 
using a 9-point scale that ranges from 
Unacceptable to Excellent. 

X  

 

Number of Scale Points 

For both types of rating scales, there need to be enough scale points to capture meaningful differences 

in degrees of agreement or behavior between the students being rated, while not having so many that 

the distinctions become trivial or difficult for the rater to make. Most recommendations suggest no 

fewer than three points and no more than nine points for either Likert-type or anchored rating scales.  

Checklists 

The second type of scale addressed in this lesson is a checklist. Checklists can be useful for capturing 

whether a set of actions is performed correctly. In addition, checklists are often (but not always) more 

objective than rating scales because the scoring is often based directly on observed actions.  

Using a checklist, raters can record what behaviors or skills students are demonstrating via categorical 

(usually dichotomous) responses for each behavior. One common way to score checklists is to sum the 

responses, so that students who perform more actions are judged to be better at the set of tasks. An 

alternate way of scoring is to provide weights for all checklist items that represent the varying 

importance of each item, with the weights applied prior to summing the items. 

 

 

 Following are some example items similar to those commonly used in history-taking checklists: 

 The student asked when the patient first developed a fever. 

 The student asked the patient about her family history of cancer. 

 The student asked whether the patient’s pain was relieved when the patient was lying down. 

 The student asked whether the patient had ever used tobacco products. 

Checklist items may be ordered or not ordered. If order is not made explicit, a student who asked all the 

appropriate questions in a confusing or illogical order might be awarded the same number of checklist 

points as the student who asked the questions in a more logical or expected order. One example of 

order in a set of checklist items is to require that the student begins with the most open-ended question 

and then follow up with more specific closed questions.  
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Checklists can be used to quantify noncognitive skills in addition to clinical skills.  

Here are some example items similar to those used in communication skills checklists: 

 The student used transitional statements. 

 The student checked to make sure the patient understood his or her summary. 

 The student allowed the patient to speak without interruption. 

One challenge with the use of checklist items in assessing noncognitive skills is the need to clearly define 

what counts as “Done” or “Complete” for the rater, especially if the behaviors being observed are 

complex or may be done in a variety of ways. For example, the definition of “transitional statement” in 

the first checklist item above would need to be clarified for the raters.  

Number of Checklist Items 

Just as the number of scale points should be carefully determined for a rating scale, the number of 

checklist items should be carefully considered as well. This is especially true if raters are required to 

memorize the checklist or use a different checklist for every scenario. Vu et al. (1991) found the length 

of the checklist impacts the accuracy of standardized patients completing the checklist after an 

encounter (scoring from memory); they recommended 15 items as ideal or fewer than 30. There should 

be enough items to cover the construct of interest but not so many that unimportant or nonessential 

behaviors are listed.  

Rater Training 

To prevent bias in ratings, it is important to train and monitor raters throughout an OSCE administration. 

If raters emphasize different skills or are inconsistent in their ratings, the resulting scores may not be 

useful. 

Raters should understand not only how a scale will be used but also why that scale was chosen. The 

development of a scale or checklist needs to fit with the purpose of the assessment. For example, a 

checklist about a physician’s communication patterns is not useful if the physician is being assessed on 

his or her ability to explain the treatment plan to the patient. 

Raters should also be made aware of common rater biases. A discussion of common sources of bias 

(error in ratings) will help raters to avoid these biases while rating.    

Common Rater Biases 

Common rater biases in a performance assessment are: 

 Severity/leniency 

 Halo effect 

 Restriction of range 

 Primacy effect 
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To a certain degree, rater biases are unavoidable. However, awareness of different biases may help 

raters to avoid them. Some methods to help prevent rater biases are: 

 Providing experiences and exercises to help raters make reliable judgments  

 Allowing the raters a chance to discuss and refine the rating criteria 

 Providing raters with enough opportunities to observe sample performances and locate them 

along the scale correctly and consistently 

 Providing raters with enough opportunities to observe student performance along the entire 

score scale 

 

Severity/Leniency 

Severity/leniency refers to the tendency of a rater to give low ratings (severity) or high ratings (leniency) 

to all students. This is not always considered a bias but rater training should be used to bring all raters to 

a shared idea of acceptable levels of severity (or leniency) in order to prevent extreme ratings.  

Halo Effect 

The halo effect occurs when raters rate participants on other (appealing or not-so-appealing) 

characteristics rather than the targeted ability or trait to be measured. For example, a rater may give a 

higher score to a checklist item related to nonverbal behavior because the rater thought the student 

was friendly or did well on the other checklist items but did not actually display excellent nonverbal 

behaviors. There may be other aspects of the student that are irrelevant to any construct.  

Restriction of Range 

Restriction of range, or central tendency, refers to the likelihood of raters to rate all performance in the 

middle of the scale, regardless of all the options available.  

Primacy Effect 

The primacy effect encourages raters to assume that the next performance is similar to the 

performances they have just seen, causing them to compare an individual with their group, rather than 

the scoring rubric. 

Reliability 

The type of scale that is selected can have an impact on the overall score reliability. For example, a 

rating scale that is too easy or too difficult for the group of students (eg, all of the students exhibit all of 

the behaviors to obtain the highest scores, or none of the students exhibit behaviors past the lowest 

scores) would reduce the reliability of the overall score. The following scenarios could also reduce the 

reliability of a score: 
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 A rating scale is used with too few points to represent the amount of student performance 

variability.  

 An anchored scale is used in which the anchor points are not well-defined, so that raters are not 

always sure of what rating to assign. 

 A checklist is constructed with too few items to cover the construct of interest.  

 A single global rating scale is used where an extensive checklist would be more appropriate (eg, 

raters are asked to provide a holistic judgment about whether they think an interview is 

acceptable vs. observing a set of 10 behaviors that are all necessary for an interview to be 

considered acceptable).  

 

Reliability can be thought of as the precision of a scale score. A reliability estimate for a scale score 

indicates how much of that score is a representation of the true ability of the student and how much is 

error. The more reliable the score, the more confidence one can have that the score represents a 

student’s true ability. 

Validity 

Validity evidence for a scale score is the evidence that shows a scale is actually measuring what it is 

assumed to measure and supports the use of the score in making inferences, judgments, and decisions 

about students. Validity evidence should be collected along with reliability evidence to ensure that the 

ability is not only being measured reliably but is also the targeted ability of interest. 

Many of the rater biases and scenarios that negatively impact reliability also have the potential to 

negatively impact the validity of the scale scores in making inferences. For example: 

 If raters who are too lenient produce scores that are too high, students will appear to be more 

capable than they actually are. 

 If a checklist is too long, rater fatigue could cause raters to make errors in observation or rating. 

 If an anchored scale contains too many points, this may result in distinctions being made among 

student performances that are not actually meaningful from an educational or clinical 

standpoint. 

 If raters allow irrelevant aspects of the student to impact the rating scale, this will result in 

scores that are measuring these aspects as well as the construct of interest.   

 

Take-Home Messages 

 Common scale types used in OSCEs are rating scales and checklists. 

 Rating scales can be useful for gathering judgments of student performance that are global 
impressions or anchored by specific student behaviors. 

 Checklists can be useful for gathering multiple categorical observations of student behaviors. 

 The type of scale should be carefully linked to the desired measure. 

 Scale development and rater training have the potential to impact the reliability and validity of 
the resulting scale.   
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