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We present a theory of the collective excitation spectrum in the fractional quantum Hall effect
which is closely analogous to Feynman’s theory of superfluid helium. The predicted spectrum has a
large gap at k=0 and a deep magneto-roton minimum at finite wave vector, in excellent quantita-

tive agreement with recent numerical calculations.

We demonstrate that the magneto-roton

minimum is a precursor to the gap collapse associated with the Wigner crystal instability occurring
near v=—;-. In addition to providing a simple physical picture of the collective excitation modes,

this theory allows one to compute rather easily and accurately experimentally relevant quantities

such as the susceptibility and the ac conductivity.

I. INTRODUCTION

The quantum Hall effect'~* is a remarkable macro-
scopic quantum phenomenon occuring in the two-
dimensional electron gas (inversion layer) at high magnet-
ic fields and low temperatures. The Hall resistivity is
found to be quantized with extreme accuracy® in the form

pxy=h/e% . (1.1)
In the integral Hall effect the quantum number i take on
integral values. In the fractional quantum Hall effect
(FQHE) the values of i are rational fractions with odd
denominators.

Associated with and of central importance to this
quantization of p,, is the appearance of exponentially
small dissipation,

e=47T (1.2)

The activation energy A=~ 100 K for the integral case is
associated with disorder and the mobility gap between
Landau levels and is thus primarily a single-particle ef-
fect. The fractional case occurs in low-disorder, high-
mobility samples with partially filled Landau levels for
which there is no single-particle gap. In this case the ex-
citation gap is a collective effect arising from many-body
correlations due to the Coulomb interaction and is there-
fore smaller in magnitude (A, 3~6 K). Considerable pro-
gress has recently been made toward understanding the
nature of the many-body ground state, which at least for
Landau-level—filling factors of the form v=1/m, where
m is an odd integer, appears to be well described by
Laughlin’s variational wave function.® We have recently
reported a theory’ of the collective excitation spectrum
which is closely analogous to Feynman’s theory of super-
fluid helium.® The spectrum has an excitation gap which

Pxx ~
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is found to be relatively large at zero wave vector but at
finite wave vector exhibits a deep ‘“magneto-roton
minimum” quite analogous to the roton minimum in heli-
um. The purpose of the present paper is to present a
more complete description and derivation of this theory
and to use it to make specific experimental predictions.

The outline of the paper is as follows. Section II con-
tains a review of Feynman’s arguments for superfluid
“He. In Sec. III we discuss the application of these ideas
to fermion systems in a magnetic field and in Sec. IV we
specialize to the case of the lowest Landau level. In Secs.
V—VII we discuss evaluation of the static structure fac-
tor, the collective mode dispersion, and the role of back-
flow corrections. In Sec. VIII we consider the large-
wave-vector limit. In Secs. IX—XI we discuss finite-
thickness effects, disorder, and linear response, and in Sec.
XII we present a summary of our conclusions.

II. REVIEW OF FEYNMAN’S THEORY OF “He

In a beautiful series of papers® Feynman has laid out an
elegantly simple theory of the collective excitation spec-
trum in superfluid “He. Even though the underlying ideas
were developed for a neutral Bose system in three dimen-
sions, they are sufficiently general that they can be ap-
plied mutatis mutandis to a charged Fermi system in two
dimensions in a high magnetic field. Let us therefore now
review Feynman’s arguments.

Because “He is a Bose system, the ground-state wave
function is symmetric under particle exchange and has no
nodes. Using these facts Feynman argues that there can
be no low-lying single-particle excitations, so that the only
low-energy excitations are long-wavelength density oscil-
lations (phonons). Now suppose that somehow one knew
the exact ground-state wave function, ¥. Then one could
write the following variational wave function to describe a
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density-wave-excited state which still contains most of the
favorable correlations occurring in the ground state:

dulry, ... 1) =N"1p(r}, ... ,1y), 2.1
where py is the Fourier transform of the density
p= [ d’Rexp(—ik-R)p(R), (2.2)
N
p(R)= 3 8*R—r1;), 2.3)
j=1
so that
N
px= 2, exp(—ik-r;) . (2.4)
j=1

Note that since the ansatz wave function contains the
ground-state wave function as a factor, favorable correla-
tions are automatically built in. Nevertheless, the excited
state is orthogonal to the ground state as required. This
may be seen by writing

(¥|¢)=N"17 [ d*Rexp(—ik-R)N¥|p(R) |¢) .
(2.5)

By hypothesis is the ground state |¢) is a liquid with a
homogeneous density. Hence (for ks£0) the overlap in-
tegral in Eq. (2.5) vanishes.

To see that ¢, represents a density wave, consider the
following. ¢y is a function of the particle positions. For
configurations in which the particles are more or less uni-
formly distributed, py, and therefore ¢, will be close to
zero. Hence such configurations will have a low probabil-
ity of occurrence in the excited state. On the other hand,
configurations with some degree of density modulation at
wave vector k will have a finite value of py, and ¢y, will
be proportionately large, making the probability of such
configurations greater. Hence this represents a density
wave. Note, however, that the phase of py, and thus ¢,
will match the phase of the density wave. All phases are
equally likely if ¢ corresponds to a liquid. Hence the
average density is still uniform in the excited state. A
simple way of interpreting all of this is to view p, as one
of a set of collective coordinates describing the particle
configuration. We can then make an analogy with the
simple harmonic oscillator in which the exact excited-
state wave function ¥, is obtained from the ground state
1o by multiplication by the coordinate

Pi(x)=x1py(x) . (2.6)

1, is orthogonal to ¥, and ¥, vanishes for the configura-
tion (x =0) at which 1, is peaked (“uniform density”). ¥,
is nonzero when the coordinate is displaced (“density
wave”), but has a phase that varies with displacement so
that the average value of the coordinate is zero (“uniform
average density”) even in the excited state.

Having established an ansatz variational wave function,
we need to evaluate the energy. This requires a knowledge
of the norm of the wave function

s(k)={dy | ) =N""% | plox | ¥) @2.7)

but this is nothing more than the static structure factor
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for the ground state, a quantity which can be directly
measured using neutron scattering. For later purposes it
will be convenient to note that s(k) is also related to the
Fourier transform of the radial distribution function for
the ground state, g (r):

stk)=1+p [ d*Rexp(—ik-R)[g(R)—1]

+p(2m)28%(k) , 2.8)

where p is the average density.
The variational estimate for the excitation energy is the
usual expression

A(k)=f(k)/s(k), (2.9)
where
f(K)=(¢x|H—Eo|¢¢) ,

and H is the Hamiltonian and E is the ground-state en-
ergy. Using Eq. (2.1) we may rewrite Eq. (2.10) as

FIK)=N=X¥|pl[H,p] | ¥) ,

which will be recognized as the oscillator strength.” Be-
cause the potential energy and the density are both simply
functions of position, they commute with each other. The
kinetic energy, on the other hand, contains derivatives
which do not commute with the density. This yields the
universal result’

#2k?
2m ’

making the oscillator-strength sum independent of the in-
teraction potential. We emphasize this point because a
rather different result will be obtained for the case of the
FQHE.

Combining Egs. (2.12) and (2.9) yields the Feynman-
Bijl formula®® for the excitation energy,

#2k?
2ms (k)

We can interpret this as saying that the collective-mode
energy is just the single-particle energy #k2/2m renor-
malized by the factor 1/s(k) which represents the effect
of correlated motion of the particles. We emphasize that
since we have invoked the variational principle, A(k) is a
rigorous upper bound to the lowest excitation energy at
wave vector k.

In order to gain a better understanding of the meaning
of A(k) and the underlying assumptions that have been
used, let us rederive Eq. (2.9) by a different method. Con-
sider the dynamic structure factor defined by (%=1
throughout)

S(k,@)=N~"13(0|pl|n)8(0w—E,+Eo){n|pg|0),

(2.10)

(2.1

flo= (2.12)

Al(k)=

(2.13)

(2.14)

where the sum is over the complete set of exact eigen-
states. Using Eq. (2.7) the static structure factor is related
to S(k,w) by

st=["doStko), 2.15)
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and using Eq. (2.11) we see that the oscillator strength is
related to S (k,w) by

o= ["dooskae).

Substitution of these results into Eq. (2.9) shows that the
Feynman-Bijl expression for A(k) is actually the exact
first moment of the dynamic structure factor. That is,
A(k) represents the average energy of the excitations
which couple to the ground state through the density.
This is consistent with the idea that A(k) is a variational
bound on the collective-mode energy, since the average en-
ergy necessarily exceeds the minimum excitation energy.
Note that if the oscillator-strength sum is saturated by a
single mode, then the mean excitation energy and the
minimum will be the same and the Feynman-Bijl expres-
sion will be exact. This idea is consistent with Feynman’s
argument that there are no low-lying single-particle exci-
tations. The assumption that ¢, in Eq. (2.1) is a good
variational wave function is equivalent to assuming that
the density-wave saturates the oscillator-strength sum
rule.

How well does the Feynman-Bijl formula work?
Evaluating s(k) in Eq. (2.13) from the experimental
neutron-scattering cross section and speed-of-sound data
yields®® a collective-mode frequency which vanishes
linearly at small k (with a slope corresponding exactly to
the speed of sound) and exhibits the famous ‘“roton
minimum” near k=2 A~!. The roton minimum is due to
a peak in s (k) associated with the short-range order in the
liquid. The predicted dispersion curve is in good qualita-
tive agreement with experiment, but the predicted fre-
quency at the roton minimum is about a factor of 2 too
high.®° Feynman and Cohen® have shown that this prob-
lem can be remedied by including back-flow corrections
which guarantee that the continuity equation A-(J) =0 is
satisfied by the variational wave function. These correc-
tions bring the predicted mode energy into excellent quan-
titative agreement with experiment.

These considerations of Feynman’s arguments lead us
to the following conclusions. One expects on quite gen-
eral grounds that (at least for long wavelengths) the low-
lying excited states of any system will include density
waves. If because of special circumstances (such as those
occurring in superfluid “He) there are no low-lying
single-particle states, then the Feynman-Bijl expression
for the collective-mode energy will be valid. The expres-
sion is also qualitatively correct even at short wavelengths
and yields quantitative agreement with experiment if ex-
plicit back-flow corrections are included.

(2.16)

III. APPLICATION TO FERMIONS

The single-mode approximation seems less likely to
succeed for Fermi systems. For instance, examination of
S (k,w) for the three-dimensional electron gas (jellium)
shows the existence of not only a collective mode (the
plasmon) but also a large continuum of single-particle ex-
citations.” The low-lying continuum is due to the small
kinetic energy of excitations across the Fermi surface.
Despite this problem Lundqvist'® and Overhauser!! have
shown that very useful results can be obtained from the
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single-mode approximation (SMA). It is straightforward
to prove from the compressibility sum rule’ that the
plasmon mode saturates the oscillator-strength sum rule
in the limit k—0. Hence the SMA gives the exact plas-
ma frequency A(0)=#w,. For finite kK the SMA breaks
down, but as noted above A(k) is the exact first moment
of the excitation spectrum. Thus for large k, A(k) lies at
the centroid of the continuum. Hence the SMA is exact
at long wavelengths and gives a reasonable fit to the
single-particle continuum even at short wavelengths. The
same statement is true for the two-dimensional case,
where the plasmon dispersion is w, ~k '/ at long wave-
lengths.

We are now in a position to ask what the effect of a
large magnetic field is on the Fermi system. It is impor-
tant to note that the neutral excitations are still character-
ized!? by a conserved wave vector k, but that in two di-
mensions the magnetic field quenches the single-particle
continuum of kinetic energy, leaving a series of discrete,
highly degenerate Landau levels evenly spaced in energy
at intervals of #iw,, where w, is the classical cyclotron fre-
quency. Consider first the case of the filled Landau level
(v=1). Because of Pauli exclusion the lowest excitation is
necessarily the cyclotron mode in which particles are ex-
cited into the next Landau level. Furthermore, from
Kohn’s theorem!? we know that in the limit of zero wave
vector, the cyclotron mode occurs at precisely fiw, and
saturates the oscillation-strength sum rule. Hence, once
again the SMA is exact at long wavelengths and yields
A(0)=#w,. To see explicitly that this is so, note that for
v=1 the radial distribution function is known exactly®!*
(neglecting mixing of Landau levels in the ground state),

g(r=1—exp(—r2/21%), (3.1)

where [ =(eB /#ic)~'/? is the magnetic length. Using (2.8)
and p=v/(2ml 2) we have, for k=£0,

s(k)=1—exp(—k2%/2) . (3.2)
Using (2.9) the predicted mode energy is
2
Alk)= #k 22 , (3.3)
2m[1—exp(—k*1%/2)]
but #/mi?=4w,, so that we finally obtain
2
Alk) =i, —— D72 (3.4)

“1—exp(—k%%/2)°

which has the correct limit A(0)=%w,.. We emphasize
that this was derived with a ground-state structure factor
calculated by neglecting Landau-level mixing, but that
Kohn’s theorem!® requires that the same result be ob-
tained (for k —0) for the exact ground state.

For the FQHE we are interested not in the case v=1,
but rather we need to consider the fractionally filled Lan-
day level. The Pauli principle now no longer excludes
low-energy intra-Landau-level excitations. It is these
low-lying excitations rather than the high-energy inter-
Landau-level cyclotron modes which are of primary im-
portance to the FQHE. Let us therefore consider what
the SMA yields for the case v< 1 by recalling the argu-
ment leading to Kohn’s theorem.!* At asymptotically
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long wavelengths an external perturbation couples only to
the center-of-mass (c.m.) motion. The c.m. degree of
freedom has the excitation spectrum of a free particle in
the magnetic field and is unaffected by the correlations
and interactions among the individual particles. Hence
once again the cyclotron mode saturates the oscillator-
strength sum rule and the SMA yields A(0)=%w, in-
dependent of the filling factor and the interaction poten-
tial. The SMA thus tells us nothing about the low-energy
modes of interest.

The root of this difficulty can be traced back to Eq.
(2.1). For small k the variational excited state has most
of its weight in the next-higher Landau level. We can
greatly improve the variational bound on the excitation
energy by insisting that the excited state lie entirely within
the lowest Landau level. This can be enforced by replac-
ing Eq. (2.1) by

&=N""pp,

where py is the projection of the density operator onto the
subspace of the lowest Landau level. Providing that this
projection can be explicitly carried out, we may derive a
new approximation (the projected SMA) for the low-lying
collective-mode frequency,

A(k)=f(k)/5(k), (3.6)

where f and 7 are, respectively, the projected analogs of
the oscillator strength and the static structure factor.
Formulation of the projection scheme and the derivation
of (3.6) are carried out in the next section.

(3.5)

IV. PROJECTION ONTO THE LOWEST
LANDAU LEVEL

The formal development of quantum mechanics within
the subspace of the lowest Landau level has been present-
ed elsewhere.!”> We briefly review here the pertinent re-
sults. Taking the magnetic length to be unity (/ =1) and
adopting the symmetric gauge (with B= —B%), the
single-particle eigenfunctions of kinetic energy and angu-
lar momentum in the lowest Landau level are® !’

1
(2m2™m!)!/
where m is a non-negative integer and z=x+iy is the
complex representation of the particle position. We wish
to focus on the analytic part of the wave function and ig-
nore as much as possible the ubiquitous Gaussian factor.

Hence we define, following Bargmann,'> !¢ a Hilbert space
of analytic functions with an inner product

(fe)= [ dul2)f *2g(2),

where the Gaussian factors from (4.1) have been absorbed
into the measure:

du(z)=02m)"'dx dy exp(— |z | 2/2) .

b, (2)= z™mexp(— |z |%4), 4.1

4.2)

(4.3)

Operators on this space must take analytic functions into
analytic functions. Hence a natural pair to consider is

at=z , (4.4a)
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a=2—. 4.4b

i (4.4b)

These are mutually adjoint with respect to the measure
defined in (4.3) and represent ladder operators for the an-
gular momentum.!*

At this point it is useful to note that the adjoint of z is
not the same as the Hermitian conjugate of z, which is z*.
z* is not analytic in z and hence takes functions out of the
Hilbert space (it mixes Landau levels). However, for any
two states f and g in the Hilbert space,

. (4.5)

(f,Z‘g)=(Zf,g)=(f,zTg)= f,Z%g

Thus the projection of z* onto the lowest Landau level is

d .6)

*=zt=22%
zt=z i
Since z* and z do not commute, one has to normal order
the derivatives to the left.'* These results are trivially ex-
tended to the many-particle case and the projection of the
density operator is easily accomplished as follows. Writ-
ing the dot product in complex notation, the density
operator from Eq. (2.4) becomes
N ; T*
pr= 3, €xp —-lzﬁzj' - l—};—-—zj
j=1

4.7)

The projected version is simply (note the normal ordering)

ik*

X, i)
pk= D exp | —ik— 5 (4.8)

exp
j=1 9z

We are now in a position to project the Hamiltonian.
The kinetic energy can be ignored since it is an irrelevant
constant N#iw, /2 in the lowest Landau level. The poten-
tial energy is

2
v=1 [ 2909 S expliq(ni—1)] , (4.9)
(27) istj

where v(q) is the Fourier transform of the interaction po-
tential. The projection of V is

_ 2
V=1 —d—g-z-v(q)(ﬁqﬁq——pe_"z/z). (4.10)
(27)
Note that, just as in the usual case, p £=ﬁ_q.
In analogy with Eq. (2.11), the projected oscillator
strength is

Fo=N-Y0|plH,p]|0),

where |0) is the ground state (represented as a member of
the Hilbert space of analytic functions). Note that previ-
ously it was the kinetic energy which contained deriva-
tives and hence failed to commute with the density. Now
the kinetic energy is an irrelevant constant, but both the
potential-energy and density operators contain derivatives.
Thus Eq. (4.11) becomes

Fk)=N"50|p.¥.p:]]0) . (4.12)

The meaning of this is that since the kinetic energy has
been quenched by the magnetic field, the scale of the

(4.11)
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collective-mode energy is set solely by the scale of the in-
teraction potential, which is, of course, as it should be.

In order to evaluate (4.12) it is convenient to note that
the projected density operators obey a closed Lie algebra
defined by

k*q/2

[Prpl=(eX "2 —ek* )5, 4.13)

It is convenient to use parity symmetry in k to rewrite Eq.
(4.12) as a double commutator,

Fior=540 | (AL 7,110

Using Eq. (4.10), Eq. (4.14) is readily evaluated with the
commutation relation given in (4.13),

4.14)

T =1 3 v(gie? ™2 e *12)
q

X[5(gle + /(e k"2 _o—Ha" 1)

+5(k +q)(ek*12_ek*/2)] - (4.15)
where 5(q) is the projected static structure factor,
S(@)=N~"%0|plp,]0) . 4.16)
Using
Pipa=PiPg+(1—e—191°72) 4.17)
one obtains the relation
5(g)=s(g)—(1—e~191*2) 4.18)

where s(q) is the ordinary static structure factor given in
Egs. (2.7) and (2.8). From Eq. (3.2) we see that 5(g) van-
ishes identically for the filled Landau level. This is sim-
ply a reflection of the fact that it is not possible to create
any excitations within the lowest Landau level when it is
completely filled.

Clearly, Eq. (4.15) is more complicated than its analog,
(2.12). Nevertheless, it is still true that knowledge of the
static structure factor is all that is required to evaluate
(4.15) and (4.16) and hence obtain the projected SMA
mode energy:

A(k)=f(k)/s(k) . (4.19)

The essence of the Feynman-Bijl result (2.13) is still
maintained—namely that one can express a dynamical
quantity, the collective-mode energy, solely in terms of
static properties of the ground state.

Let us begin our evaluation of (4.19) by consideration of
the small-k limit. We assume throughout that the ground
state is an isotropic and homogeneous liquid. Direct ex-
pansion of Eq. (4.15) shows that, for small k, f(k) van-
ishes like | k | . Indeed, one can show that this is true, in
general, because Kohn’s theorem tells us that the total
oscillator-strength sum f(k)=#k2/2m is saturated by
the cyclotron mode (to leading order in | k |2). Hence the
intra-Landau-level contribution [which is f(k)] must
quite generally vanish faster than | k |2 for both solid and
liquid ground states. Given that

FR)~ |k |*,

it follows from (4.19) that a necessary (but not sufficient)
condition for the existence of a finite direct (k=0) gap is

s~ |k |4, @.21)

Equation (4.21) is a sufficient condition only within the
SMA, but as the following argument shows, Eq. (4.21) is
always a necessary condition for a gap. Equation (4.19)
gives the exact first moment of the (intra-Landau-level)
excitation spectrum. If (k) vanishes slower than | k |4,
then the mean excitation energy vanishes as k approaches
zero and there can be no gap. If 5(k)~ |k | %, then the
mean excitation energy is finite for small k. This does
not prove that there is a gap; however, it seems plausible
that in this system (unlike ordinary jellium) there can be
no low-lying single-particle excitations to invalidate the
SMA and defeat the gap since the kinetic energy neces-
sary to produce such a continuum has been quenched by
the magnetic field.

Having established the importance of the condition
5(k)~ | k | *, let us investigate whether or not this condi-
tion obtains. Using Eq. (4.18) and exganding Eq. (2.8) for
small k& shows that 5(k)~ |k |® if and only if
My=M,;=—1, where

M, Epfdzr(rz/Z)”[g(r)—l].

(4.20)

(4.22)

In general, for a liquid ground state one can express the
two-point correlation function in terms of the occupation
of the single-particle angular-momentum eigenstates of

Eq. (4.1),

gN=p2 3 ¢al00argy(rds(0)ckeheyes),
a,B,v,8
(4.23)

where c:r, is the creation operator for state @. Using Eq.

(4.1) and conservation of angular momentum, we have

© 2 m
plg(n—11=Cm~t $ 2T

m=0

exp(—r?%/2)
X ({npng) —ny ) {ng)
(4.24)

"'VBMO) ’

where n,, =c:,c,,, is the occupation number for state m.
Inserting Eq. (4.24) into Eq. (4.22) yields

My=v""({(Nng)—(N){(no))—1, 4.25)
M, =v ' [((L+N)ng)—{(L +N){no)]1—1, (4.26)
where
N= S n, 4.27)
m=0
is the total particle number and
L= S mn, (4.28)
m =0
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is the total angular momentum. Since L and N are con-
stants of the motion, their fluctuations vanish, leaving
My=M,=—1.

This general result implies that, for any liquid ground
state in the lowest Landau level, 5(k)~ | k | *. Hence any
liquid state automatically satisfies the SMA gap condition
A(0) >0 discussed above. Interpreting 5(k) as the mean-
square density fluctuation at wave vector k, the condition
5(k)~ | k |* is a statement of the lack of density fluctua-
tions or the incompressibility of the quantum system at
long wavelengths. This is the source of the finite gap.

Within the SMA the existence of a gap for liquid
ground states appears to be the rule rather than the excep-
tion. The interesting question of whether or not liquid
ground states must have a rational filling factor is an en-
tirely separate issue, about which nothing has been proved
by these arguments.

Within the SMA, gapless excitations can occur only as
Goldstone modes in systems with broken translational
symmetry (which therefore violate our assumption of a
liquid ground state). It is worth noting in this connection
that the SMA analog of Eq. (4.19) yields the correct trans-
verse magneto-phonon dispersion curve for the Wigner
crystal.

We can shed additional light on the meaning of Eq.
(4.21) and (4.22) by considering the specific case of the
Laughlin ground state.® Invoking the analogy with the
two-dimensional one-component plasma (2DOCP),%!7:18
we see that My= —1 is the charge-neutrality sum rule
and M;=—1 is the perfect screening sum rule for the
2DOCP.'718 Making use of the 2DOCP compressibility
sum rule,!”!® we obtain M, and hence the exact leading
term in §(k),

S =1=Y (k4 (4.29)

8v

This result emphasizes the profound importance of the ex-
istence of long-range forces in the 2DOCP analog system.
These long-range forces are responsible for the charge-
neutrality and perfect screening sum rules. From these it
follows that there is (within the SMA) a finite excitation
gap at k=0 and from these also follows the exactness of
the fractional charge +v of the Laughlin quasiparticles.®

V. STATIC STRUCTURE FACTOR

In order to go beyond the small-k limit in evaluating
Eq. (4.19), we need to have 5(k) for finite k. Lacking the
experimental structure factor that was available for the
case of “He, we are forced to adopt a specific model for
the ground state. We have chosen to use the Laughlin
ground-state wave function® since it appears to be quite
accurate'®?® and because the static structure factor is
available through the 2DOCP analogy.®2!2?

The static structure factor for the 2DOCP has been
computed by both Monte Carlo'”?! (MC) and
hypernetted-chain'®?* (HNC) methods. The MC results
for g(r) used in Ref. 7 are shown in Fig. 1. Recall from
Eq. (2.8) that we need to Fourier-transform g (r) to obtain
s(k). This is most easily accomplished by transforming
an analytic function which has been fitted to the MC
data. Fortunately, we can take advantage of the known
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FIG. 1. Crosses are Monte Carlo data for h(r)=g(r)—1.

Solid line is analytic fit of Eq. (5.1) to the data. (a) v=1; (b)

=1
v=-x.

analytic form of g (r) for any liquid ground state,??

gN=1—e=""4 3" (/4 e~ (s.)

m=1

where the c,, are unknown coefficients and the prime on
the sum indicates that it is restricted to odd m only. The
latter is a reflection of the Fermi statistics, which requires
that pairs of (spin-polarized) particles have odd relative
angular momentum. For the Mth Laughlin state
(v=1/M) the coefficients c,, are constrained by the
2DOCP charge-neutrality, perfect screening, and
compressibility sum rules!”'® to obey??

S em=(1-M)/4 (5.2)
m=1
S (m +Dem=(1—-M)/8 , (5.3)
m=1
S (m +2)(m +1)ep =(1—M)?/8 . (5.4)

1

We fit a finite number (27) of the coefficients to the MC
data subject to the constraints (5.2)—(5.4). The best-fit
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TABLE 1. Coefficients c,, obtained

from fitting Eq. (5.1) to

the MC data for g(r) subject to the constraints (5.2)—(5.4). The

v=1+ fit is somewhat less reliable than the v=

+ case (see text).

m em(v="T) em(v="1)
1 —1.00000 —1.0000
3 +0.51053 —1.0000
5 —0.02056 +0.6765
7 +0.31003 +0.3130
9 —0.490 50 —0.1055

11 +0.20102 +0.8910

13 —0.00904 —0.3750

15 —0.00148 —0.7750

17 + 0.00000 + 0.3700

19 +0.00120 + 0.0100

21 + 0.000 60 —0.0050

23 —0.001 80 —0.0000

25 + 0.00000 —0.1000

27 + 0.00000 + 0.1000

values for v=+ and + are displayed in Table I and the
resultant analytic g(r) is shown in Fig. 1 along with the
MC data. Having obtained an analytic form, the required
Fourier transform is readily computed.

An alternative method of obtaining s(k) is to use a
modified hypernetted-chain (MHNC) approximation?®
which guarantees that the sum rules!”!® on s (k) are satis-
ﬁed This method gives a value for the energy in the
v=+ Laughlin state of E,,;=—0.4092, which is quite
close to the value of E,,;=—0.4100%+0.0001) from the
essentially exact MC method. Figure 2 displays s(k)
computed by the MHNC and MC methods.

Having obtained s (k) we compute 5(k) from Eq. (4.18)
and then use this in Eq. (4.15). We also require the in-
teraction potential v(g). Taking the unit of energy to be
(e2/el), where € is the dielectric constant of the back-
ground medium, the Coulomb potential is V(r)=1/r,
which has the transform
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FIG. 2. Static structure factor.

hypernetted-chain calculation. Dashed line is from fit to Monte

Carlo data.

Solid line is modified-
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2
vig)=—. (5.5)
9 q

Using (5.5), the quadratures in (4.15) were computed nu-
merically to obtain the oscillator strength and hence the
gap function A(k).

VI. EVALUATION OF THE GAP

Using the results of the preceding section, we have
evaluated the collectlve-mode dispersion for filling factors
v=1, ¥, +, and + using the MHNC structure factors.
The various gap functions for the case of the pure
Coulomb potential are shown in Fig. 3. The MC struc-
ture factors for v= 7 and + yield nearly 1dentlcal results,’
except for a small dlscrepancy in the v=+ + curve at small
k. We believe that this is due to the difﬁculty of extract-
ing accurate mformatlon on the long-distance behavior of
g(r) from the v=+ MC data and we therefore consider
the MHNC result more reliable for this case.

Note that, as discussed earlier, the gap is finite at zero
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FIG. 3. Collective-mode dispersion. Arrows at the top indi-
cate magnitude of primitive reciprocal-lattice vector of corre-

sponding Wigner crystal.
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wave vector, but exhibits a deep minimum at finite k.
This magneto-roton minimum is caused by a peak in 5(k)
and is, in this sense, quite analogous to the roton
minimum in helium.®® We interpret the deepening of the
minimum in going from v=+ to v=7 to be a precursor
of the collapse of the gap which occurs at the critical den-
sity v, for Wigner crystalhzatlon From Flg 3 we see
that the minimum gap is very small for v< =< 5 This is

consistent with a recent estimate?* of the critical density,
v,=1/(6.5+0.5). Within mean-field theory, the Wigner
crystal transition is weakly first order and hence occurs
slightly before the roton mode goes completely soft. Fur-
ther evidence in favor of this interpretation of the roton
minimum is provided by the fact that the magnitude of
the primitive reciprocal-lattice vector for the crystal lies
close to the position of the magneto-roton minimum, as
indicated by the arrows in Fig. 3.

These ideas suggest the physical picture that the liquid
is most susceptible to perturbations whose wavelength
matches the crystal lattice vector. This will be illustrated
in more detail in Sec. XI.

Having provided a physical interpretation of the gap
dispersion and the magneto-roton minimum, we now ex-
amine how accurate the SMA is. Figure 4 shows the ex-
cellent agreement between the SMA prediction for the gap
and exact numerical results for small (N=6,7) systems re-
cently obtained by Haldane and Rezayi.?’ Those authors
have found by direct computation that the single-mode
approximation is quite accurate, particularly near the ro-
ton minimum, where the lowest excitation absorbs 98% of
the oscillator strength.?* This means that the overlap be-
tween our variational state and the exact lowest excited
eigenstate exceeds 0.98. We believe this agreement con-
firms the validity of the SMA and the use of the
Laughlin-state static structure factor.

Near k =0 there is a small (~20%) discre ancy be-
tween Agpa(0) and the numerical calculations.?’ It is in-

vtz 1]

1/7 1/5 1/3
—o—

0.00 W

00 05 1.0 15 20

FIG. 4. Comparison of SMA prediction of collective mode
energy for v=%, %,% with numerical results of Haldane and
Rezayi (Ref. 20) for v=§. Circles are from a seven-particle
spherical system. Horizontal error bars indicate the uncertainty
in converting angular momentum on the sphere to linear
momentum. Triangles are from a six-particle system with a
hexagonal unit cell. Arrows have same meaning as in Fig. 3.
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teresting to speculate that the lack of dispersion near the
roton minimum may combine with residual interactions
to produce a strong pairing of rotons of opposite momen-
ta leading to a two-roton bound state of small total
momentum. This is known to occur in helium.?® For the
present case A;,;(0) happens to be approximately twice
the minimum roton energy. Hence the two-roton bound
state which has zero oscillator strength could lie slightly
below the one-phonon state which absorbs all of the oscil-
lator strength. For v < + the two-roton state will definite-
ly be the lowest-energy state at kK =0. It would be in-
teresting to compare the numerical excitation spectrum
with a multiphonon continuum computed using the
dispersion curves obtained from the SMA.

VII. BACKFLOW CORRECTIONS

It is apparent from Fig. 4 that the SMA works extreme-
ly well—better, in fact, than it does for helium.®»® Why is
this so? Recall that, for the case of helium, the
Feynman-Bijl formula overestimates the roton energy by
about a factor of 2. Feynman® traces this problem to the
fact that a roton wave packet made up from the trial wave
functions violates the continuity equation

V-(J)=0. (7.1)
To see how this happens, consider a wave packet
$(ri,...,r)= [ dk EKpedlry, ... ry),  (12)

where £(k) is some function (say a Gaussian) sharply
peaked at a wave vector k located in the roton minimum.
It is important to note that this wave packet is quasista-
tionary because the roton group velocity dA/dk vanishes
at the roton minimum. Evaluation of the current density
gives the result schematically illustrated in Fig. 5(a). The
current has a fixed direction and is nonzero only in the re-
gion localized around the wave packet. This violates the
continuity equation (7.1) since the density is (approxi-
mately) time independent for the quasistationary packet.
The modified variational wave function of Feynman and
Cohen® includes the backflow shown in Fig. 5(b). This
gives good agreement with the experimental roton energy
and shows that the roton can be viewed as a smoke ring
(closed vortex loop).

A rather different result is obtained for the case of the
quantum Hall effect. The current density operator is

eA(r;)

N
J(R)—— 2 S(R—t;)

pj+

eA(rj)
pj+ (7.3)

laz(R_r,)} .

Taking ¢ and ¢ to be any two members of the Hilbert
space of analytic functions described in Sec. IV, it is
straightforward to show that

(®|JR)|¥)=—3VX(P|MR)|¥), (7.4
where
M(R)=p(R)Z, (7.5)
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(a)

(b)

(c)

FIG. 5. Schematic illustration of the current distribution in a
roton wave packet: (a) helium with no backflow corrections, (b)
helium with backflow corrections, and (c) lowest-Landau-level
case.

and p(R) is the density and 2 is the unit vector normal to
the plane. It follows immediately from (7.4) that

V-(J(R))=0 (7.6)

for any state in the lowest Landau level. Hence the back-
flow condition is automatically satisfied. The current
flow for the magneto-roton wave packet calculated from
(7.4) is illustrated schematically in Fig. 5(c). We see that
the magneto-roton circulation is rather different from the
smoke ring in bulk helium shown in Fig. 5(b).

Equation (7.6) is paradoxical in that it implies
dp /9t =0 for every state in the lowest Landau level. This
is merely a reflection of the fact that the kinetic energy
has been quenched and perturbations can cause particles
to move only be means of (virtual) transitions to higher
Landau levels. One can resolve this paradox by noting
that there are really two different current operators we
can consider. The first is the ordinary (instantaneous)
current discussed above. The second is the slow (time-
averaged) EXB drift of the particles in the magnetic
field. Restriction of the Hilbert space to the lowest Lan-
dau level eliminates the fast degrees of freedom associated
with the cyclotron motion but retains the slow (drift) coor-
dinates.!® To illustrate this note that for an external po-
tential projected onto the lowest Landau level
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V=3 Vg, , (7.7)
q

we have, by virtue of the noncommutivity of the density
operators,

i—aa?pﬁ — 3 V(@M ek ) (7.8)
q

Expanding this to lowest order in g (smooth potential)

gives

i%pﬁ — 3 (qXK), V(@i - (7.9
q

Using the continuity equation, this can be rewritten as the
usual E X B drift equation

(J(r))=[VV(r)XZ]p(r) .

We therefore recover the physically correct result even
though the Hilbert space has been restricted to the lowest
Landau level.

For the case of the magneto-roton wave packet dis-
cussed above, we note that the excess particle density is
circularly symmetric. Hence the (mean) electric field is
radial and the particle drift is purely circular, as illustrat-
ed previously in Fig. 5(c). Hence one is once again led to
the conclusion that the continuity condition is automati-
cally satisfied by the magneto-roton wave packet. We be-
lieve that this accounts for the excellent results obtained
using the SMA.

(7.10)

VIII. SMA AT LARGE WAVE VECTORS

We saw in Sec. VI that the SMA is quantitatively accu-
rate out to the magneto-roton minimum. For larger wave
vectors the SMA rapidly breaks down as many different
states begin to couple to the density. This is simply be-
cause the density wave is not a sensible excitation for
wavelengths smaller than the interparticle spacing.

Even though Eq. (4.19) does not give a good variational
bound on the energy for large k, it still gives the exact
first moment of the excitation spectrum. As we shall see
below, it is interesting to consider this first excitation mo-
ment in the limit of large k:

= klim flk)/5(k) . 8.1)

For large k, Eqgs. (2.8), (4.18), and (5.1) yield
F(k)~(1—v)e— k1272 (8.2)

Using (8.2). to evaluate 5(k +¢) in Eq. (4.15) and taking
advantage of rotational symmetry yields

Fk)~ S v(gle k1’2 (1—v)e— 191’2 _5(g)] . (8.3)
q

Using (4.18) this may be rewritten as
Fk)=3v(@e= ¥ 1*2{[1—s(g)]—v[1—s5,(9)]} , (8.4)
q

where

si(g)=1—e— 141?22 (8.5)
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is the static structure factor for a filled Landau level
(v=1). The sum in (8.4) is simply related to the ground-
state energy per particle, E(v),

Flk)=—2e=1¥I*2[E(v)—vE(1)], (8.6)

or, equivalently,

Flk)=2e=1kI*2E_ (v) (8.7)

where E g (v) is the cohesive energy per particle. Substi-
tution of (8.7) into (8.1) yields

2E . on(v)
o ZZeohV

v (8.8)

This is the exact first moment of the (intra-Landau-level)
density-fluctuation spectrum at kK = . Note that because
the kinetic energy has been quenched, T is finite. Also
note that this result does not rely on the validity of the
SMA or on any particular assumptions about the struc-
ture of the ground state (other than the restriction to the
lowest Landau level). For the particular case of
Laughlin’s ground state, I'(v)=0.603,0.508 at v=1,%.

We can gain greater insight into the meaning of (8.8) by
considering the form of the variational excited state at
large k. From (4.8) we have

N _ik*
ﬁkdl: ze_!k|2/2e ik 2,-/2
j=1

XP(zy, ... ,Zy) . (8.9)

,Zj_l,Zj—ik,Zj+l, [N

We see that p; acts, in part, like a translation operator
moving particles (transversely) by a distance |k |. For
large k this corresponds to an incoherent single-particle
excitation which leaves a hole and a particle uncorrelated
with their immediate surroundings (“undressed”). This
explains why the cohesive energy appears in (8.8).

As an aside, we note that Eq. (8.9) can also teach us
something about the nature of the collective modes at
small k. Recall Halperin’s?’ interpretation of the Laugh-
lin wave function which notes that the Laughlin state
makes the most efficient use of the zeroes of the wave
function by putting them all at the locations of the parti-
cles. We see from (8.9) that the density wave is a linear
superposition of states with some of their zeroes displaced
a distance ik from one of the particles. This accounts for
the increased energy of the state.

Equation (8.8) gives the exact first moment I' of the
density-fluctuation excitation spectrum at k=c. It
would also be useful to find not just I" but A(w), the
minimum excitation energy at very large wave vectors.
This may be done as follows. Equations (8.8)—(8.9) show
us that the density wave creates a particle-hole excitation.
Recall, however, that for the Laughlin state with v=1/m,
a hole (electron) is precisely a superposition of m fraction-
ally charged quasiholes (quasielectrons).?®?° This suggests
that at large wave vectors an improvement on our
density-wave variational state can be obtained by produc-
ing a single quasihole-quasielectron pair. An exciton!>*
formed from such quasiparticles would carry (dimension-
less) momentum k! if the particles were separated by a
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(dimensionless) distance mkl. Hence the energy disper-
sion for large k is'>3°

Ay (k)=A(w)—

1
3kl (8.10)
where A( o0 ) is the sum of the quasihole and quasielectron
energies and the second term on the right-hand side of
(8.10) represents the Coulomb attraction between the frac-
tional charges. Equation (8.10) is valid for large k, where
the particles are widely separated compared to their in-
trinsic size (~/). For smaller ¥ we know that the
density-wave state is a good description. Suppose we arbi-
trarily assume that the collective mode crosses over from
being a density wave to being an exciton at the wave vec-
tor of the roton minimum, k_;,. Then we can equate the
SMA and exciton values of the gap,

Acx(K min) =AsmA(Kmin) - (8.11)
Using (8.10) leads to the prediction
Al oo )=Agyta K min) + —5— - 8.12)
m kminl

From the numerical values of Agya and k., obtained
previously, we find A /3(00)=0.106 and A /s( 0 )=0.025.
These values lie considerably above the results of
HNC-approximation  calculations of Laughlin,%?!
Ay 3,175 0)=0.057,0.014, and Chakraborty,*?
Ay /3,150 0)=0.053,0.014. However, preliminary Monte
Carlo results of Morf and Halperin® yield a larger value,
A1 3(00)=0.0994£0.009. In addition, the small-system
calculations of Haldane and Rezayi®® yield a value (extra-
polated to N = o) of A /3( 0 )=0.105+0.005, in excellent
agreement with the present result. In summary, while the
SMA breaks down for large k, it still yields the exact first
moment of the excitation spectrum [Eq. (8.8)] and can be
used to obtain a good estimate of A(w ), the sum of the
quasihole and quasielectron energies.

IX. FINITE-THICKNESS EFFECTS

The calculations discussed in the preceding sections
have all used the Coulomb interaction given by Eq. (5.5).
In order to make a comparison with experiment, it is im-
portant to recognize that the finite extent of the electron
wave functions perpendicular to the plane cuts off the
divergence of the Coulomb interaction at short distances.
For both GaAs and Si devices, this thickness is on the or-
der of ** 100 A, which exceeds the magnetic length at high
fields (/=66 A at B=15T).

We have used the Fang-Howard*® variational form for
the charge distribution normal to the plane,

3
g)=2z% b, 9.1

from which the Stern-Howard**3$ interaction may be ob-
tained,

2

Vig)= +(14+q/b)"3[8+9(q/b)+3(q/b)*]. 9.2)

This form for ¥ (g) may be found in Eq. (2.52) of Ref. 34.
Figure 6 shows the collective-mode dispersion for four
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FIG. 6. Effect of finite thickness on collective-mode disper-
sion. The values of the Fang-Howard parameter bl are «, 6, 3,
and 1 (going from the top curve to the bottom). All curves are
for v=1.

different values of the dimensionless thickness parameter
bl. We see that experimentally relevant values of bl cause
a significant reduction in the size of the gap. Further-
more, this reduction is B-field dependent. Naively, we ex-
pect A~B1/2 (for fixed v) since the natural unit of energy
is e2/el. However, bl ~B~172 and therefore A does not
rise as rapidly as might be expected at large B. This may
at least partially (but not fully) account for the saturation
in the A-versus- B experimental curve recently obtained by
Boebinger et al.¥’

X. ROLE OF DISORDER

There does not exist at present a good understanding of
the temperature and disorder dependence of the conduc-
tivity. The experimental activation energy for o, is gen-
erally believed to be determined by the minimum energy
to create charged excitations (quasiparticles). It has been
suggested, however, that the scattering of thermally ac-
tivated rotons may also contribute to the dissipation.*®
The lowest excitation energy A(k) occurs at k =k, cor-
responding to a neutral density wave with charges of mag-
nitude e separated by a distance d =kl% For k> kp,
and v=1/m the excitation is a quasiexciton consisting of
charges of magnitude e*=e/m separated by a distance
d =mkl?. Thus the charge-excitation gap corresponds to
A(w), and from the law of mass action®® the number of
quasiparticles is activated with energy A(e)/2. The ex-
perimentally observed”# activation energies for dissipa-
tion are much smaller than the predicted values of
A(w)/2 and A,;, Part of the discrepancy is due to
finite-thickness effects which (as discussed in Sec. IX)
soften the Coulomb repulsion at short distances and hence
lower the gap. The remaining discrepancy is presumably
due to the disorder in the sample and needs to be further
investigated.

It has recently been suggested*! that, as the disorder is
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increased, the quasiparticle excitation gap continuously
closes, thereby destroying the fractional quantum Hall ef-
fect. This picture assumes a liquid state plus independent
quasiparticles which interact with the disorder. This may
well be correct; however, we wish to point out a possible
alternative which may occur for some or even all of the
fractional states: The continuous-gap closing transition
may be preempted by the formation of a Wigner-glass
state*”* corresponding to the collapse of the gap near
kmin Tather than k= 0. If the gap collapses to zero at
finite wave vector, then the dissipation is controlled by the
generation of rotons as the glassy crystal slides past the
impurities, just as occurs for phonon production in
charge-density-wave systems.** Such a glassy state has
been proposed to explain cyclotron-resonance anomalies in
Si devices.®3

The reasons this gap collapse might occur are the fol-
lowing. In the absence of disorder the lowest gap is at
k =k pin, the wave vector at which the system is already
nearly unstable to crystallization. The quasiexciton is
made of particles of charge |e* | =e/m for v=1/m.
Hence it responds much less strongly to the randomly
fluctuating Coulomb potential than the roton which con-
sists of charges of magnitude e. Thus the roton gap may
collapse first. On the other hand, the charges in the roton
are separated by a finite distance d =kp,;,/%. If the length
scale of the random potential is larger than d, then the ro-
tons will respond less strongly to the disorder. These
questions will be discussed in greater detail elsewhere.*’

The lowest filling factor at which evidence for a frac-
tional Hall state has been found is v=+. This state is ex-
tremely weak, however, and does not develop a plateau
even at very low temperatures.*® As will be seen in the
next section, the % state is much more susceptible to
external perturbations than the + state because of the in-
cipient Wigner crystal instability. Thus the ideas present-
ed hlere may well explain the weakness of the anomaly at
v=-y.

XI. STATIC LINEAR RESPONSE

We are now in the position of having rather accurate
eigenfunctions p; |0) and eigenvalues A(k) for those
states which couple to the ground state through the densi-
ty. The dynamical structure factor is (in the SMA) given
by

S(q,0)=5(q)8(w—Alg)) . (11.1)

From this we can compute the susceptibility X(g,w), the
dielectric function €e(g,0) the loss function Im[—1/
€(g,w)], and related quantities such as the coupling be-
tween rotons and the substrate phonons. For example, us-
ing the memory-function formalism we have computed
the ac conductivity in the presence of weak impurity
scattering. This work will be reported elsewhere.*’

As a simple example of what can be done with Eq.
(11.1), we consider here the static susceptibility to an
external perturbation. Zhang et al.*® and Rezayi and Hal-
dane*® have recently performed numerical calculations of
the charge distribution and relaxation energy of the v=+
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state in the presence of a Coulomb impurity of charge Ze.
Below we present simple analytical calculations of the
same quantities.

The static susceptibility is given by’

® do
X(@==2 [~ “=S(gw). (112)
Using Eq. (11.1) we have
=—_2§(Ql 11.3
X(q) A (11.3)

The quantity a(q)=5(q)/A(q) is shown plotted in Fig. 7.
Note that the susceptibility is sharply peaked at the wave
vector corresponding to the roton minimum and that the
magnitude of the susceptibility rises very rapidly as the
filling factor approaches v=-=. This is consistent with
our previous discussion in Sec. VI of the Wigner crystal
instability near v=+.

The Fourier transform of the perturbed charge density
is (within linear response theory)
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FIG. 7. Susceptibility parameter a=5(q)/A(g). (a) v=%

(scale on left), v=1 (scale on right); (b) v=+ (scale on left),

v= (scale on right).
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FIG. 8. Normalized charge distribution near a repulsive
Coulomb impurity with Z=0.1. Note the oscillations at the
wavelength corresponding to the roton minimum.

0 1

(8p,) =pv(@)X(q) , (11.4)

where p=ev/2ml? is the mean density and vl(q)
=2nZe*/€q is the transform of the Coulomb potential.
The real space-charge distribution is therefore

( ;”) —1+Z [ dgX(@)olar) . (11.5)
This is plotted in Fig. 8 for the case Z =0.1. Note that
because X(q) is sharply peaked at the roton (crystalliza-
tion) wave vector, the spatial distribution of the charge is
oscillatory. This provides a simple physical explanation
of the charge oscillations first observed numerically by

Zhang et al.*®
The impurity relaxation energy in linear response is

2
_1 49 -
AE= 2] v(g){8p,) .
Evaluation of AE using Egs. (11.3) and (11.4) yields
AE=—1.15Z? for v=+. This compares very favorably
with the numerical result AE=—1.2Z2 obtained by
Zhang et al.*® for a small system (five particles).

(11.6)

XII. SUMMARY AND CONCLUSIONS

We have presented here a theory of the collective exci-
tations in the fractional quantum Hall regime which is
closely analogous to Feynman’s theory of superfluid heli-
um. The elementary collective excitations are density
waves which exhibit a finite gap at zero wave vector and
have a distinct magneto-roton minimum at finite wave
vector. This feature is analogous to the roton minimum
in helium and is a precursor to the gap collapse associated
with Wigner crystallization which occurs near v=+. For
larger wave vectors the lowest-lying mode crosses over
from being a density wave to being a quasiparticle exci-
ton. %30

Our theory is based on the single-mode approximation,
which assumes that 100% of the (intra-Landau-level)
oscillator-strength sum is saturated by a single mode. By
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direct numerical diagonalization of the Hamiltonian for
small systems (N < 8), Haldane and Rezayi?® have found
that the single-mode approximation is quite accurate, par-
ticularly near the roton minimum, where the lowest eigen-
mode absorbs 98% of the oscillator strength. Another
way to state this is that the overlap between our variation-
al excited-state wave function and the exact eigenfunction
exceeds 0.98.

We thus have rather accurate eigenvalues and wave
functions for those states which couple to the ground state
through the density. From these we have calculated the
dynamic structure factor and the susceptibility. As an il-
lustration of the utility of this theory we presented a sim-
ple calculation of the perturbed charge distribution and
relaxation energy due to a Coulomb impurity potential.
The results were found to be in good agreement with nu-
merical calculations of Zhang et al.*®

The two main advantages of the present theory are that
it gives a clear and useful physical picture of the nature of
the collective modes and it allows one to calculate rather
easily and accurately experimentally relevant quantities
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such as the collective-mode dispersion and the susceptibil-
ity. There remain, however, many further interesting
questions related to the existence of two-roton bound
states, the nature of the collective excitations for the com-
pound ground states further down in the hierarchy,® the
role of higher Landau levels, and so forth.

It would be particularly interesting to see whether states
further down in the hierarchy act as multicomponent
fluids having more than one collective excitation branch.
The projection formalism'® discussed here can be general-
ized to discuss fractional states in higher Landau levels®!
and to investigate inter-Landau-level cyclotron-resonance
modes*? as well.
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