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Abstract 

Multipath connections provide potential multiple paths between network nodes. The 

traffic from a source can be spread over multiple paths and transmitted in parallel through 

the network. Multipath connections offer applications with the ability to improve network 

security, reliability and performance. 

In this dissertation, we propose to study proxy server based multipath connections 

(PSMC). The key idea of PSMC is as follows. 1) By using a set of connection relay 

proxy servers, we could set up indirect routes via the proxy servers, and transport packets 

over the network through the indirect routes. 2) By enhancing existing TCP/IP protocols, 

we could efficiently distribute and reassemble packets among multiple paths at two end 

nodes, and increase end-to-end TCP throughput.  

PSMC utilizes existing network protocols and infrastructure with several protocol 

enhancements. This ensures the compatibility with current Internet. PSMC can be more 

conveniently and adaptively deployed in various network environments. Therefore, a 

large number of applications could benefit from utilizing PSMC. 

We plan to systematically study PSMC as follows. 1) We plan to develop proxy 

server(s) selection / placement algorithms for PSMC. 2) We plan to design and 

implement protocols to distribute, transport and reassemble packets for PSMC. 3) We 

plan to develop several PSMC applications, like Secure Collective Defense (SCOLD) 

network, providing additional bandwidth based on operational requirements, and other 

applications. 4) Security. We plan to investigate security issues related to PSMC, like the 

potential attacks, the misuse, and the collective defense mechanisms. 

The research result and insight obtained from PSMC could have broader impact on the 

protocols and security in today’s Internet. 
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Chapter 1 

Introduction 

1.1 Overview 

The key challenges in today’s Internet are to improve network security, reliability and 

performance for the clients. The network connection between two network nodes is 

mostly over a single path connection. The single path connection itself is vulnerable to 

potential attacks, link breakage or even traffic congestion. The single path connection 

model may also under-utilize network resources and suffer from performance problems. 

Therefore it may not always provide a good and reliable network connection. 

Multipath connections provide potential multiple paths between network nodes. The 

traffic from a source can be spread over multiple paths and transmitted in parallel through 

the network. Multipath connections can utilize the network resources more efficiently; 

thereby increasing the network security, reliability and performance. By utilizing the 

aggregate bandwidth of network nodes, it can provide better quality-of-service, and the 

ability to cope up with network congestion, link breakage and potential attacks.     

The IBM Systems Network Architecture (SNA) network in 1974 [66] is probably the 

first wide area network which provides multiple paths connections between nodes. N. F. 

Maxemchuk studied how to disperse the traffic over multiple paths in 1975. He called it 

dispersity routing in his paper [12]. Since then, multipath connections have been studied 

in various settings. One example of multipath connections is link aggregation [3], which 

is a data link layer protocol. In IP layer, multipath connections have been studied 

extensively in the name of mulitpath routing. Various table-driving multipath routing 

algorithms (link state or distance vector) [2, 8, 15, 16, 17, 18, 19, 20, 23, 24, 26] and 
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source routing algorithms [5, 6] were proposed. Linux has multipath connections 

implemented in TCP layer [9, 64], which is suited for multi-homing users. For the 

detailed taxonomy on multipath connections, please see Chapter 2. 

 

 

Figure 1.1: Single path connection vs. multipath connections 

In this dissertation, we propose to study proxy server based multipath connections 

(PSMC).  

The key idea of PSMC is as follows. 

a) By using a set of connection relay proxy servers, we could set up indirect 

routes via the proxy servers, and transport packets over the network through 

the indirect routes.  

b) By enhancing existing TCP/IP protocols, we could efficiently distribute and 

reassemble packets among multiple paths at two end nodes, and increase end-to-

end TCP throughput.  

This approach offers applications with the ability to improve network security, 

reliability and performance. 

Figure 1.2 is the diagram that illustrates the proxy server based multipath connections 

(PSMC). There are three basic components in a PSMC network. The multipath sender, 

or distributor, is responsible for efficiently and adaptively distributing packets over the 

selected multiple paths. Some of the packets will go through the normal direct route, 

other packets will go through the alternate indirect routes via the proxy servers. The 
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intermediate connection relay proxy servers, or forwarders, examine the incoming 

packets and forward them to the destinations through the selected path. The multipath 

receiver, or collector, collects the packets arrived from multiple paths, reassembles them 

in order and delivers them to the user. 

 

Figure 1.2: Proxy server based multipath connections (PSMC) 

For convenience, from now on, we refer to our approach of “proxy server based 

multipath connections” as “PSMC”. And we use the phase “direct route” to refer to the 

network route whereby a packet normally takes when it travels through the network. The 

phase “indirect route” is used to refer to the network route which utilizes the connection 

relay proxy server. The phase “proxy server” is used specifically for the connection relay 

proxy servers in a PSMC network, unless otherwise specified. 
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Compared with other types of multipath connections approaches, PSMC has general 

benefits like other multipath connections approaches, plus the following unique 

advantages: 

a) Compatibility: PSMC utilizes and enhances existing TCP/IP protocols and 

network infrastructure to distribute, transport and reassemble packets. Unlike some 

multipath connection approaches (ie. link aggregation, multipath routing), which 

require changes on physical network infrastructure, PSMC only requires some 

feasible changes on network software and protocols. This ensures the compatibility 

with current Internet.  

b) Flexibility: PSMC can be more conveniently and adaptively deployed in various 

network environments. PSMC gives the end users more control and flexibility on how 

to set up multipath connections. 

c) Usability: A large number of applications in various categories could benefit from 

utilizing PSMC. For example, secure collective defense network (SCOLD), which 

provides alternate routes for DDoS attack intrusion tolerance. PSMC can also be 

utilized to provide additional bandwidth based on operational requirements in an 

enterprise network. PSMC can be utilized to provide QoS for various applications, 

like video streaming. See Chapter 4 for details. 

 

1.2 Thesis outline 

We propose to systematically study the PSMC technique as follows. 

1) Algorithms for PSMC.  
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To set up multipath connections in PSMC, the first step is to select the desired proxy 

servers. Different proxy server selections may result in significantly different 

performance [10].  

We have developed heuristic algorithms to choose the best mirror sites for parallel 

download from multiple mirror sites [61]. The preliminary performance results on 

simulated network and real network are very promising. 

We plan to develop algorithms to solve the following problems in PSMC. 

a) Server Selection Problem. Given the target server location and a set of proxy 

servers, choose the best proxy server(s) for a client or for a group of clients, to 

achieve best performance, in terms of aggregate bandwidth.  

When there are hundreds of clients and proxy servers, the selected paths might 

interfere with each other, especially when the paths have join nodes. Therefore, the 

server selection algorithm needs to find the disjoint paths to achieve the best 

performance. 

However, finding the disjoint paths is not an easy task. One of the solutions is Server 

Partition. Assuming we have enough proxy servers, we can partition the clients and 

the proxy servers into several zones. A client will only use proxy servers assigned to 

its partition. Better partition algorithms with consideration of network distance and 

network location need to be studied. 

b) Server Placement Problem. Given the target server location and a set of nodes, 

choose the best node(s) to place the proxy servers, for certain connection 

requirements, like maximize the aggregate network bandwidth.  
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The above problems are likely to be NP problems, therefore a heuristic algorithm 

might be a good solution. The other research direction is to loosen the optimal 

constrains and simplify the problem to make the problem solvable in P-time. 

2) Protocols for PSMC 

To enjoy the benefit of PSMC, protocols need to be designed to distribute, transport 

and reassemble packets for PSMC.  

We plan to design and implement a thin layer between TCP and IP [59], to deal with 

packets distribution and reassembling. We will modify the Linux kernel to support it.  

The benefits of putting a thin layer between TCP and IP are as follows:  

a) We can utilize existing TCP/IP protocols, particularly the packets re-sequencing 

mechanism. 

b) We can hide the complexity of multipath connections from upper layer users. 

c) We can still maintain the high end-to-end TCP throughput.  

We plan to implement various scheduling algorithms for packets distribution and 

reassembling, like round robin scheduling and least usage scheduling [62]. 

For the packets transmission, after investigating various approaches, like SOCKS 

proxy server [54], Zebedee [53], we proposed to use IP Tunnel[55] or IPSec[58] to 

enable indirect routes via proxy servers. IP Tunnel is a widely used protocol and 

available in various operating systems. We will utilize and enhance existing tunneling 

protocols for PSMC. In particular, we will study issues like tunnel setup, host 

authentication, security mechanism, fail-over mechanism and sticky connection. 

3) PSMC prototype and applications  

As a feasibility study of PSMC, we proposed a Secure Collective Defense (SCOLD) 

[60] network which is used for DDoS intrusion tolerance. SCOLD tolerates the DDoS 
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attacks through indirect routes via proxy servers, and improves network performance 

by spreading packets through multiple indirect routes. SCOLD incorporates various 

cyber security techniques, like secure DNS update [60], Autonomous Anti-DDoS 

network [39], IDIP protocol [41]. We have finished the prototype of SCOLD system. 

We plan to enhance SCOLD for better scalability, reliability, performance and 

security. 

PSMC can be utilized to provide additional bandwidth based on operational 

requirements in an enterprise network. PSMC can also be utilized to provide QoS for 

various applications, like video streaming. Other applications include content switch 

cluster server load balancing, wireless ad hoc network, and parallel download from 

multiple mirror sites. 

We will evaluate the overhead of multipath connections, including tunneling 

overhead, handshake overhead, and distribution/reassembling overhead. We will 

evaluate the performance of multipath connections in terms of bandwidth, response 

time and throughput.  

We also plan to systematically compare PSMC with other multipath connections 

approaches, like source routing, or Linux multipath connections. 

4) Security issues related to PSMC. 

We plan to investigate security issues raised by misuse of PSMC, like how to control 

“aggressive” users, and how to prevent PSMC from being used to launch DDoS 

attacks. We will study the potential attacks against PSMC, like potential “Tunneling 

to death”(similar to ping to death). We need to study how to detect and handle the 

compromised proxy servers. 
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Last, we will study the collective defense mechanism to tie different organizations 

with better cooperation and collaboration. 

 

The rest of the proposal is organized as follows. Chapter 2 presents related work of 

multipath connections. Chapter 3 presents several PSMC related Algorithms. Chapter 4 

presents protocols to support PSMC. Chapter 5 presents several PSMC applications, 

including SCOLD, wireless ad hoc network, providing additional bandwidth upon 

request, QoS for video streaming, content switch with cluster servers, and parallel 

download from multiple mirror sites. Chapter 6 studies security issues of PSMC. Chapter 

7 is the conclusion. 
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Chapter 2  

Related Work 

This chapter surveys the related work of PSMC.  

The technique of multipath connections appears under many different labels, like 

multiple path routing, alternate path routing and traffic dispersion. And often the same 

label is used in literature to refer to different things. We try to survey and clarify the 

different concepts of multipath connections in this chapter. 

The rest of the chapter is organized as follows. Section 1 provides the taxonomy of 

multipath connections. Section 2 introduces a related problem of parallel download from 

multiple mirror sites. Section 3 presents related work on server selection algorithm for 

PSMC. Section 4 presents related work on TCP/IP protocols in PSMC. 

2.1 Multipath connections 

The IBM Systems Network Architecture (SNA) network in 1974 [66] is probably the 

first wide area network which provides multiple paths connections between nodes. 

However, in the SNA network, only one path is used at a time, and the purpose of 

multiple paths is to provide fault-tolerance mechanisms. Also, SNA multiple paths are 

predefined and pre-computed.  

N. F. Maxemchuk [12] in 1975 used channel sharing to provide multipath connections 

and reduce queuing delay in store and forward network. He called the technique 

“dispersity routing”. The research was extended to virtual circuit networks [13] and ATM 

network [27] to deal with busty traffic data, where both redundant and non-redundant 

dispersity routing techniques were described. A literature survey on traffic dispersion was 
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presented in [28]. The author illustrated various strategies, such as packet-by-packet or 

string mode, to give dispersion in different network configurations. 

According to the Open System Interconnection (OSI) Network Reference Model [67], 

we try to differentiate multipath connections between physical layer, data link layer, 

network layer, transport layer and application layer. This is only a rough classification. 

Some approaches might be multiple layers implementation. Figure 2.1 is a diagram 

illustrated the classification of multipath connections. 

 

Figure 2.1: diagram of multipath connections. 

2.1.1 Physical layer  

 Multipath connections in physical layer are not always something that we want. For 

example, sometimes FM radio sounds staticy and bad because of “multipath interference” 
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[68]. Multipath interference happens when FM signals bounce around between the 

buildings in a city, or other large obstructions, this bounce causes a reflection and your 

FM radio tries to lock onto the original signal as well as the reflection! Other usages of 

multipath connections in physical layer, like antenna array [71], are beyond the scope of 

this proposal. 

2.1.2 Data link layer  

Multipath connections in data link layer have been implemented as Link Aggregation 

or Trunking, defined in IEEE 802.3ad [3]. It is a method of combining multiple physical 

network links between two devices into a single logical link for increased bandwidth. The 

upper layer applications or protocols, such as a MAC client, can treat the link aggregation 

group as if it were a single link. Link Aggregation requires special network hardware / 

software support [14]. Therefore, it is only suited for high-end users. 

.  

Figure 2.2: Two servers interconnected by an aggregation of three 1000 Mb/s links 

2.1.3 Network layer 

In network layer, Multipath connections have been studied extensively in the name of 

multipath routing. Various protocols have been designed for wired network and wireless 

ad hoc network. 

a) Wired network 

Based on the routing mechanism, we differentiate between Table-driven algorithms 

(link state or distance vector) and Source Routing. 

Table-driven algorithms (link state or distance vector) 
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S. Vutukury et al. [2] proposed a multipath distance vector routing algorithm named 

MDVA. It uses a set of loop-free invariants to prevent the count-to-infinity problem. The 

computed multipaths are loop-free at every instant.  

Johnny Chen, in his Ph.D. dissertation at Rice University [3], proposed a complete 

multipath network model that includes the following three components: routing 

algorithms that compute multiple paths, a multipath forwarding method to ensure that 

data travel their specified paths, and an end-host protocol that effectively use multiple 

paths.  

Other works in similar area include [15], [16], [17], [18], [19], [20]. These protocols 

use table-driven algorithms (link state or distance vector) to compute multiple routes. 

These protocols require fundamental changes on Internet routers and routing protocols, 

therefore, the usage and deployment of these algorithms and protocols are limited.  

Source Routing 

Source Routing [4] is a technique whereby the sender of a packet can specify the route 

that the packet should take when the packet travels through the network. In today’s 

Internet, when a packet travels through the network, each router will examine the 

“destination IP address” and choose the next hop to forward the packet to. In source 

routing, the sender makes some or all of these decisions. If the sender makes only some 

of these decisions, it is called Loose Source Routing. Source routing could be used to 

implement multipath routing. But, because of security concerns of source routing, most 

routers in today’s Internet have disabled the source routing. J. Saltzer et al. [21] 

implemented source routing in campus-wide network environment. 
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Figure 2.3: Datagram format for Loose Source Routing [22]. 

MultiProtocol Label Switching (MPLS) 

Multiprotocol Label Switching (MPLS) [70] provides a mechanism for engineering 

network traffic patterns that is independent of routing tables. MPLS assigns short labels 

to network packets that describe how to forward them through the network. MPLS is 

independent of any routing protocol.  

In the traditional Level 3 forwarding paradigm, as a packet travels from one router to 

the next, an independent forwarding decision is made at each hop. The IP network layer 

header is analyzed, and the next-hop is chosen based on this analysis and on the 

information in the routing table. In an MPLS environment, the analysis of the packet 

header is performed just once, when a packet enters the MPLS cloud. The packet then is 

assigned to a stream, which is identified by a label, which is a short (20-bit), fixed-length 

value at the front of the packet. Labels are used as lookup indexes into the label 

forwarding table. For each label, this table stores forwarding information. You can 

associate additional information with a label—such as class-of-service (CoS) values—

that can be used to prioritize packet forwarding. MPLS could be used to set up multipath 

connections for traffic engineering and quality of service [69, 70].  

b) Wireless ad hoc network 

Multipath routing in ad hoc wireless network is a topic gaining interest, and much 

work has recently been done in this field. An ad hoc wireless network is a collection of 
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wireless mobile hosts forming an instant deployable network without the aid of any base 

station, other infrastructure or centralized administration. The most popular routing 

approach in ad hoc network is on-demand routing because of its effectiveness and 

efficiency. Routing protocols used in wired network, which periodically exchanging route 

messages to maintain route table, are not well suited for ad hoc network, due to the 

considerable overhead produced by route update and their slow convergence to 

topological changes. On-demand routing protocols build routes only when a node needs 

to send data packets to a destination. Each node operates as a specialized router, and 

routes are obtained on-demand with no reliance on periodic advertisements. 

Based on the routing mechanism, we differentiate between Table-driven algorithms (link 

state or distance vector) and Source Routing. 

Table-driven algorithms (link state or distance vector) 

C. Perkins et al. [7] proposed a novel algorithm for the operation of ad-hoc networks, 

named Ad-hoc On Demand Distance Vector Routing (AODV). The routing algorithm is 

quite suitable for a dynamic self-starting network, as required by users wishing to utilize 

ad-hoc networks.  

Multipath routing protocols in ad hoc network proposed in [23], [24], [25], [26] are 

really backup route protocols, in the sense that even though these protocols build multiple 

paths on demand, but the traffic is not distributed into multiple paths. Only one route is 

primarily used and the secondary path is used when the primary route is broken. 

S. Lee et al. [8] propose an on-demand multipath routing scheme for ad hoc wireless 

network, called Split Multipath Routing (SMR), that establishes and utilizes multiple 

routes of maximally disjoint paths. The proposed protocol uses a per-packet allocation 

scheme to distribute data packets into multiple paths of active sessions.  
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Source Routing 

Dynamic Source Routing (DSR) proposed by D. Johnson et al. [5] is an enhanced 

source routing designed specially for wireless ad hoc network. The protocol is composed 

of two main mechanisms of “Route Discovery” and “Route Maintenance”, which 

together allow ad hoc nodes to discover and maintain routes to any destinations in the ad 

hoc network. This protocol allows multipath routing and allows sender to select the 

route(s) to use.  

L. Wang et al. [6] proposed a Multipath Source Routing (MSR) protocol for ad hoc 

wireless networks based on Dynamic Source Routing. MSR extends DSR’s route 

discovery and route maintenance mechanism to deal with multipath routing. The 

proposed scheme distributes load balance between multiple paths based on the 

measurement of RTT. 

2.1.4 Transport layer 

 Linux has its own implementation of multipath connections [9, 64]. For convenience, 

we refer to it as “Linux multipath connections”. It is a solution for using multiple ISP 

connections (multi-homing) at the same time. Linux kernel needs to be patched to support 

“Advance Router” and “Multiple Path Routing” options. The Linux kernel distributes 

packets between multiple network connections in TCP layer. The solution’s configuration 

is complicated, and it fails to provide fail-over mechanism in case of failure of a 

connection. Also, it requires the host machine to have multiple network interfaces with 

multiple ISP connections. 
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Figure 2.4: Linux multipath connections for multiple ISP connections 

 

2.2 Parallel download from multiple mirror sites  

A related problem to multipath connections is the problem of parallel download from 

multiple mirror sites. Rodriguez et al. [10] studied how to use the existing HTTP 1.1 byte 

range header protocol to retrieve documents from multiple mirror sites in parallel to 

reduce the download time and to improve the reliability. J. Byers [11] proposed a 

feedback-free protocol to access documents from multiple mirror sites in parallel. The 

protocol is based on erasure codes (Tornado codes). It can deliver dramatic speedups at 

the expense of transmitting a moderate number of additional packets into the network. 

The network topology of parallel download from multiple mirror sites could be 

viewed as half part of the PSMC. In the topology graph of PSMC, if we draw a line 

through the middle of the proxy servers, the right hand side network topology is exactly 

that of a multiple mirror sites download problem. Therefore, the result we got from 

PSMC can be easily extended to the multiple mirror sites download problem, and vice 

verse. 
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Figure 2.5: Parallel download from multiple mirror sites vs. PSMC 

 

2.3 Algorithm for server selection problem. 

Proxy server selection and placement is a critical decision in PSMC. Similar problems, 

like mirror server and cache server placement and selection problems, are topics gaining 

interests recent years [72, 73, 74, 75, 76]. Both mirror server and cache server are used to 

replicate web content to improve the user-perceived performance and reduce the over-all 

network traffic. 

There are two types of mirror servers, gateway redirecting and automatic redirecting. 

For the gateway redirecting, there is a gateway web page with a list of available servers, 

and the client can choose which one to go. For automatic redirecting, the mirror server 

passes the client’s request automatically to the real server, the real server reply back to 

client directly [72]. 

Web cache server keeps a copy of web content. When a client sends a request to the 

cache server, the cache server will check if it has an up-to-date local copy. If yes, it will 

reply to the client directly; if not, it will send the request to the real server.  
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According to paper [72], there are basically two types of approaches for server 

selection problem. 

1) Formal approach.  

It abstracts the network topology to a formal graphic model, and use graphic theory to 

study the problem. The algorithms are usually based on the following common 

assumptions:  

a) The network topology is pre-known and static.  

 b) The cost associated with each path is pre-known and static. 

 c) The network connection between two end nodes is single path connection, and  

 static connection. 

These assumptions are reasonable for simplifying the network topology, but they are 

only approximation to the real Internet environment. Vern Paxson has studied extensively 

the end-to-end Internet dynamics [29].  

K-center problem is one of the well known optimal server placement problems. For k 

replicas, we want to find a set of nodes K of size k that allows us to minimize the 

maximum distance between a node and its closet replica. K-center problem is NP-

complete [73].  

The existing formal algorithms include the followings.  

a) Random algorithm: randomly selecting servers, without consideration of other 

constrains [73].    

b) Greedy algorithm: selecting servers in a greedy fashion and local optimal way [73]. 

c) Tree-based algorithm: some authors propose solutions by further simplifying the 

network model from a mesh model to a tree-based model [76]. However, studies [73] 

show that this simplification does not always yield the optimal solution.  
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d) K-min algorithm: by loosing the condition to tolerate the maximum distance 

between a node and its closest center up to twice the distance of the maximum node-

closest center distance, it can be solved in O (N|E|) time [73, 74]. 

e) Hot Spot algorithm: place replicas near the clients generating the greatest load [73]. 

2) Practical approach. 

In real world situation, the network topology and connection costs information might 

not be pre-known or difficult to obtain. Therefore, the formal approach might not be 

feasible. There are several practical server selection approaches for real work situation 

without assumption of pre-known network information. It includes IDMap [74] and 

Client clustering [77] 

IDMap is an architecture designed for global Internet host distance estimation service. 

It provides a map with Internet distance instead of geographic distance. IDMap utilize a 

set of Tracers to measure the distance between themselves and Address Prefixes regions 

of the Internet. Client of IDMap can collect the advertised traces and use them to create 

distance map [74].  

Client Clustering is the approach to cluster the clients and place the web replicas close 

to the largest concentration of the clients [77]. 

Sever selection problem is an extremely difficult problem, and no prevailing approach 

proposed by far. It seems that the simplest algorithms (like the random selection [72] and 

greedy algorithm [73]) can provide pretty good results in practice. 

2.4 Protocols  

Protocols dealing with packets distribution, transmission and reassembling is an 

essential part of PSMC.  
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 J. Liu et al. proposed an enhanced TCP/IP protocol called “ATCP”, by adding a thin 

layer between TCP and IP layer, to deal with high bit error rates problem in ad hoc 

network.  

For the packets transmission, we have investigated various approaches, like SOCKS 

proxy server [54], Zebedee [53], IP Tunnel[55] and IPSec[58, 78].  

Proxies are mostly used to control, monitor or outbound traffic. There are two types of 

proxy servers: cache proxies, which cache the requested data, and SOCKS proxies, which 

is like an old switch board and can cross wires your connection through the system to 

another outside connection [54]. 

SOCKS proxy servers have several drawbacks. First, it didn’t support UDP, only TCP. 

Second, it didn’t support certain applications, like FTP. Third, it runs slow [54]. 

Zebedee [53] is a simple program to establish an encrypted, compressed “tunnel” for 

TCP/IP or UDP data transfer between two systems. 

IP tunnel [55] (also called IP encapsulation) is a technique to encapsulate IP datagram 

within IP datagrams. This allows datagrams destined for one IP address to be wrapped 

and redirected to another IP address. The IP tunnel can be set up from Linux to Linux, 

windows to windows, or between Linux and windows (windows must be Windows 2000 

server and above).  
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Figure 2.6: IP over IP tunneling [55] 

The advantages of using IP tunnel is as follows. It is a layer two / three protocol; 

therefore all the upper layer protocols and applications can use it transparently. Second, 

IP Tunnel is essentially a device descriptor, and it consumes limited system resources on 

the server. 

IP Tunnel brings overhead by an extra set of IP headers. Typically it is 20 bytes per 

packet. So if the normal packet size (MTU) on a network is 1500 bytes, a packet that is 

sent through a tunnel can only be 1480 bytes big, therefore the payload size is reduced. 

This also causes fragmentation and reassembly overhead. But these overheads can be 

reduced or avoided by setting smaller MTU at the client side. 

 IPSec [58] is an extension to the IP protocol which provides security to the IP and the 

upper-layer protocols. The IPsec architecture is described in the RFC2401. IPsec uses 

two different protocols – Authentication Header (AH) and Encapsulating Security 

Payload (ESP) - to ensure the authentication, integrity and confidentiality of the 

communication. It can protect either the entire IP datagram or only the upper-layer 

protocols. The appropiate modes are called tunnel mode and transport mode. In tunnel 

mode the IP datagram is fully encapsulated by a new IP datagram using the IPsec 

protocol. In transport mode only the payload of the IP datagram is handled by the IPsec 

protocol inserting the IPsec header between the IP header and the upper-layer protocol 

header [78].  
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Figure 2.7: IPsec tunnel and transport mode [58] 

IPSec and IP tunnel has been used widely in Virtual Private Network (VPN) [79]. A 

VPN is a private network that uses the Internet to securely connect remote sites or users 

together. Instead of using a dedicated, real-world connection such as a leased line, a VPN 

uses a “virtual” connection routed through the Internet. From the user’s perspective, a 

VPN operates transparently. The tunneling handshake and packets transmission 

mechanism in VPN is a good reference for PSMC packets transmission. 

 

Figure 2.8: VPN [79] 

Linux Virtual Server (LVS) [80] is a highly scalable and highly available server built 

on a cluster of real servers. The architecture of the cluster is transparent to end users, and 
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the users see only a single virtual server. The packets distribution and re-assembly 

mechanism in LVS on load balancer is a good reference for PSMC packets distribution 

and re-assembly. 

 

Figure 2.9: Linux Virtual Server [80]
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Chapter 3 

Algorithms for PSMC 

This chapter presents several algorithms for proxy server selection in PSMC.  

To set up multipath connections in PSMC, the very first step is to select the desired 

proxy servers. Then we can set up indirect routes via the selected proxy servers and 

spread packets over the multiple indirect routes. Different server selections result in 

significantly different performance [10]. Therefore, proxy servers selection is a critical 

decision in PSMC. 

The chapter is organized as follows. Section 3.1 presents brutal force algorithms and 

genetic algorithms for parallel download from multiple mirror sites. Section 3.2 proposes 

the algorithms for proxy server selection in PSMC. 

3.1 Algorithms for parallel download from multiple mirror sites. 

As described in Chapter 2, the network topology of parallel download from multiple 

mirror sites could be viewed as half part of the PSMC. Therefore the algorithms for 

parallel download can be extended for PSMC.  

We have developed heuristic algorithms to choose best mirror sites for parallel 

download from multiple mirror sites [61]. For detailed information, please refer to [61] or 

Appendix A. 

In that paper, we present a mathematical model that simulates the problem of parallel 

download from multiple mirror sites. Based on the model, we present algorithms for 

selecting the best subset of mirror sites for parallel download. The versions of brutal 

force algorithms and genetic algorithms are implemented. Performance of these 
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algorithms on the simulated network topology as well as a real-world network topology is 

presented.  

Figure 3.1 is the test result of algorithm execution time vs. simulated network size in 

the paper. The red line is the brutal force algorithm, the execution time increases 

dramatically when network size increases. The green line is the genetic algorithm, the 

execution time keep linear even when the network size reach 1200 nodes. 
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Figure 3.1: Algorithm execution time vs. simulated network size. 

The performance result is quite encouraging. The heuristic algorithms converge fast 

enough and generate good enough result for small-scale network as well as large-scale 

network with hundreds of nodes. 
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3.2 Algorithms for selecting proxy servers for PSMC 

In PSMC, proxy servers selection is a critical decision. Different server selections 

result in different performance, and a bad choice might be 5-10 times slower than the best 

choice [10] in some scenarios. 

We plan to develop algorithms to solve the following problems in PSMC. 

a) Server Selection Problem. Given the target server location and a set of proxy 

servers, choose the best proxy server(s) for a client or for a group of client, to achieve 

best performance, in terms of bandwidth, latency or throughput. For example, in 

Figure 3.2, we have a client, a target server and a set of proxy servers, we need to 

choose the best proxy server(s) to achieve the max aggregate network bandwidth, or 

best user-perceived performance. 

When there are hundreds of clients and proxy servers, the selected paths might 

interfere with each other, especially when the paths have join nodes. Therefore, the 

server selection algorithm needs find the disjoint paths to achieve the best 

performance. 

However, finding the disjoint paths is not an easy task. One of the solutions is Proxy 

Server Partition to select geographically diverse proxy servers. Assuming we have 

enough proxy servers, we can partition the clients and the proxy servers into several 

zones. A client will only use proxy servers assigned to its partition. By proper server 

partition, we can minimize the possibility of joint paths.  

Figure 3.3 is an example to partition the proxy servers based on geographical 

location. Better partition algorithms with consideration of network distance and 

location need to be studied. 
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Figure 3.2 Server selection problem 

 

Figure 3.3: Server partition problem 

b) Server Placement Problem. Given the target server location and a set of nodes, 

choose the best node(s) to place the proxy servers, for certain connection 

requirements, like maximize the aggregate network bandwidth. In Figure 3.4, 

assuming we have a server and a set of potential nodes, if we want to add more proxy 

servers, which nodes will be the best candidates? 
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Figure 3.4 Server placement problem. 

Sever selection/placement problem are extremely difficult problems, and no prevailing 

approach proposed by far. It seems that the simplest algorithms (like the random selection 

[72] and greedy algorithm [73]) can provide pretty good results in practice. 

 The Sever selection/placement problem seems to be NP problem. We plan to extend 

the heuristic algorithms in Section 3.1 to solve the above the problems. Another direction 

is to loosen the optimal constrains to simplify the problem to make it solvable in P-time. 
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Chapter 4 

PSMC Protocols 

This chapter presents protocols designed to distribute, transport and reassemble 

packets for PSMC.  

There are three essential parts which make a PSMC network viable. The PSMC 

sender, who distributes packets among the selected multiple paths; the proxy servers, who 

forward packets through the network; the PSMC receiver, who reassembles packets from 

multiple paths, and forward the result to the end user. 

TCP/IP is the predominant transport protocol in today’s Internet. Studies have shown 

that the sending, receiving and transmitting mechanisms in TCP/IP protocol have 

significant impact on network performance and end-host performance [29]. As we can 

foresee, in multipath connections, those mechanisms would have even more dramatic 

impact on performance. 

The rest of the chapter is organized as follows. Section 4.1 presents protocols for 

packets distribution and reassembling. Section 4.2 presents IP tunnel enhancement for 

packets transmission. 

4.1 Protocols for packets distribution and reassembling  

We propose to add a thin layer between TCP/UDP and IP layer [59, 9, 64] to deal with 

packets distribution and reassembling. We plan to implement it in Redhat Linux platform. 

Therefore we need to modify Linux kernel and related software packages to support the 

scheme.  
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Firgure 4.1: TCP/IP map [64] 

  

The benefits of putting a thin layer between TCP and IP is as follows:  
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a) We can utilize existing TCP/IP protocols, particularly the packets re-sequencing 

mechanism. 

b) We can hide the complexity of multipath connections from upper layer users 

c) We can still maintain the high end-to-end TCP throughput. 

We will further investigate how to resend and re-sequence packets when needed. For 

example, a packet gets lost for some reason during transmission, the receiver needs to 

notify the sender, and the sender will resend the packet through another indirect route. 

This will be a very challenging problem in PSMC protocols. 

The packets distribution and re-assembly mechanism in LVS at load balancer is a 

good reference for PSMC packets distribution and re-assembly. 

We plan to implement various scheduling algorithms for packets distribution and 

reassembling, like round robin scheduling and least usage scheduling [62]. 

4.2 Protocols for packets transmission 

For the packets transmission, after investigate various approaches, like SOCKS proxy 

server [54], Zebedee [53], we proposed to use IP Tunnel[55] or IPSec[58] to enable 

indirect routes via proxy servers.  

IP tunnel [55] (also called IP encapsulation) is a technique to encapsulate IP datagram 

within IP datagrams. This allows datagrams destined for one IP address to be wrapped 

and redirected to another IP address. The IP tunnel can be set up from Linux to Linux, 

windows to windows, or between Linux and windows (windows must be Windows 2000 

server and above). 

IPSec [58] is an extension to the IP protocol which provides security to the IP and the 

upper-layer protocols. The IPsec architecture is described in the RFC2401. IPsec uses 

two different protocols – Authentication Header (AH) and Encapsulating Security 
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Payload (ESP) - to ensure the authentication, integrity and confidentiality of the 

communication. It can protect either the entire IP datagram or only the upper-layer 

protocols. The appropiate modes are called tunnel mode and transport mode. In tunnel 

mode the IP datagram is fully encapsulated by a new IP datagram using the IPsec 

protocol. In transport mode only the payload of the IP datagram is handled by the IPsec 

protocol inserting the IPsec header between the IP header and the upper-layer protocol 

header [78]. 

The advantages of using IP tunnel / IPSec is as follows. It is a layer two / three 

protocol; therefore all the upper layer protocols and applications can use it transparently. 

Second, IP Tunnel and IPSec are widely used protocols and available in various operating 

systems. Third, IP Tunnel and IPSec are essentially device descriptors, and it consumes 

limited system resources on the server. The transmission efficiency and performance of 

IP Tunnel and IPSec are also acceptable. 

We will utilize and enhance existing tunneling protocols for PSMC. In particular, we 

will study issues like tunnel handshake, host authentication, security mechanism and fail-

over mechanism when packets are lost or links are broken. 

We will evaluate the performance, overhead and security on IP tunnel and IPSec, and 

choose one to be the primary implementation in PSMC. 

The tunneling handshake and packets transmission mechanism in VPN is a good 

reference for PSMC packets transmission. 

One special issue in PSMC is sticky-connection. Certain protocols, like http keep 

alive, require connection from same IP address. In PSMC, we need to explore the 

possibility of sending packets through a specific route upon user request. 
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A related issue of PSMC is as follows. In enterprise environment where we have more 

control over the network infrastructure and more trust relationship between groups, we 

have the following additional options to set up multiple indirect routes. We can modify 

the routing table of routers dynamically and directly, or use source routing, or use MPLS 

to enable multipath connections. We will do some feasibility study on this issue. 
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Chapter 5 

PSMC Prototype and Applications 

This chapter presents several PSMC prototype and applications. 

Compared with other multipath connections approaches, PSMC requires feasible 

changes on existing network, and can be more conveniently and adaptively deployed in 

various network environments. At the same time, PSMC maintains a high end-to-end 

TCP/UDP throughput, ensures the network efficiency and performance. Therefore, a vast 

number of applications in various environments can benefit from utilizing PSMC. 

A typical application of PSMC is Secure Collective Defense (SCOLD) [60] network 

defending against Distributed Denial of Service (DDoS) attacks. PSMC can also be 

utilized to provide additional bandwidth based on operational requirement in enterprise 

network. PSMC can be utilized to provide QoS for various applications, like video 

streaming. Other applications includes content switch cluster server load balancing, 

wireless ad hoc network, parallel download from multiple mirror sites. 

The rest of the chapter is organized as follows. Section 5.1 presents Secure Collective 

Defense (SCOLD) network. Section 5.2 presents PSMC in wireless ad hoc network. 

Section 5.3 presents other PSMC applications, like using PSMC to provide additional 

bandwidth based on operational requirement, QoS for video streaming, parallel 

download, server load balancing. Section 5.4 compares PSMC and other multipath 

connections approaches. 

5.1 Secure Collective Defense (SCOLD) network 
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We have finished the prototype of Secure Collective Defense (SCOLD) [60] network. 

We plan to enhance SCOLD for better security, functionality, scalability, reliability and 

performance. For detailed information, please refer to [60] or Appendix B. 

SCOLD tolerates the DDoS attacks through indirect routes via proxy servers, and 

improves network performance by spreading packets among multiple indirect routes. 

SCOLD incorporates various cyber security techniques, like secure DNS update [60], 

Autonomous Anti-DDoS network [39], IDIP protocols [41].  

Below are viewgraphs illustrating the concept of SCOLD.  

Figure 5.1: Victim server under DDoS attacks 
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Figure 5.1 shows the motivation of SCOLD. A lot of organizations have multiple 

gateways or multi-homing. When the main gateway is under serious DDoS attacks, we 

want to inform the clients to go through the “back door” – alternate gateway. But we 

needs to hide the IP addresses of those alternate gateways, otherwise they are subject to 

potential attacks too. Therefore, the two key questions are: how to inform the clients 

about the new route information? how to hide the IP addresses of the alternate gateways? 

Figure 5.2: Raise alarm (step 1) and inform clients (step 2)  

Figure 5.2 shows the design of SCOLD. We recruit some proxy servers as the 

intermediate connection relay servers. In this way, we can hide the IP addresses of 

alternate gateways. Actually the proxy servers can provide more benefits than this. The 

steps of SCOLD activation are as follows. First, IDS on main gateway detects the 
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intrusion and raise alarm to notify the reroute coordinator. Second, we want to inform the 

clients about the reroute information. There are several options.  

a) The coordinator informs the clients’ DNS, the clients get reroute information by 

querying DNS. This requires the modification of DNS. 

b) The coordinator informs the clients directly. The clients need to have daemon 

servers listening to a certain port. This may not be able to go through firewall. 

c) The coordinator informs the clients’ proxy servers (like the proxy servers in most 

enterprise network). The clients’ traffic is re-directed by the proxy servers.  

d) The coordinator notifies a selected proxy server, and let the proxy server inform the 

clients about the reroute information, as described in a-c. Because the coordinator is 

inside the target server network, and is subject to potential DDoS attacks, therefore, 

we also want to hide the IP address of the coordinator, and ask proxy servers to 

interact with the clients. 

 

Figure 5.3 shows the step 3 of SCOLD. The clients get the reroute information, and set 

up indirect route through proxy servers. The proxy servers will check and redirect the 

clients’ traffic to alternate gateway. The proxy servers are equipped with IDS, so the 

attacking traffic can be blocked at the proxy servers. 

As we can see, the proxy servers play a important role in SCOLD. First, it can hide the 

IP addresses of alternate gateways and coordinator. Second, it can block the attacking 

traffic. Third, it provide the alternate route and potential multiple routes. 
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Figure 5.3: Set up new indirect route (step 3)  
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Figure 5.4: SCOLD test bed viewgraph 
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We get some preliminary test result on PSMC performance, which shows that the 

overhead of PSMC is in an acceptable range, compared with the possible delay caused by 

DDoS attacks.  

Figure 5.5: preliminary result of SCOLD 

We will further evaluate the overhead of PSMC, including tunneling overhead, 

handshake overhead, distribution/reassembling overhead. We will evaluate the 

performance of multipath connections in terms of response time, throughput and 

bandwidth.  

The research results and insights obtained from SCOLD can improve the security of 

the networks and have a broader impact on the network architecture and the client side 

network software interface. 
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5.2 PSMC in Wireless ad hoc network 

An ad hoc wireless network is a collection of wireless mobile hosts forming an instant 

deployable network without the aid of any base station, other infrastructure or centralized 

administration. The most popular routing approach in ad hoc network is on-demand 

routing because of its effectiveness and efficiency. On-demand routing protocols build 

routes only when a node needs to send data packets to a destination. Each node operates 

as a specialized router, and routes are obtained on-demand with no reliance on periodic 

advertisements. 

In ad hoc environment, the network topology keep changing, which means the 

multiple path connections between two nodes may change frequently. This brings a 

challenging problem of resending and re-sequencing packets. How to effectively 

distribute and reassemble packets in ad hoc network is another interesting research issue. 

PSMC could be used in wireless ad hoc network to transmit heavy traffic betweens ad 

hoc nodes, for example, transferring large data file or video conferencing among ad hoc 

nodes.  

We plan to set up a wireless ad hoc network test bed and implement PSMC. We will 

evaluate the testing result, and compare it with wired network. 

5.3 PSMC other applications 

a) PSMC for QoS of video streaming 

 PSMC can be used for QoS of video streaming. The potential multiple paths can be 

used to transmit different portion of video stream [81]. 

b) PSMC for additional bandwidth upon operational needs 
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 In corporate intranet, based on operational needs, PSMC can be utilized to provide 

additional bandwidth dynamically. 

c) Parallel download from multiple mirror sites 

We will implement an application to do parallel download from multiple mirror sites, 

utilizing PSMC server selection algorithms. 

d) Content switch cluster servers load balancing 

We will study how to implement PSMC for content switch cluster servers load 

balancing. If the connections between the load balancer and the actual processing servers 

are through the Internet, then the connections could be a possible bottleneck, despite of 

the high performance on balancer and actual servers. PSMC could be used to increase 

effective bandwidth between load balancer and the actual servers. 

5.4 Comparison with other multipath connections approaches 

We plan to set up a small-scale source routing network in campus network, and 

compare the result with PSMC, in terms of overhead, performance, bandwidth and 

throughput. 

We will systematically evaluate the pro and cons of PSMC, and compare the result 

with other multipath connections approaches. 
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Chapter 6 

Security Issues on PSMC 

This chapter discusses security issues on PSMC. 

The increasing network attacks reveal one of the fundamental security problems of 

today’s Internet. Many Internet services, such as DNS and routing protocols, were not 

originally designed with security as one of the basic requirements. It is difficult to modify 

the existing protocols or network architecture without significant work. At the same time, 

it offers an opportunity to create new, secure and reliable network protocols, and packet 

delivery systems. 

The rest of the chapter is organized as follows. Section 6.1 discusses the potential 

attacks or misuse of PSMC. Section 6.2 discusses the collective defense mechanism. 

6.1 Potential attacks or misuse on PSMC 

We plan to investigate security issues raised by misusing of PSMC, or potential 

attacks against PSMC. 

Malicious clients in Internet can misuse the abundant bandwidth provided by PSMC 

for delivery of numerous attacking messages to the victim. Therefore, the proxy servers 

in PSMC must be equipped with IDS, firewall and further security mechanisms. We will 

investigate how to put admission control mechanisms and resources management 

mechanisms in the proxy servers. 

We envision several potential attacks on PSMC system.  

Malicious clients can issue tunnel-to-death attacks similar to ping-to-death.  
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Malicious clients may hack into a proxy server and redirect the clients’ traffic to other 

places. How to detect and handle the compromised proxy servers is an important security 

issue in PSMC. 

6.2 Collective defense mechanism 

Today’s Internet is managed in a distributed manner with highly independence; 

therefore it is hard to enforce collective security policies or defense mechanisms among 

its participants. On the other hand, malicious clients in Internet can take advantage of this 

and recruit thousands of Internet nodes to build a collective attack network. The 

unbalance of defense and attack brings enormous opportunities for DDoS attacks. 

We plan to discuss the collective defense mechanism so that different organizations in 

Internet could be tied with better cooperation and tighten collaboration. 
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Chapter 7 

Conclusion 

In the dissertation, we propose to study proxy server based multipath connections 

(PSMC).  

The key idea of PSMC is as follows. 

a) By using a set of connection relay proxy servers, we could set up indirect 

routes via the proxy servers, and transport packets over the network through 

the indirect routes.  

b) By enhancing existing TCP/IP protocols, we could efficiently distribute and 

reassemble packets among multiple paths at two end nodes, and increase end-to-

end TCP throughput.  

This approach offers applications with the ability to improve network security, 

reliability and performance. 

PSMC has the following unique advantages over other multipath connections 

approaches: 

a) Compatibility: PSMC utilizes and enhances existing TCP/IP protocols and 

network infrastructure to distribute, transport and reassemble packets. Unlike some 

multipath connection approaches (ie. link aggregation, multipath routing), which 

require changes on physical network infrastructure, PSMC only requires some 

feasible changes on network software and protocols. This ensures the compatibility 

with current Internet.  
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b) Flexibility: PSMC can be more conveniently and adaptively deployed in various 

network environments. PSMC gives the end users more control and flexibility on how 

to set up multipath connections. 

c) Usability: A large number of applications in various categories could benefit from 

utilizing PSMC. For example, secure collective defense network (SCOLD), which 

provides alternate route for DDoS attacks intrusion tolerance. PSMC can also be 

utilized to provide additional bandwidth based on operational requirement in 

enterprise network. PSMC can be utilized to provide QoS for various applications, like 

video streaming.   

We will systematically study PSMC in the following areas: 

1) PSMC related algorithms. We develop proxy server selection algorithms for 

PSMC. 

2) Protocols to support PSMC. We design and implement protocols to distribute, 

transport and reassemble packets for PSMC.  

3) PSMC prototype and applications. We develop several PSMC applications like 

Secure Collective Defense (SCOLD) network, PSMC in wireless ad hoc network, 

PSMC providing additional bandwidth upon request, PSMC in QoS for video 

streaming, content switch with cluster servers, and parallel download from multiple 

mirror sites. 

4) Security issues related to PSMC. We further investigate security issues related to 

PSMC, like the potential attacks, the misuse, and the collective defense mechanisms. 

The research result and insight gained from PSMC could have broader impact on the 

protocols and security of today’s Internet. 
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Abstract 
 

In this paper, we present a mathematical model that mimic the problem of parallel download from 
multiple mirror sites. Based on the model, we present algorithms for selecting the best subset of mirror 
sites for parallel download. The versions of brutal force algorithms and genetic algorithms are 
implemented. Performance of these algorithms on the simulated network topology as well as a real-
world network topology is presented. 

 

Keywords: Server selection, Parallel download, Genetic algorithms. 
 

1. Introduction 
With the recent development of internet, we are able to retrieve documents from multiple server sites, like 
the mirror sites, to increase the downloading speed, make better use of available network bandwidth and 
parallel processing speed of servers.  
Recent work by Rodriguez, Kirpal, and Biersack [1] studied how to use the existing HTTP protocol for 
retrieving documents from mirror sites in parallel to reduce the download time and to improve the 
reliability.  The proposed approach utilizes the HTTP 1.1 byte range header to retrieve specific data in a 
mirror server site, which requires no changes on existing server and client settings.  
However, choosing the best mirror sites is not a trivial task and a bad choice will give a poor performance. 
Testing data [1, 2] shows that the performance of a bad choice might be 10 times slower than the best 
choice.  
The document delivery speed between a server and a client depends on the server load, the file retrieving 
speed at the server, the available bandwidth between the server and the client, and the client load.  Given a 
client, the document delivery speed from a particular server can be estimated by downloading a common 
short document existing on all mirror servers. Application layer anycast was proposed for selecting one of 
the replicated web server [9]. 
By using networking measurement tools, like pathchar, cprobe, we can estimate the network bottleneck and 
available bandwidth [3].  Kevin Lai and Mary Baker of Stanford University improve accuracy of 
the bottleneck bandwidth estimation by using better filtering technique in dynamic environment [4]. 
However, the accuracy of current network measurement methods still needed to be improved. 
In this paper, we investigate two problems: one deals with finding the maximum parallel download speed 
without restricting the number of mirror servers. We call it pds problem. The other deals with finding the 
best group of k servers for parallel download. We called it k-pds problem. It is assumed that the network 
topology, the path bandwidth and server performance are known and static. Two versions of brutal force 
algorithm, as well as two versions of genetic algorithm, were implemented.  
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GT-ITM (Georgia Tech Internetwork Topology Models), which is one of the most commonly used internet 
topology models [6], is used to generate network topologies of varying sizes for evaluating their impact on 
the performance of the algorithms.  
This paper is structured as follows. Section 2 defines the problems.  Section 3 presents the algorithms for 
selecting multiple mirror servers for parallel download. Section 4 discusses the performance results. 
Section 5 is the conclusion. 
 

2. Selecting Multiple Mirror Sites for Parallel Download 
Assume that the network topology, the path bandwidth and server performance are static, the path between 
two end nodes will be fixed. The routing path map between a client and a set of mirror servers can then be 
modeled as a tree. We also assume that the documents to be retrieved are available on all mirror sites.  

2.1. Network Model 
Let G=(V, E) be a graph models the network topology, where V represents the set of nodes including those 
of the mirror server nodes, the clients, and the routers between the clients and the mirror server nodes; E 
represents the set of edges or link segments that connect the nodes in the network.  Let M be the set of 
mirror servers. For a mirror server m, speed(m) represents the document retrieval and transfer speed of m. 
For an edge e, speed(e) represents the available bandwidth on edge e.  
Given a client c and a set of mirror server M in G, there exists a set of shortest paths, P, from each of the 
mirror servers to the client c. Let path(c,m) be the path from mirror server m to the client c. Each path p in 
P, consists of a set of edges, e1,…,en. where n is the number of edges, or link segments in p.  Without other 
traffic, the transfer speed over a path p in P, speed(p), is decided by the link segment with the smallest 
available bandwidth: 
 Speed(p)=min{speed(e1),…,speed(en)}.  
Without other traffic, the end-to-end download speed for selecting a mirror server, m, can be defined as 
endSpeed(c, m) and  

endSpeed(c,m)=min{speed(m),speed(path(c,m))}. 
Let S be the subset of mirror servers selected for parallel download and n be the number of mirror 

servers in S. S={S1, S2,…,Sn}. Let pds(c, S) be the parallel download speed of using mirror server set S to 
client c. Note that if all paths from the mirror server in S to client c do not share any link segment. Then  

pds(c, S)= .  ∑
=

n

i
iScendSpeed

1
),(

 Unfortunately, some of these mirror servers may share some link segments to the client c. The actual 
download speed from a set of mirror servers may then be limited by the available bandwidth of the shared 
link segments.  

 Note that the set of link segments of path set  P forms a tree. See Figure 1. The leaf nodes of the tree, 
S1, S2, S3, and S4, are mirror server nodes with 30, 25, 20, 9 as their document retrieval and transfer speed. 
R1, R2, and R3 are the router nodes and root node of the tree is the client c. The edge label represents the 
available bandwidth of the edge. For the non-leaf node r, let mds(r, S) be the maximum download speed at 
node r using mirror server set S. 

 mds(r,S)=   (1) 

where ntree(r) is the number of subtrees underneath r, and e

∑
=

)(

1
)),(),(min(

rntree

i
ii Srmdsespeed

i is the edge that connects r to the subtree ri. It is 
a recursive function. mds(m,S)=speed(m) if m is a mirror server node in S.  mds(r, S)=pds(c, S) if r is the 
client node. 

2.2. Problems to be solved: 
There are several problems related to parallel download from a set of mirror servers. The first problem is 
the pds problem: given a network topology G, a client c, a set of mirror servers S, find the maximum 
download speed pds(c, S). The related question is how many mirror sites are needed to achieve the global 
max speed and how to choose the mirror sites? We can solve these problems with formula (1) above. 
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We have implemented a parallel download program similar to that in reference [1], and observed that the 
performance peaks typically at 5 or 6 Redhat mirror servers for a Linux machine at UCCS. Part of the 
reason is the re-assembly overhead. Therefore if we only want to choose a certain number of mirror sites, 
say 5 sites, what is the maximum download speed for 5 mirror sites? And a related question is which 5 sites 
to choose for achieving this speed?  This is referred to as k-pds problem. 

Let k-pds(c,S) be the maximum parallel download speed for the client c to use k of the mirror server set 
S, and k-pdsSubset(c, S) be the optimal subset of k servers with the maximum parallel download speed.   

k-pds(c,S)=max{mds(c, S’)|S’∈S, S’ has k nodes}     

mds(c, S’)=    (2) ∑
=

)(

1
',(),(min(

rntree

i
ii Srmdsespeed{ ))

In Figure 1, we give an example using formula (1) and (2). 
mds(R2,S)=min(mds(S1,S),5)+min(mds(S2,S),8)=min(30,5)+min(25,8)=13, similarly, mds(R3, 

S)=16, 
mds(R1,S)=min(mds(R2,S),40)+min(mds(R3,S),30)=min(13,40)+min(16,30)=29, 
pds(c, S)=mds(c, S)=mds(R1, S), 
3-pds(c,S)=max{mds(c,{S1,S2,S3}),mds(c,{S1,S2,S4}) 

,mds(c,{S1,S3,S4}),mds(c,{S2,S3,S4})}=max{20,22,21,24}=24, and the subset of mirror servers to use 3-
pdsSubset(c,S)={S2,S3,S4}. Similarly, 2-pds(c,S)=17 and 2-pdsSubset(c, S)={S2,S4}.  

 

3. Algorithm Implementation 
Versions of brutal force algorithms and genetic algorithms were developed to solve the problem. 
a) Brutal Force Algorithm for pds: 

We use the algorithm to find the maximum parallel download speed pds(c, S). We refer to it as BF-pds 
algorithm. It implements formula (1) in Section 2.1. The complexity of this algorithm in worst case 
scenario is O(n), where n is the number of nodes in the network topology. 

This algorithm is quick, but we have no control over how many mirror sites and which mirror sites to be 
chosen. In practice, we use it to find the upper bound of the maximum parallel download speed in network 
topology. 
b) Brutal Force Algorithm for k-pds: 

We use the algorithm to find the maximum download speed for the client c to use k of the mirror server 
set S, which is k-pds(c, S). We refer to it as BF-k-pds algorithm. It implements formula (2) in Section 2.2. 
The complexity of this algorithm in worse case scenario is O(nk), where n is the number of nodes, and k is 
the number of servers we want to choose.  
c) Genetic Algorithm 
We implement a fix-length genetic algorithm and a variable-length genetic algorithm.  
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The fix-length algorithm is used to find the k-pds(c,S) speed, the length of chromosomes is k and fixed. We 
refer to it as GA-k-pds algorithm. 
The variable-length algorithm is used to find the pds(c, S), the length of chromosomes is smaller than a 
given number, and can be changed. We refer to it as GA-pds algorithm. 
Formula (1) and (2) in Section 2 are recursive functions, therefore it is difficult to implement them in 
genetic algorithm. We used a revised version in genetic algorithm by scanning through all the server nodes 
to client node.  
The variable-length genetic algorithm works as follow: 

1) Assign the sequential server number, node number and path number to denote each server, node and 
path. Assign the initial bandwidth and server speed. 

2) Initialize the first generation of chromosomes with random length by filling server number in 
chromosome. 

3) Crossover and mutation at certain probability.  
Make sure no duplicated server in chromosome, and the length of chromosome is less than the given 
number. Several different crossover and mutation methods have been combined together for better 
performance [8]. 

4) Fitness function. For a given chromosome S’, use the max download speed mds(c, S’) as fitness 
function.  

5) Run certain generations, and output the result. 
Genetic algorithm provides more control and flexibility over the server selection. For example, if there are 
multiple selections of mirror servers, and all selections achieve the max download speed pds(c, S) or k-
pds(c, S), how to choose the best one from all these selections? We can easily implement the selection 
criteria in genetic algorithm.  

4. Testing Results 
We tested the algorithms on simulated network topologies as well as a real-world network topology  
Figure 2 is a sample routing tree with 20 nodes and 10 mirror sites, starting from a machine in Eurecom, to 
the mirror sites for Squid document [1]. Below is the testing result: 

20 nodes, 10 mirror sites 
BF-pds 0.6 s 
BF-k-pds 10 s 
GA-k-pds 1.5 s 
GA-pds 1.5 s 

  (s: second) 
Figure 3 is a sample routing tree with 114 nodes and 11 mirror sites, starting from a machine in UCCS, 

to the mirror sites of Redhat  [5]. Below is the testing result 
114 nodes, 11 mirror sites 
BF-pds 0.7 s 
BF-k-pds 2 m 
GA-k-pds 2 s 
GA-pds 2 s 

  (s: second, m: minute) 
Figure 4 is a sample transit-stub hierarchical network topology derived from GT-ITM [7], we can derive 
routing tree structure from the network topology, by assuming the route from node to node is always the 
shortest route in terms of network bandwidth. Below is the test result on GT-ITM simulated network: 
 BF-pds BF-k-pds GA-k-pds GA-pds 

150 nodes, 20 mirror sites 0.8 s 2 m 2 s 2 s 

200 n, 20 m 0.8 s 2.5 m 2 s 2 s 

300 n, 30 m 0.9 s 3 m 2 s 2 s 

500 n, 50 m 0.9s 7 m 5 s 5 s 

800 n, 100 m 1 s 12 m 6 s 6 s 

1000 n, 100 m 1 s 20 m 7 s 7 s 

1000 n, 200 m 1 s 30 m 8 s 8 s 
  (s: second, m: minute) 
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Figure 5 is a chart of algorithm execution time vs. simulated network size. BF-k-pds algorithm execution 
time uses primary y axis (on the left), and is measured by minutes. BF-pds, GA-pds and GA-k-pds 
algorithm execution time use secondary y axis (on the right), and are measured by seconds. 
 

 

5. Conclusion 
We discuss the related problems of selecting subset of mirror servers for parallel download. Given a 
network topology, a client and a set of mirror servers, we presented brutal force algorithms and genetic 
algorithms for finding the maximum parallel download speed pds(c, S) and for finding the subset of mirror 
server with maximum parallel download speeding  k-pds(c, S), given the size of the subset as k.  
Further work is needed to investigate how effective are the above algorithms in selecting the right subset of 
mirror servers for parallel download. 
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Figure 2. A sample routing tree with 20 nodes and 10 mirror sites in [1]. 
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Figure 3. Network Topology of a UCCS client to a subset of Redhat mirror servers. 
 

 
Figure 4. A sample transit-stub hierarchical network topology generate in GIT-ITM [6]. 
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Figure 5: Algorithm execution time vs. simulated network size. 

BF-k-pds algorithm execution time is measured by minutes. 
BF-pds, GA-pds and GA-k-pds algorithm execution time are measured by seconds. 
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Abstract: The increasing network attacks reveal one of the fundamental security problems of today’s 
Internet. Many Internet services, such as DNS and routing protocols, were not originally designed with 
security as one of the basic requirements. It is difficult to modify the existing protocols or network 
architecture without significant work. At the same time, it offers an opportunity to create new, secure and 
reliable network protocols, and packet delivery systems. We present, in this paper, a prototype of the 
Secure Collective Defense (SCOLD) system that utilizes collective resources from participation 
organizations, tighten coordination and new cyber security defense techniques against Distributed Denial of 
Services (DDoS) attack. SCOLD tolerates DDoS attacks with alternate routes via a set of proxy servers 
with intrusion detection, and secure Domain Name System (DNS) updates. The research results and 
insights obtained from this project can improve the security of the networks and have a broader impact on 
the network architecture and the client side network software interface.  
Index Terms: Intrusion Tolerance, DDoS, Secure Collective Defense, Alternate Route, Secure DNS 
update. 

 
1. Introduction 

The brief service disruption on the nine of the thirteen DNS root servers caused by DDoS 
bandwidth attacks on October 2002 [1] is one of the most prominent attacks on DNS recently. The 
increasing frequency and severity of network attacks reveal one of the fundamental security problems of 
today’s Internet. Many Internet services, such as DNS and routing protocols, were not originally designed 
with security as one of the basic requirements. Therefore, the existing network architecture needs to be 
strengthened and protocols need to be enhanced or re-designed with security as the basic consideration. 

A study conducted by the University of California, San Diego, detected approximately 12,805 
Denial of Service attacks against more than 5000 targets during a three-week period in mid-2001 [2]. Even 
CERT, the authority that warns Internet users on security threats, fell victim to DDoS in May 2001 [2]. In a 
recent survey conducted by the SANS Institute on ``How to Eliminate the Ten Most Critical Internet 
Security Threats'', the number-one Internet vulnerability reported by survey participants was BIND 
weaknesses [3]. BIND is the open-source software package that powers the majority of Internet DNS 
servers [18].  

The general objective of the Secure Collective Defense (SCOLD) project is to create a secure 
collective Internet defense system that utilizes collective resources from participation organizations, tighten 
coordination and new cyber security defense techniques. SCOLD will tolerate Distributed Denial of 
Services (DDoS) attacks with alternate routes via a set of proxy servers with intrusion detection, and secure 
Domain Name System (DNS) updates.  

Most of the organizations have multiple gateways and can deploy multi-homing schemes using 
alternate gateways when the main gateway is attacked. But once the alternate gateway’s IP address is 
revealed, it is also subject to DDoS attacks. We propose to explore the use of protected indirect routes over 
a collection of geographical separated proxy servers to those alternate gateways and hide the IP address of 
those alternate gateways from the clients. The clients or client site DNS servers will be informed of the 
indirect routes through secure DNS updates. The new DNS entries will contain records like (Domain name, 
IP address, a set of IP addresses of designated proxy servers). Client requests will be sent to one of the 
selected proxy servers or spread over the set of designated proxy servers for better performance with 
aggregate bandwidth. The proxy server will be enhanced with integrated Intrusion Detection System (IDS) 
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and a firewall filter to block intrusion traffic that may try to come in through the indirect route. The 
detection of intrusion on those proxy servers provides additional identification and isolation of the source 
of the attacks. The collection of proxy servers can be provided by participating organizations of a 
consortium, or branches of an organization. The proxy servers know the IP addresses of an alternate 
gateway of the target site and relay the packets from the clients over an IP tunnel to the target site. An 
indirect route can then be set up from the clients to the attacked target through designated proxy servers and 
alternate gateway.  

This new set of network protocols and infrastructure can be used to defend against generic DDoS 
attacks as well as protect the root DNS servers from DDoS attacks.  

1.2 Related Work 
Recent work by Angela Cearns from University of Colorado, Colorado Springs, implemented an 

Autonomous Anti-DDoS network (A2D2) with enhanced SNORT IDS for detecting subnet spoof attacks 
and with adaptive rate limiting and Class Based Queuing (CBQ) firewall rules for effective intrusion 
handling [4]. Steven Cheung in University of California at Davis, introduced a wrapper-based solution to 
protect DNS, and a detection-based message authentication scheme to protect routers [5].  

Network Associates Labs and Boeing developed the Intrusion Detection and Isolation Protocol 
(IDIP) to support real-time tracking and containment of attacks that cross network boundaries [7]. Service 
Location Protocol (SLP) is an IETF protocol that provides automatic client configuration for applications 
and advertisement for network services, i.e. locating IDIP nodes [8]. We are going to incorporate IDIP and 
SLP in future SCOLD system.  

J. Mirkovic, J. Martin and P. Reiher from University of California at Los Angeles provided a 
compressive taxonomy of DDoS attacks and DDoS Defense Mechanisms [6]. According to the 
classification of DDoS defense mechanisms in the taxonomy, the SCOLD falls into the category of 
reactive, reconfiguration and cooperative. Reactive mechanism strives to alleviate the impact of the DDoS 
attack on the victim instead of eliminating the attacks. Reconfiguration mechanism changes the topology of 
the victim or the intermediate network. Cooperative mechanism is achieved through cooperation with other 
entities. Related works in Reconfiguration mechanism include  reconfigurable  overlay networks  ([21],  
[22]),  resource  replication services  [23],  attack  isolation  strategies  ([24], [25]), etc. These works 
focused on either adding more resources to the victim or isolating the attack machines. But the SCOLD 
system manages to redirect client traffic through a set of proxy servers by indirect route under DDoS 
attacks. Cooperative mechanism is limited by the highly independent nature of Internet. The SCOLD 
system tries to utilize collective resources from participation organizations with tighten coordination and 
cooperation. 

The balance of this paper is organized as follows. In Section 2, we introduce the design of SCOLD 
system. In Section 3, we present the design of secure DNS update. In Section 4, we present the design of 
indirect route through IP tunneling. Test and performance results are presented in Section 5. Our 
conclusions and future works are in Section 6. 

2. SCOLD Design 
 
2.1 SCOLD Overview 

There are two basic approaches to defend against DDoS attacks: one is called intrusion 
blocking/tracking that actively tracks down and blocks the traffic generated from those infected machines, 
and identifies the mastermind intruder; the other is called intrusion tolerance that studies how to tolerate 
intrusion and provides alternate routes for legitimate clients to access the target site.  

The SCOLD system deals with mainly the latter approach by designing new software modules and 
protocols for providing such alternate routes. But by dividing the clients to come in through different proxy 
servers with intrusion detection devices, the SCOLD system can also provide useful information for 
tracking down the intruder.  

One of the critical components in the SCOLD system is the shared usage of a collection of 
geographically distributed proxy servers, either provided by a service provider or contributed by each 
participating organization of a consortium.  
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When a site is attacked, its intrusion detection system will generate the security alarms and send a 
request to the SCOLD coordinator for setting up indirect route. The coordinator then updates the DNS 
servers of the client sites through secure DNS updates. The clients get the IP addresses of the proxy servers, 
and send packets through the designated proxy servers. The designated proxy server knows the IP 
addresses of an alternate gateway of the target site and relays the packets from the clients over an IP tunnel 
to the target site. The designated proxy server is integrated with the intrusion detection system to detect and 
block potential DDoS attacks on these alternate gateways.  

The secure DNS update utilizes the Secure Socket Layer protocol for authentication and 
encryption. The existing DNS servers need to be modified to save the new cache entries with the domain 
name and IP address of the target machine, and the IP address of the designate proxy servers. The hostname 
resolving library on a client machine needs to be modified to accept the new type of DNS query results. For 
the exploratory prototype, we propose to modify the popular BIND 9 DNS software package from Internet 
Software Consortium [9, 10].  

 

 

Figure 1: DDoS attack without alternate routes [11]    Figure 2: DDoS attack with alternate routes [11] 
 
Figure 1 shows the target under DDoS attack, without the implementation of alternate routes. As a 

consequence, the bandwidth of legitimate clients is greatly reduced. Figure 2 shows the target under DDoS 
attack, with the implementation of alternate routes. All users will get updated alternate DNS entry 
information. But the attack network will be blocked at proxy servers, and the legitimate users will be re-
directed to alternate gateway, then to the final destination.  

 
2.2 Design Considerations  
 
A. The need to hide alternate gateway 

Organizations that have multiple gateways can deploy alternate gateways when the main gateway 
is attacked. But once the alternate gateway’s IP address is revealed on internet, it is also subject to DDoS 
attacks. We can use protected indirect routes over a collection of proxy servers to those alternate gateways. 
Therefore, the proxy servers will act as the frontline against DDoS attacks, and the IP address of the 
alternate gateways were hide. 
 
B. The need for indirect routing 
 The normal route from the client to the intended target will be severely impacted by DDoS attack. 
Therefore, we need to use indirect routing to route the client traffic pass through the proxy server, then the 
alternate gateway, and finally the target. One way for indirect routing is using IP tunneling. 
 
C. The need for secure DNS update and secure connection 
 The dynamic update of DNS record needs to be secure and authenticated. Otherwise the malicious 
clients can send fake DNS record update and redirect the traffic of legitimate clients.  
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For the similar reason, certain connections between proxy servers, alternate gateways, target and 
coordinators need to be secure and mutually authenticated. Because of the overhead of secure connection, 
we need to keep the minimum usage of secure connection. 
 
D. The advantage of using a set of proxy servers. 

Using a set of proxy servers can avoid vulnerable bottleneck points in the intermediate network. If 
a selected proxy server gets severe DDoS attacks, the SCOLD can inform the clients to use other available 
proxy servers, and reset the indirect route. 

A collection of geographical separated proxy servers also provide the possibility to spread the load 
and client request, and overcome the overhead associated with indirect routing and secure DNS update. 
 
3. Secure DNS update 

We have extend Bind9 v.9.2.2 DNS server software package, which is written and maintained by 
the Internet Software Consortium [18], to enable secure DNS update and alternate proxy IP address, by 
modifying the nsreroute command, and an add-on to the BIND9 DNS software. 

In the rest of the paper, we use “Client” specifically refer to a client machine in the SCOLD 
system in Firgue 3. Same for “Proxy”, “Gateway”, “Target”, “Coordinator”, “ClientDNS” and 
“TargetDNS”. 
 

The Steps for secure DNS update are as follows (Figure 3): 
1. The Target gets DDoS attack, it will raise an alarm and notify the Coordinator to issue a command for 
secure DNS update. 
2. The Coordinator has a list of available proxy servers IP addresses for the Target. The Coordinator sends 
message to the TargetDNS, updates its DNS records with Proxy IP addresses as ALT data type. 3. The 
Coordinator sends message to the Proxy.  
4. The Proxy sends message to the ClientDNS to notify that an indirect route is ready to be set up. 
5. The Client queries the ClientDNS, and the ClientDNS queries the TargetDNS to get DNS record. (The 
DNS record alive time is set to be very short to enable dynamic DNS update). 
6. If the route from the ClientDNS to the TargetDNS is not severely affected by DDoS attack, the Client 
DNS will talk to the TargetDNS through normal Internet route and fetch the updated DNS records. 
Otherwise the ClientDNS needs to setup indirect route to the TargetDNS through the Proxy and the 
Gateway as described in Section 4. 
7. Restore normal DNS record. Once the DDoS attacks stop, the Target will notify the Coordinator and ask 
it to issue commands to restore normal DNS record with similar steps in steps (1-6). 
  

 
Figure 3: SCOLD Secure DNS Update 
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This updated zone file with alternate proxy IP addresses will look like the following: 

target.targetnet.com. 10 IN A 133.41.96.71 
target.targetnet.com. 10 IN ALT 203.55.57.102 
                                  10 IN ALT 203.55.57.103 
                                  10 IN ALT 185.11.16.49 
                                  10 IN ALT 221.46.56.38 
 
After the secure DNS update, the client will get a DNS record with multiple proxy server IP 

addresses as ALT type in addition to normal domain name and IP address. An indirect route can then be 
setup from client machine through the selected proxy server.  

We use OpenSSL to authenticate and encrypt the control message communicated between DNS 
server and the SCOLD coordinator. [12] 
 
 
4. Indirect Route  

We have investigated several alternatives for implementing indirect routing. The alternatives 
include Zebedee[15], SOCKS proxy server[16], and IP tunnel[17].  

IP tunnel (also called IP encapsulation) is a technique to encapsulate IP datagram within IP 
datagrams. This allows datagrams destined for one IP address to be wrapped and redirected to another IP 
address. The IP tunnel can be set up from Linux to Linux, windows to windows, or between Linux and 
windows (windows must be Windows 2000 server and above).  

The advantage of using IP tunnel is that it is a layer three protocol; therefore all the upper layer 
protocols and applications can use it transparently. Second, IP tunnel is installed with Redhat Linux 8 and 9 
by default, and setting up IP tunnel doesn’t require additional software installation or kernel compilation. 
The other advantage of IP Tunnel is that IP tunnel is essentially a device descriptor, it consumes limited 
system resources on the server, therefore the number of IP tunnels available is primitively limited by server 
resources. 

Even through IP Tunnel supports any upper layer transport protocols, it increases overhead by an 
extra set of IP headers. Typically this is 20 bytes per packet, so if the normal packet size (MTU) on a 
network is 1500 bytes, a packet that is sent through a tunnel can only be 1480 bytes big, therefore the 
payload size is reduced. This also causes fragmentation and reassembly overhead. But these overheads can 
be reduced or avoided by setting smaller MTU at the client side. 

 
4.1 Indirect Route by Modifying Client’s Resolve Library 

The resolve library is a shared library located usually in /usr/lib or /lib directory in Redhat Linux, 
named as libresolv-nnn.so (nnn is the version). Also there are a couple of soft link to libresolv-nnn.so 
which named as libresolv-nnn.so.1, libresolv-nnn.so.2 in the same directory. The resolve library is a 
dynamically loadable library which is usually called when client queries the target by domain name. The 
resolve library will then query the DNS and return the corresponding IP address of target.  

The resolve library is usually distributed as part of the glibc package [13]. Since resolve library is 
part of the system library, be extremely careful when modify, compile and install the library. A small error 
can easily make the system unstable or even crash it. We modified one of the resolve library routines 
named res_query() to enable indirect route. The resolve library we modified is version 2.3.2, and is tested 
on Linux Redhat 8 and 9. 
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Figure 4: SCOLD Indirect Route by Modifying Resolve Library 

 
The steps of setting up indirect route using resolve library are as follows (Figure 4): 

1. The Client queries the Target by hostname, and the resolve library on the Client will query the 
ClientDNS for name resolution. The Client will get updated DNS information with proxy IP addresses 
beside normal Target IP address. 
2. In resolve library, the Client will choose one of the Proxy IP addresses, send a message to that Proxy, 
and setup IP tunnel from the Client to the Proxy. If the Proxy fails to response, the Client will choose the 
next available Proxy IP. 
3. The Proxy will choose one of the alternate gateways, send a message to that gateway; also, the Proxy 
will re-set its routing table and firewall rules, setup the IP tunnels to Client and to Gateway. 
4. The Gateway will send a message to the Target, re-set the routing table and firewall rules on the 
Gateway, and setup the IP tunnel to Proxy. After getting the message from the Gateway, the Target will re-
set its routing table and firewall rules to enable indirect route. 
5. The indirect route is set up. The Client can access the Target through indirect route. 
6. Clean up the indirect route: When the DDoS attacks stop, through the secure DNS update, the clientDNS 
will get normal IP/hostname without proxy IP. Once the Client query the Target by hostname, the Client 
will find out there is no proxy IP now. Therefore, in resolve library, the Client will find out the existing IP 
tunnel is not needed anymore, and will issue commands to clean up the IP tunnels, restore the routing table 
and firewall rules, with similar step ins (1 - 5). 

In this schema, only the proxy servers are exposed to the clients. The proxy servers are equipped 
with DDoS IDS, like Snort, and function as the frontline fighting against possible DDoS attacks from 
malicious clients. We don’t want to expose the Gateway or the Coordinator to the Client. Therefore the 
malicious clients can not find the Gateway or the Coordinator, and launch DDoS attacks against them. 

In this schema, the indirect route needs to be set up at run time. Pre-setup tunnels might not fit the 
needs of the client because the chosen proxy server and the chosen gateway are not available until run time. 

Advantage and disadvantage of this schema are as follows: 
1) Once IP tunnel is set up, all the upper layer applications and protocols, like http, ftp, ICMP can use IP 
tunnel transparently. 
2) The number of IP tunnels that we can set up is only limited by system resources on server. 
3) There is overhead associated with IP tunnel. Usually the response time increase by 100% - 300%. But 
compared with the impact of DDoS attack, the overhead is still acceptable. 
4) The client side needs to use the modified resolve library, which can be easily distributed through system 
update. The drawback is that the resolve library will only be called when client queries target by hostname. 
If client queries target by IP address, then the resolve library won't be called. 
5) Needs to update DNS server and Bind software to support ALT type address.  
6) Needs a set of participating proxy servers. If one proxy down, we can use other available proxy servers 
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to enable indirect route. 
7) The control messages communicated between SCOLD Daemon on the Proxy, Gateway and Target are 
SSL encrypted and mutually authenticated. There is overhead associated with that. 

One interesting problem in this schema is the coordination between the Client and Proxy. After the 
Client sends control message to the Proxy and get confirmation message back, the Client will set up an IP 
tunnel towards the Proxy. At same time, the Proxy will also set up IP tunnel towards the Client. If for some 
reason, the Proxy fails to set up the IP tunnel, then the two-way communication between the Client and the 
Proxy is broken. Currently we use timeout on client side to solve this problem. If time out, the Client will 
pick another proxy severs and set up indirect route. 

 
4.2. Indirect Route with Client Running SCOLD Daemon 

The other way to implement indirect route of IP tunnel is to let a daemon server process running 
on the Client, Proxy, Gateway, Target and Coordinator machine, listening to a certain port, waiting for 
control message, setting up IP tunnels and setting routing tables / firewall rules accordingly. The control 
message communicated between SCOLD Daemon on the Coordinator, Proxy, Gateway and Target is SSL 
encrypted and mutually authenticated. 
 

 
Figure 5: SCOLD Indirect Route by Using Daemon 

 
The steps of setting up indirect route using daemons are as follows (Figure 5): 

1. The Target gets DDoS attacks, raises alarm and notifies the Coordinator. 
2. The Coordinator sends message to the Target, asking the Target to re-set its routing table and firewall 
rules. 
3. The Coordinator sends message to the Gateway, asking it to re-set its routing table and firewall rules, and 
set up an IP tunnel to proxy. 
4. The Coordinator sends message to the Proxy, asking it to re-set its routing table and firewall rules, set up 
IP tunnels to the Gateway and to the Client. 
5. The Proxy sends message to the Client, asking it to re-set its routing table and firewall rules, set up an IP 
tunnel to the Proxy. Upon getting the control message from the Proxy, the Client needs to verify the Proxy, 
and set up IP tunnels to the Proxy accordingly. 
6. The indirect route is set up. The Client can access the Target through indirect route. 
7. Clean up the indirect route: When the DDoS attacks stop, the Target will notify the Coordinator. The 
Coordinator will issue commands to clean up the IP tunnels, restore the routing table and firewall rules, 
with similar steps in (1 - 6). 
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When the Proxy sends message to the Client, the Proxy needs to present a certificate signed by 

certain root CA, like Verisign, or the Coordinator. The Client needs to verify the certificate and decide 
whether it is acceptable. The Client may also query the ClientDNS, get the proxy IP addresses, and verify 
the IP of the Proxy. 

Compared with schema in 4.2, this schema requires a SCOLD daemon running on client side. This 
may give the coordinator or the proxy server more control over the client, but it might also raise security 
concerns on client. But in this schema, the clients can get the IP addresses of proxy servers directly from 
the proxy servers, secure DNS update is necessary. 
 
4.3. Indirect Route by Using Proxy as NAT Server 

In this schema, the proxy server will function like a NAT server. The DNS Records in the 
clientDNS contain pairs of IP Address / Hostname. The Hostname is still the target name, but the IP 
address will be the proxy IP instead of real target IP. Therefore the Client’s traffic towards the Target will 
be route to the Proxy. The Proxy will do a NAT translation, set up indirect route, and forward to the Target 
through indirect route. 

 

Figure 6: SCOLD Indirect Route by Using NAT 

The steps are as follows (Figure 6) 
1. The Coordinator notify the TargetDNS to update its DNS record by replacing the Target IP with 
the Proxy IP.  
2. The Client queries the Target. The ClientDNS get updated DNS record from the TargetDNS.  
3. The Client’s traffic will be route to the Proxy. 
4. The Proxy do a NAT translate, set up indirect route to the Target, and forward the client’s 
traffic to the Target. 

This schema requires no change on client side, and very little changes on ClientDNS to enable 
dynamic DNS update. But this schema has a scalable problem with large number of protected targets. 
Because it requires the proxy server to reserve a reasonable number of IP addresses, one to one 
corresponding to the Target. Also, the client will not get the real IP of target, and this might cause certain 
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problems with some applications, like ssh, who cache the remote IP locally. Or it might raise a false alarm 
for IP spoofing if client runs certain internet security protection software or firewall. 

 
4.4. Reset Indirect Route under severe DDoS attacks 

The IP addresses of alternate gateways and coordinator are hidden from the clients, but the IP 
addresses of proxy servers are exposed to the clients. Therefore, the proxy servers are subject to the 
possible DDoS attacks. 

The proxy servers are equipped with Intrusion Detection System (IDS). But under severe DDoS 
attacks, the selected proxy server might response slowly or even stop responding. In this case, the indirect 
route needs to be reset up and old indirect route needs to be cleaned up. 

The steps of re-setting up indirect route are as follows (Figure 7): 
1. There is an indirect route set up already, but the selected Proxy is under severe DDoS attacks. 
2. The attacked Proxy server will notify the Coordinator to re-set up the indirect route. 
3. The Coordinator will notify the ClientDNS and the TargetDNS with secure DNS update, 

eliminating the Proxy from the list of available proxy servers.  
4. The Coordinator will notify the Proxy, the Gateway, the Target to clean up the old indirect 

rotue. 
5. The Client will temporarily lose connection to the Target. When time out, the Client will query 

the ClientDNS and get the new proxy server IP address. 
6. The Client will set up indirect route though the newly selected proxy server. 
 

 

Figure 7: SCOLD Reset Indirect Route under DDoS attack 

 

5. Test and Result. 

To evaluate the overhead of indirect routing over IP tunnel and secure DNS update, we measure 
the response time and the throughput on direct and indirect routes in the testbed (Figure 8).  
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Figure 8: SCOLD testbed 

 

5.1 Testbed machine configuration 

Machine Settings 
Client • Model: HP Vectra VL 

• CPU: Intel Pentium III 501.143 MHz
• RAM: 255 MB 
• Hard Drive: 8455 MB 
• Network Interface: 3com 100 Mb 
• OS: Red Hat Linux 9.0 

Proxy Same 
Gateway Same 
Target Same 
Coordinator Same 
ClientDNS Same 
TargetDNS Same 
Attacker Same 
Attacker Same 
Attacker Same 

 
StacheldrahtV4 [14] is used as the DDoS attacking tools. Among DDoS tools, StacheldrahtV4 is 
considered stable and sophisticated and is able to launch attacks in ICMP, UDP and TCP protocols. 
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5.2 Test Result and Analysis 
 

Table 1: Ping Response Time Test (ping from client to target) 

Test No DDoS attack,  
direct route 

DDoS attack,  
direct route 

No DDoS attack,  
indirect route

DDoS attack,  
indirect route 

Ping 0.49 ms 225 ms 0.65 ms 0.65 ms 

In table 1, under DDoS attack, the ping response time increases dramatically. There are overhead 
associated with indirect route, but compared with impact of DDoS, the overhead is still acceptable. The 
response time of indirect route is not impacted too much by DDoS attack. 

Table 2: SCOLD FTP/HTTP download Test (from client to target) 

 No DDoS attack, DDoS attack, direct No DDoS attack, DDoS attack, indirect 
Doc Size FTP  HTTP  FTP HTTP FTP HTTP FTP HTTP 
100k 0.11 s 3.8 s 8.6 s 9.1 s 0.14 s 4.6 s 0.14 s 4.6 s 
250k 0.28 s 11.3 s 19.5 s 13.3 s 0.31 s 11.6 s 0.31 s 11.6 s 
500k 0.65 s 30.8 s 39 s 59 s 0.66 s 31.1 s 0.67 s 31.1 s 
1000k 1.16 s 62.5 s 86 s 106 s 1.15 s 59 s 1.15 s 59 s 
2000k 2.34 s 121 s 167 s 232 s 2.34 s 122 s 2.34 s 123 s 

In table 2, under DDoS attack, the http/ftp download time increases dramatically. But the response 
time of indirect route is not impacted too much by DDoS attack. 

Table 3: SCOLD Resolve Library Overhead Test  

 Original Resolve Library Enhanced Resolve Library 
Ping 0.13 s 0.14 s 
FTP download 100k 0.14 s 0.14 s 
FTP download 500k 0.65 s 0.66 s 
HTTP download 4.5s 4.6 s 
HTTP download 31.1 s 31.1 s 

 In table 3, the overhead of modified resolve library is very limited. 

Table 4: Time to Set up Indirect Route  in SCOLD 

  
Ping Less than 1 s 
FTP download  Less than 1 s 
HTTP download  Less than 1 s 

 In table 4, the time used to set up indirect route is acceptable, compared with the possible delay caused 
by DDoS attack. The delay is primarily caused by the SSL authentication and communication. 

 As we can see from the above testing data, there is overhead associated with IP tunnel. The overhead 
occurs in the indirect route include more hop, more protocol processing (it goes through proxy server; and 
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IP over IP overhead related to fragmentation and reassembly). But when the main gateway got attacked, the 
performance on the direct route will go from seconds to days or infinity. Therefore the IP tunnel overhead 
is still acceptable. 
 

6. Conclusion and Future Work 
It is our hope that the preliminary research results of the SCOLD project will produce a valuable 

secure software package, and provide valuable insights for the network security related proposals. 
Currently we are focus on the secure DNS update and indirect route. Future works include: 
1) Incorporate the Intrusion Detection and Isolation Protocol (IDIP) and Service Location Protocol 

(SLP) in the SCOLD design. These will enhance the existing A2D2 architecture and make it more robust 
[19, 20]. 

2) The Linux-based proxy server needs to be integrated with the enhanced intrusion detection 
SNORT plug-in created in the Autonomous Anti-DDoS test bed project [4].  

3) Algorithms need to be designed to choose the best proxy server or subset of servers from a 
given set of proxy servers, to enable maximum bandwidth usage. 

4) The infrastructure of SCOLD system provides the possibility of using multiple-path routing to 
get better performance and overcome the overhead of indirect route and SSL connection. We need to 
design the protocol and algorithm for multiple-path routing using proxy servers in SCOLD project.  

5) Social study of collective defense dynamic, interaction and politic among participating 
organizations. 

6) Recruit interested organization to join the SCOLD project and contribute resources like proxy 
servers. 

7) Test SCOLD on large scale Internet domain with large number of clients. Find out the 
scalability of proposed schemas. 
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