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Sabre....
Who are we?
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Global scale and reach

Every minute of every day,
Sabre technology powers travel.
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OpenShift at Sabre
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Sabre’s technology evolution

Next Generation Platform / System services

- Logging
- Elasticsearch, Kibana

- Monitoring
- Prometheus, Thanos, Grafana
- Tracing °
- Jaeger
- Service Mesh
- lIstio
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OpenShift Monitoring at Sabre
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W h ere we come frO m ' g ““"S:”g““”b-°m’°“°f"a"d’°%

NGP SaaS metrics vision

2.cl/co

+ Setup Continuous Integration/Continuous Delivery

SaaS with multi tenancy (including replacement for existing tools) _— ‘)";m”wxg
Adhere to Open API standards (e.g. Open Metrics) ety *N";‘;Rvmu:v:mms's
Open Source stack & commoditization e Bkt ot coggraceg

o £ Comr NG rjcts P o oo
even the most complex Kubernetes applcation Fluentd orlogging and Jaegerfor

Aligned with K8S & CNCF & RH vision Y e

HELM

Fully self-serviced (K8S CRDs) 5 i E

Participate in the community (GitHub SabreOSS) % s"“"“"“"“”'s“""‘“”“s"

+ CoreDNS is a fast and flexible tool that

is useful for service discoy |
ey and Linkerd each e sevice
mesh architectures

+They offer health checking, routing.
andload balancing

6. NETWORKING & POLICY

In-house on-premise metrics & : B

authorization and admission control o data itering

e  Multiple systems, various technologies, developed over years o—— A S

When you need more resiiency and scalabilty than
you can get from a single database, Vitess 5 3 good.
opton o ruing MySGL at sl trough shardeng

° Hundreds of heterogeneous applications with custom requirements poti e o

dwerse ‘set of storage solutions into Kubernetes.
. . . , ERSEERSIE 8. STREAMING & MESSAGING
o 100 mInincoming (sparse) data points per minute e T o
amulti-modal messaging system that includes request/ref

o 60 min aggregated (sparse) data points per minute I he ——
o 140 mIn unique aggregated time series daily

9. CONTAINER REGISTRY & RUNTIME oicraty] (5cshete

Harbor s a registry tht stores, igns, and scans content.

You can use afternative container runtimes. The most common,

allof which are OCk-compliant, are containerd, rkt nd CRI-0 10. SOFTWARE DISTRIBUTION
If you need to do secure software distribution,
evaluate Notary, an Implementation of The
Update Framework
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Cluster Monitoring Operator (CMO)

Shipped with the Platform

. provides monitoring of the cluster components
o ships with set of Alerts
o ships with set of Dashboards

Monitoring the health of the Cluster

. K8S Nodes
. K8S Api server

. Kublets
Exporters

. node exporter

° kube-state-metrics

What it does not provide

application metrics
application alerts
application dashboards
integration with ServiceNow

#redhat #rhsummit

Kube State
Metrics

Cluster
Monitoring
Operator

Node Exporter

AlertManager

openshift-monitoring

Grafana

Prometheus
Operator

Prometheus




CMO vs NGP Metrics stack

CMO installation is effectively immutable
. except integration with SNOW
Custom NGP Prometheus stack for APPs:

. self - service (CRDs)
. multi tenancy (RBAC)

Sabre specific tweaks:

° Prometheus 2.8.1 (performance improvements)
° Customized Prometheus Operator (0.29)
° Customized Grafana image (6.1.1)
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Self-serviced Grafana

Sabre specific tweaks:

° Grafana deployment managed manually
o stateful data (snapshots, sandbox organization)
o shared db file in HA configuration

o OAuth (htpasswd-file)
° Multi-tenancy based on Folders & OpenShift RBAC
o #12948, #10339
. Java based Operator
o sync users and teams between Grafana and OpenShift
o upload dashboards accordingly (e.g. tweak id / uid)
° Additional data sources
o AlertManager, Elastic Search (Logging / Tracing)

ngp-metrics-grafana

Grafana Blue

APP namespace(s)

Grafana

Dashboard

Grafana Green

Grafana
Self-Service
Operator

Grafana -
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Find dashboards by name

ngp-metrics-amsi-test

ngp-metrics-grafana-test

General
Capacity Planning - Cluster
Capacity Planning - Compute Nodes
Capacity Planning - Namespaces
NGP - Alertmanager
NGP - Applications - Container Metrics
NGP - Applications - Micrometer API
NGP - Basic Deployment
NGP - Basic Namespace
NGP - Basic Node

NGP - Basic Persistent Volume



https://github.com/grafana/grafana/issues/12948
https://github.com/grafana/grafana/issues/10339

Self-serviced Prometheus

Sabre specific tweaks:

. Prometheus 2.8.1 includes all critical tweaks
o Merge postings (tsdb): #480, #486, #531, ...
o Size based storage retention
° Upgrade procedure Alerts
o Single vs multiple operator instances O Show annotations
. Restore from snapshot procedure | P
o PVC snapshot not vs manual procedure
° CRDs - W (1 active)
o Reuse CMO cluster level setup — - W (1 active)
. Custom operator image ngp-metrics-prometheus G (| ctive)
o CRD error handling: #2273, #380, ...
. Prometheus Web Ul is not multi-tenant Topmatzics peomethers [ Mtplicated ISmets (C actie)
o Delegate alerts view to Grafana Prometheus (1 active)
Operator - (0 active)
(0 active)
- W (0 active)
Prometheus - O
(0 active)
(0 active)
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https://github.com/prometheus/tsdb/issues/480
https://github.com/prometheus/tsdb/pull/486
https://github.com/prometheus/tsdb/pull/531
https://github.com/prometheus/prometheus/pull/5139
https://github.com/coreos/prometheus-operator/issues/2273
https://github.com/coreos/prometheus-operator/issues/380

Prometheus/Thanos HA configuration

Sabre specific tweaks:

) Based on Thanos 0.4.0 / master

. Long term storage (multiple years)
° #957

. Multi-cluster aggregation
o #454

. Thanos receiver (remote write) by RedHat - #659
o Short blocks (3-5 min) for sparse metrics
o Long duration queries (up to 10 minutes)
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https://github.com/improbable-eng/thanos/pull/957
https://github.com/improbable-eng/thanos/issues/454
https://github.com/improbable-eng/thanos/pull/659

Prometheus/Thanos performance

° Standard metrics
o Prometheus (tsdb 0.6.1): 10-20M/minute with 16 CPUs / 64 GB RAM
° Sparse metrics
o Prometheus (tsdb 0.6.1): 3M/minute with 16 CPUs / 64 GB RAM
o Thanos receiver (tsdb 0.6.1): 3M/minute with 16 CPUs / 64 GB RAM
° 5 min per minute metrics test
o Queries over 24h period:
[ Combining 200 time series ~2 sec
[ Combining 1500 time series ~3sec
[ Combining 12k time series ~12sec
o Queries over “very sparse” dataset

| Execute

Graph Console

= | 15m

- insert metric at cursor - B & deduplication

sum(count({__name__=~"[A-Z].*}) by (__name__))

 partial response

+ « | 2019-04-19 11:38 » 60s Ostacked |  ONly raw data >

[ Combining 30k time series (15 min period) ~8 sec
[ Combining 2min time series (5 min period) ~10 min
° Known limitations:
o Thanos: #814 Sk
o TSDB: #561

450k

400k
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https://github.com/improbable-eng/thanos/issues/814
https://github.com/prometheus/tsdb/issues/561

Future work

Q3&Q4:

° Mainline Sabre specific tweaks to Operators and Tools
o Open source Grafana operator
Further improvements in Prometheus / Prometheus Operator
o #1871 - Skip malformed rules when processing PrometheusRule CRDs
o #2273 - Prometheus Operator should validate Prometheus Rule expression syntax
° Remove need to use Prometheus / Thanos Web Uls
o Report Service Monitor status via Events in K8S
Metrics delivery via asynchronous channels (Kafka)
Strong(er) multi tenancy separation on TSDB level
o Prom-label-proxy
° Data science / ML / Al for alerting and forecasting
o AlOps: Anomaly detection with Prometheus
° Re-evaluate Cortex & M3DB
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Our previous mindset was build it,
now we’re contributing to it.
Will you join in, too?
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Questions?



m linkedin.com/company/Red-Hat n facebook.com/RedHatinc

youtube.com/user/RedHatVideos u twitter.com/RedHat



