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Legal Disclaimer

Many of the products and features described herein remain in varying
stages of development and will be offered on a when-and-if-available
basis. This roadmap is subject to change at the sole discretion of Cisco
Systems, and Cisco Systems will have no liability for delay in the
delivery or failure to deliver any of the products or features set forth in

this document.
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Applications in the Connected World

Traditional Cloud Native
Applications Applications
ERP, Financial, loT, Big Data, Analytics,

Client/Server, CRM, Containers, Blockchain,
email, ... Gaming, ...

Data Center Cloud Edge/loT
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Application Evolution is Driving Infrastructure
Transformation
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The trend of “containerizing” applications

Apache Apache Apache
MYSQL MYSQL MYSQL
PHP PHP PHP

Containers are isolated but share OS and where
appropriate bins/libraries
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Micro-services = LOTS of east west traffic
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Its All About Capturing Intent!
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User intent may be lost!
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Domain Details

My app looks like
this:

=
©
L4

~

Heat Orchestration

detailed detailed detailed detailed detailed
abstraction abstraction abstraction abstraction abstraction
nova neutron || cinder swift glance
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System/Network team Application owners provide

Network architect/engineers

perform configurations on the  translates the requirements the network requirements of
network equipment (CLI, GUI) into infrastructural application environment
specifications
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What may be further enhanced with OpenStack Networking
Today?

Cloud Application Model Neutron Model

>

External Network

Serwce A

Syav=—

No broadcast or multicast Layer 2 and broadcast is the base AP
Resilient and fault tolerant Neer. reuEE. el SlErEe

SerV|ce B Serwce C

MySQL I MySQL I I -

Scalable tiers : Based on existing networking models
Built around loosely coupled services No concept of dependency

Does not care about IP addresses mapping or intent
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What we need is a policy-based networking model

App A App B
Group 2,3,5 Group 1,5
Policy A Policy B

Applications are defined by policies governing groups’ interaction
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Openstack-based Cloud

Architecture based on ACI Services

Application Application

openstack

ML2 / GBP Plugin

> Libvirtd.service
S EmE—— -

KVVM L4-L7 Network Service

ek Bare Metal Servers Physical Network




ML2 — Traditional Networking Model
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D openstack o Delmin « sdesn =

Project -

Progmed | Watwor | Network Topology

Compeie »

Automatically translated to
"Policy Contract” model in T
underlying Cisco’s ACI fabric S

Application Profile - openstack233
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Drag and drop to configure: Q 9 @@o )0 ° @

—— . Network Topology

O Lsunch natance o Creats Metwork o Growris Flouter
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“Router” becomes a "Permit ALL" traffic policy




ML2 — Traditional Networking Model

D openstack o Delmin « sdesn = & b =
ACI provides more oo e m—
fine and granular Comonte >

control... — « Network Topology

O Lsunch natance o Creats Metwork o Growris Flouter
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Potey s [ e b Cotupre Can we apply application centric policies from Openstack?
ol [ 100 | e.g. TCP8000, SSH, ICMP, TCP3306 only

Drag and drop to configure: Q @ 'o _) ° ° @
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Group-Based Policy for OpenStack

/

A 100% open source, Apache- Group-Based Policy Model

licensed

Interface for capturing application
intent, including network service
requirements

Model inspired by APIC but

available for any hardware /
software platform
Networking today, plans to cover g W

compute, storage

Policy Rules Set

Service
Chain

Growing number of contributors
.and ecosystem partners

CISCO



Group-Based Policy Model

Policy
Rule Set

L2 Policy L2 Policy

Classifier Action Service Chain

Classifier Action

siuanfus
CISCO

Policy Group: Set of endpoints with the same
properties. Often a tier of an application.

Policy RuleSet: Set of Classifier / Actions
describing how Policy Groups communicate.

Policy Classifier: Traffic filter including
protocol, port and direction.

Policy Action: Behavior to take as a result of a
match. Supported actions include “allow” and
“redirect”

Service Chains: Set of ordered network
services between Groups.

L2 Policy: Specifies the boundaries of a
switching domain. Broadcast is an optional
parameter

L3 Policy: An isolated address space
containing L2 Policies / Subnets



ACI + OpenStack — With OpFlex Support

Full Policy Based Network Automation Extended to the Linux Hypervisor

OpenStack Controller

Group-based Policy

OpFlex Proxy

APIC MI2 Driver

Hypervisor

(OMVAS)

OpFlex Agent

OpFlex for OVS

« Open Source OpFlex agent extends ACI into Linux hypervisor
» OpFlex Proxy exposes new open API in ACI fabric

OpenStack Feature Highlights

« Fully distributed Neutron network functions, including NAT

« Integrated, centrally managed overlay and underlay fabric

« Operational visibility integrating OpenStack, Linux, and APIC

« Choice of virtual network (standard Neutron ML2) or Group-based

Policy driven networking

Now!

Solutions with Major OpenStack Distributions ‘ redhat.  CAN@NICAL i 1RANTIS



Two OpenStack Plugin Options

Previously an “Either-Or” option; NOW with Unified Mode for BOTH

Neutron APl / ML2 Group-Based Policy

OpenStack Controller
APIC ML2 GBP APIC Driver
o

\_ Y, ..
Plugin performs conversion from Neutron Group-Based Policy native drivers
to APIC policy model interfaces directly with APIC policy model

siuanfus
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* Only one model is supported in a given OpenStack deployment



Benefits of OpenStack on ACI
NG (>

» Automatic VXLAN tunnels at top-
of-rack

* No wasted CPU cycles for
tunneling

Service Chaining \\ @

* Support for L3 or L2 service
insertion and chaining

» Device package ecosystem for
3d party devices or Group-Based
Policy service chaining
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CISCO TOMORROW starts here.
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' SuperCloud
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