Oracle Solaris 11 — Hands On Lab #

Oracle Solaris 11 ZFS File System

1 Introduction

Oracle Solaris ZFS is a revolutionary file system that changes the way we manage
storage. Participants in this lab will gain awareness through example of devices,
storage pools, and performance and availability. We will learn about the various
types of ZFS datasets and when to use each type. We will examine snapshots,
cloning, allocation limits, and recovering from common errors.

We will cover the following areas around ZFS:

- Zpools

- Vdevs

- ZFS datasets

- Snapshots / Clones
- ZFS properties

- ZFS updates

These exercises are meant to provide a primer into the value and flexibility of Oracle
Solaris 11 ZFS for the enterprise. Upon completion of this lab, the learner will
understand the simplicity and power of the ZFS file system and how it can help
address business requirements with Oracle Solaris 11 storage technology and will
be well on their way to mastering this powerful technology.

2 Overview

ZFS is the default file system in Oracle Solaris 11. This lab will follow the basic
system administration duties revolving around storage in a basic system. Asin any
installation or implementation we’ll follow a basic path for building our storage
infrastructure

1) Hardware setup and initial storage connection and assignment. (VirtualBox,
virtual disks, and files)

2) Creating pools. Storage devices in ZFS are grouped into pools. A pool
provides all of the storage allocations that are used by the file systems and
volumes that an installation will require.

3) Creating file systems which can be assigned to users and applications and
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manipulated to fit the needs of each.

4) Details around each of the above resulting in a complete storage picture for
Oracle Solaris 11 from which the learner can begin to develop more
expertise.

5) We will use the VirtualBox application to create virtual SAS disks that Oracle
Solaris 11 can work with just like real disks.

6) We will create files within the operating system to work with for simplicity.
The files are treated just like disks and working with them would be no
different than working with a large storage array connected to a customer
system.

3 Pre-requisites

This lab requires the use of the following elements:

e A current laptop with at least 3GB memory and 100GB free disk space
e Oracle VirtualBox Software (4.0.16 with Extension Pack installed)
e Oracle Solaris 11 11/11 PreBuilt VM for Oracle VM VirtualBox

The following assumptions have been made regarding the environment where this
lab is being performed:

1. Network connectivity to the Internet is not necessary
2. We will only work with a single Solaris 11 Virtual Instance

4 Lab Setup

4.1 Oracle VirtualBox Hypervisor Software basics

Your system should already have Oracle VirtualBox hypervisor software installed
and ready to use. For this lab we will require a GUI interface and will be using the
pre-built Oracle Solaris 11 VM image. We only need to acquire it and import it to
get running quickly.

Download Virtual Box

VirtualBox Installation Notes:

e VirtualBox mouse capture can sometimes be frustrating in the way it handles
mouse interaction between VBox and your OS. Use the right control key on
your keyboard to return mouse control back to your default environment.
You can change this in VirtualBox preferences.
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4.2 Oracle Solaris 11 VM Image installation

e Make sure that you have the Oracle Solaris 11 VM Image copied to your
laptop hard disk.

e Unzip the Solaris 11 image to your hard disk
e In the VirtualBox Manager Screen click ‘New’
e C(lick Next on the welcome screen

File Machine Help

(7 Import Appliance. ..
) Export Appliance...

Virkual Media Manager. ..

'1_’ Oracle ¥M YirtualBox Manager

&7 Preferences...

P Exit

=10l |
Ctr+D
Chrl+1 §3} Detalls (@] Snapshats
Ctri+E

-
- = General = preview =
Mame:  OracleSolarist1_11-11

Chri+G 05 Type: Oracle Solaris 10

m @Powered Off

10/09 and later (64

bit)
E’F AlServer System
r (| @Powered OFf Base Memary: 1000 ME
Book Order:  Flappy, COyDYD-
2= AIClient ROM, Hard Disk
r‘ @puwergd Off Acceleration: WT-AMD-Y,
Mested Paging
[ OradeSolaris11_11-11
r{i P Running Display
Video Memary: 12 MB
Remote Deskbop Server Pork: 3359
() Storage
SATA Controller
SATA Pork 0:

4

OradleSolaris 1_1-11-disk1 . vmdk -
| B

&

Click on the File Menu and
choose “Import Appliance

”n

\

’21_" Appliance Import Wizard

welcome to the Appliance Import Wizard!

This wizard will guide you through importing an appliance.

Use the Next button ko go to the next page of the wizard and the Back button to return to the previous page. You
can also press Cancel if you want ko cancel the execution of this wizard,

VirtualBox currently supports importing appliances saved in the Open Yirtualization Format (OVF), To continue, select

the ile to Import below:

Chaoose, ..

2

< Back. | Mext > I

Cancel

Welcome to the Appliance
Import Wizard! Click the
Choose ... button.
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5 select an appliance ko impork

Navigate to the folder
where you downloaded or
copied the Oracle Solaris 11
g , PreBuilt image and click
S oooats Open. The file is named
. Solors OracleSolaris11_11-11.ovf.
_—— Ho previy The .ovf extension indicates

available.
that it’s a virtual box export.

x|
@(}ﬂ v Solaris ~ Images » Solaris 11,11 ¥ &3 [ search solars 11,11 v @‘

Organize *  New Folder

=1 Hame ~ | Date modified

A Libraries

0@ Homegroup
2 dkingsle

18 Computer
a Syskem (C:)

e RL Y 1| | 2

File name: [ OracleSolaris1l_11-11.0uf 7| |open virtualizstion Farmat (o 7|

Open ‘vl Cancel |

i

Appliance Import Wizard 2lx|

Next to the ‘Choose’ button
it will indicate the file

Welcome to the Appliance Import Wizard!

This wizard will guide you through importing an appliance.

) .
Lise the Nestt button to go o the next page of the wizsrd and the Back buttan bo return to the previous page. You you ve Ch osen to ]mpO rt.
can also press Cancel I you want bo cancel the exscution of this wizard.

WirtualBax: currently supports importing appliances saved in the Open Virtualization Format, (OWF), To continue, select Cl lck N eXt >

the file to import belaw:

Choose... | Cr\Users\dkingsleiDocumentsiPraducts\Solaris\ImagesiSolaris 11,11 VM\OracleSolaris11_11-11.0vF

= Back | Next = I Cancel |

Appliance Import Wizard 21x|

5 ]
You'll be presented with the

Appliance Import Settings

These are the wirtual machings contained in the appliance and the suggested settings of the imparted YirtualBox

Appliance Import settings.
gvaﬂir‘;sg;uggzalchange many of the properties shown by double-dlicking on the items and disable others using the We Will accept th e d efaultS .

Description Configuration [=]

wirtual System 1 Clle Import'
8 Name OracleSalaris11_11-11_1
@ product Cracle Solaris
& Product-URL Rttp: fum. cracls. comftachnetwrkfserver-storags/solarist Ljovervie
@ vendor Cracle Corporation
@ vendor-URL http: fumsm. oracle. com
@ version 1111411
@ Description WM of Oracle Solaris 11 11/11
& Guest 05 Type 7 Oracle Solaris 10 10/09 and later (64 bit)
i} cru 1 ||
& ram 1000 MB
® ovo
£7 UsE Cantraller
S P—— [

™ Reintislize the MAC address of all network cards

Restore Defaults < Back | Import I Cancel |
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"1_’ Importing Appliance ...: Importing

x|

Importing wirtual disk image 'OracleSolaris11_11-11-diskl . wmdk' ... (2§12}

bl 13 minutes remaining

1% i

The progress bar will show
the import progress.
Usually looks slow in the
beginning but this shouldn’t
take more than a few
minutes.

’i" Dracle ¥M YirtualBox Manager
Filz= Machine Help

P [=[ 3]

RO

MNew Settings  Start  Discard

| Linux - Developer
(| (@) powered OFF
E’f 511 LiveCD

7| @powered off

Q General

Mame: OracleSolaris11_11-11_ 1
O3 Type: Oracle Solaris 10 10/09
and later (64 bit)

@ Preview

{g} Details (@) Snapshots

|»

Your new image has been
imported and is ready for
use. Let’s just make some
simple changes, add some
disks, and we’ll be ready for
the labs.

System
E!F AlServer Base Memory: 1000 MB DracleSolaris11_11-11_1
r ‘ @inered off Boot Order:  Floppy, CDIDYD-

ROM, Hard Disk

= AlChent Acceleration: YT-x/AMD-Y, Nested
f 7| @powered off Paging
[ oOracleSolaris11_11-11
f =P Running Display

Video Memory: 12 MB

[#3 OracleSolaris11_11-11_1

r/‘- Oinered Off

Remote Deskbop Server Part: 3389

Storage
SATA Controller
SATA Port O: OracleSolaris11_11-11-diskl.wmdk -
4| | »

4

@[ | Make sure your new image

B Genoral | storage | | is selected and choose

Z,,;: EEpiEs ———— || k= “Settings”, “Storage”
& saTa Controller @@ Name: | 5aT4 Controller

S StDF.age g OracleSolaris11_11-11-diskl.v... Type: I»“HCI LI

; ::td:mk @) Empty Port Count: [30 =]

@ Serial Ports ™ Use hast 1/0 cache

& use

[ shared Folders

@Eae

Saisct a rettinge catagory from the det on the faft-hand side and move the mouse aver 3 setfings
HFam fo gaf more mformakion.

(o4 I Cancel Help
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2ixll | On the bottom of the
Bl erera storage || | ‘Storage Tree’ section click
?Stlem storage Tree | Avrbutes on the green plus sign to
el i 3 ame ! ontroller
® storace ~ Ao [t Covd “Add a new SAS controller’
B sudo &5 Oraclesolariel1_11-11-dikl.v... Type: [AHCT =l . l .
EP Hetwork - @ ety Port Count: |30 = to our virtua Image.
@ cexial Ports I~ Use host 1f0 carhe
& use

2 shared Folders

= ~
@ @ €® Add IDE Controller |
Salact a rettings category from the (@ Focld SATE, Cantraller ve the mowse aver a zetbings
stem fo get more fformation. @ Add SCSI Contraller
Ve Add s troller
@ Add Floppy Controller
QF Cancel | Help |
21| | Click on the disk icon to the
B oo | storage || | right of the SAS controller
System .
. Storage Tree ————————————————— Attributes you ]ust added tO add d new
isplay
a SaTa Contraller Name: ISAS Controller hard dlSk
r — OracleSolaris1l_11-11-diskl.v... Type: |LsiLogic SAS Ll
Audi
@ uae § @ Empty I~ Use host If0 cache
Meky
@ e ﬂ 5A5 Controller
Serial Ports
‘{9 B Ed Hard Disk,
[ shared Folders
@e@@
Contains all storage controllers For this machine and the virbual images and host drives attached to
thermn,

[o]4 I Cancel | Help |

2] x| In the resulting dialog box,

choose ‘Create new disk’
You are about bo add a wirtual hard disk ko

controller SAS Controller.

Would wou like to create a new, empty file to hold
khe disk conkents ar select an existing one?

Create new disk | Choose existing disk Cancel
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A=l 1 The virtual disk creation

Welcome to the virtual disk creation wizard wizard will start up. Choose
This wizard will help you to create a new virtual disk For your virtual machine. the default SEICCtion Of VDI

Use the Mext button ta go to the next page of the wizard and the Back button to return to the .
previous page, You can also press Cancel if you want to cancel the execution of this wizard, and Clle NeXt >

Flease choose the bype of file that you would like to use For the new virtual disk, IF you do not need
to use it with other virtualization softwars you can leave this setting unchanged,

File bype
& WDI (virtualBox Disk Image)
i WMDK (Wirtual Machine Disk)
" WHD (virtual Hard Disk)

" HDD (Parallels Hard Disk)

< Back, | Next = I Canicel |

2=l 1 Click Next > for Dynamically
Virtual disk storage details Allocated

Please choose whether the new virtual disk File should be allocated as it is used ot if it should be
created Fully allocated.

A dynamically allocated virtual disk file will anly use space on your physical hard disk as it fils up,
although it will nat shrink again automatically when space on it is freed,

A Fixed size virtual disk file may take longer ta create on some systems but is often Faster ko use.

Storage details

* Dynamically allocated

 Fixed size
< Back | Mext = I Cancel |
2= | Name the disk ‘4GBDisk1’
Virtual disk file location and size and either choose 4GB with
zlz;?:rtgﬁef;r;rn?gnggfattr;?'?:m;:;t‘ua\ disk file: intar the box below or click on the Folder icon to select the Sllder or type ln the
[ number 4.00 GB into the
[4cBDiskt

text box. Choose Next >

Select the size of the virtual disk in megabytes. This size will be reparted to the Guest 05 as the
maximum size of this virtual disk.

[Size

....‘.‘.‘,/',,,IllllllmuuGB

'
4,00 MB 2.00TB

< Back, | Next = I Cancel

For Oracle employees and authorized partners only. Do

Enablement 20 not distribute to third parties. Page 7 of 41

DEVELOP- SELL- IMPLEMENT
© 2011 Oracle Corporation



Oracle Solaris 11 — Hands On Lab #

5 Create New ¥irtual Disk

Summary

File type: ¥DI {wirtualBox Disk Image)
Detals:  Dynamically sllocated storage

Size: 4.00 GB (4294967296 B)

will be created.

el |

‘fou are going ko create a new wirtual disk with the Following parameters:

Location: C:hUsersidkingslel WirtualBox WMsiOracleSolaris11_11-11_11\4GEDiskl vdi

If the above settings are correct, press the Create button, Once you press it the new virtual disk file

< Back, | Create I Canicel |

You'll receive a Summary of
your disk selection. If all
looks good, click Create.

3 shared Folders

@eae

Q Oraclesolaris11_11-11_1 - Setkings ﬂﬂ
B ceneral | Storage |
System
Starage Tree Attributes

Displar
® i & saTh Controller Mame: [54S Controller
Starage D g =
P &) Oraclesalaris11_11-11-diskl.v... Type: [LsiLogic 345 =l
Audio
() Empty I~ Use host [fO cache
@ Metwark
A 585 Controller
@ Serial Ports D
(& 4GBDiskL. vdi
& use

therm,

Contains all storage controllers For this machine and the virtual images and host: drives attached to

ok I Cancel | Help |

After your disk is created
you should now have a
virtual disk named
4GBDisk1 underneath your
new SAS controller.

¥ OracleSolaris11_11-11_1 - Settings

2|

.@. General

| Storage
Syskem
Storage Tres
Digplay
ﬁ SATA Controller @
@ Storage T
CracleSolarisil_11-11-diskl.v..
& Audio
@ WBoxGuestAdditions.iso
@ Metwork
ﬁ 545 Controller
@ Serial Ports s
4:BDiskl wdi
& use

4GBDiskz vdi
4GEDisk3. vl

[ shared Folders

2 4GBDiskd. wdi

Attributes

Name: ISATA Controller
Type: [ancT |
=

Port Count: I 30

™ Use host If0 cache

Repeat the above steps to
create 3 more 4GB virtual
disks under the same SAS
controller and name them
4GBDisk2, 4GBDisk3, and
4GBDisk4 respectively.
Verify your settings match
the scre

en to the left.

@Eae

Salact a reftinge cafagory from the fef on the faft-hand mide and move Bhe mousa over 3 fetfings
stem fo gef more mformation.

(o4 I Cancel Help
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4.3 Install and Configure Oracle Solaris 11 Virtual Image

In this lab we are utilizing a pre-built Oracle Solaris Image. This image is based on
the desktop version and we will be running in the Gnome environment. Even
though the system has been pre-installed, we still have to answer the basic
installation questions in order to get things running for the ZFS lab. The system will
run through the basic set up dialog as illustrated below.

f/aDraclesolaris11_11-11_1 [Running] - Ora =0l ’
Mch\ne Vigw Devices Heslp . Upon Startup you ll be
GNU GRUB wversion 0.97 (639K lower ~ 102291ZK upper memory) presented Wlth the GRUB

menu. Select Oracle Solaris
11 11/11 and press the
return/enter key

Oracle Solaris 11 11,11 [ ]

Use the T and | keys to select which entry is highlighted.
Press enter to boot the selected 08, e’ to edit the
commands before booting, or ‘c’ for a command-line.

ORACLE’

(@ @ 3] @ [¥right curl Y

After a few minutes you
Systen Configuration Tool should see the SCI welcome

System Configuration Tool enables you to specify the following

configuration parameters for your newly-installed Oracle Solaris 11 screen Where you’ll answer a

system: . . .
- network, time zone, user and root accounts, name services few Slmple questlons ln

System Configuration Tool produces an SMF profile file in

Feystenivolatile/scit_profile. xal. order to bring the system up.
How to navigate through this tool: You Should recognlze thls

- Use the function keys listed at the bottom of each screen to move
from screen to screen and to perform other operations. s s :

- Use the up/down arrow keys to change the selection or to move Step from earher lnStallatlon
between input fields.

- If your keyboard does not have function keys, or they do not labs_ PreSS the <F2> key_

respond, press ESC; the legend at the bottom of the screen will

change to show the ESC keys for navigation and other functions.

F2_Continue F6_Help F9_Quit

SOFP00 @ Blrmad
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Network

Enter a name for this computer that identifies it on the network. It must
be at least two characters. It can contain letters, numbers, and minus
signs (-).

Computer Name: zfslab

Select how the wired ethernet network connection is configured.
Automatically configure the connection
Manual 1y Enter the information on the following screen

None Do not configure the network at this time

F2_Continue F3_Back Fé_Help F9_Quit
FREEIEEICEE

In the next screen we’ll name
our system and choose how
we want to configure
networking. Name your
system ‘zfslab’ and choose
‘Automatically’ for network
configuration. We will not
use any networking for this
lab so don’t worry about this
selection.

—loix]

Iime Zone: Regions
Select the region that contains your time zone.

Regions

Antarctica
Arctic Ocean
Asia

Atlantic Ocean
Australia
Europe

Indian Ocean
Pacific Ocean

F2_Continue F3_Back F6_Help F9 Quit
B0 2P0 0| O srma

The next screens will ask
about your region, time zone,
etc. Choose UTC/GMT to
avoid the time zone screens
or select your local time
zone.

loix]

Define a root password for the system and user account for yourself.

System Root Password

Root password: 2
Confirm password:

Create a user account
Your real name: Lab User

Username: labuser
User password:

F2_Continue F3_Back Fé_Help F9_Quit

BP0 B Brehcn

The next screen will ask for
the Root password, and to
create a user account. Use
the below values if you wish
for consistency in the labs.

Root password: solaris11
Your real name: Lab User
Username: labuser

User password: solaris11
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You should see a
confirmation screen. Review

System Configuration Summary

Review the settings below before continuing. Go back (F3) to make changes.

Tine Zone: UTC and press <F2> to proceed
Language: #The following can be changed when logging in. Wlth Configuration.

Default language: C/POSIN
Terminal type: sun-color

Users:
Username: labuser

Network:

Computer name: zfslab
Network Configuration: Automatic

Fe_Help F9_Quit
BO2F00 @Enuan

[Faorocicsobris 111111 o] Grade o vetialion ol - .
e a— ma The System Configuration

Tool will exit and the system
will come up with your new
configuration parameters.

ORACLE Wait for the GNOME login
SOLARIS

T screen and login as labuser,
password, solaris11.

Username: |

Log In

@, mon 350eM

D PE00 @B

o ;
s _ - We'll do our labs from

lications Places System | & < JJ) Mon Aug 13, 400 FM
B e terminal windows within the
o : Oracle Solaris 11 GUL
Congratulations, you're up
and running! Now let’s get
started with ZFS.

= ¥
BP0 G Blrshkart »
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5 Working with Pools

5.1 Verifying the SAS and flat file disk devices

It’s easier to work as root during the labs, remember to su - to root when first
logging in because root is a role and not a user. Let’s ‘su’ to root, confirm our

environment, and create some disk files before we get started with ZFS.

‘su —‘toroot,

to confirm that our 4 SAS disks are available to the system. cd to the /dev/dsk

directory and create 4 disk files using the mkfile command.

# format < /dev/null
# cd /dev/dsk

#mkfile 200m diskl disk2 disk3 diskd4
# 1s -1 disk*

ﬁ B Terminal
Fle Edit View Terminal Help

labuser@zfslab:~ su -

Password:

Oracle Corporation Sunds 5.11 11.0 Movember 2011
rooct@zfslab:~# format = sdev/null

Searching for disks...done

AVATLABLE DISK SELECTIOMS:
0. c3todd <ATA-VBOX HARDDISK-1.0 C',l'l 8351 alt 2 hd 255 sec 63=
fpci@@,O;‘pCiBOBE,2829@dfdi5k@0,0
1. c4t0do <VBOX-HARDDISK-1.0- 4. 00GB>
/pci@Eo, 0/pcl 1000, B000@16, sd@o, 0
2. c4tldd <VBOX-HARDDISK-1.0- 4, 00GE=
/pci@e, 0/pcl 1000, 8000@16, sd@l, 0
3., c4tz2do <VBOX-HARDDISK-1.0 C‘y‘l 2046 alt 2 hd 128 sec 32=
/pci@o, 0/pcl 1000, 8000@16, sd@z2, 0
4. c4t3d0 <VBOX-HARDDISK-1.0 cyl 2046 alt 2 hd 128 sec 32=
/pci@Eo, 0/pci 1000, B000@16, sd@3, 0
Specify disk (enter 1ts number):
root@zfslab:~#
root@zfslab:~# cd sdev/dsk
root@ztslab:/dev/dsk# mkfile 200m diskl disk2 disk3 disks
root@zfslab:/dev/dsk# 1s -1 disk=*

B T 1 root root 209715200 Aug 14 16:40 diskl
T p——_ T 1 root root 209715200 Aug 14 16:40 diskz2
W - - T 1 root root 208715200 Aug 14 16:40 disk3
Fia------ T 1 root root 209715200 Aug 14 16:41 disk4

;nnt@zfslab :/devydsk# |

Confirm you've created the four disk files.
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5.2 Creating and destroying pools

To create your first pool ...

# zpool create datapool raidz diskl disk2 disk3 disk4
That's all there is to it. We can use zpool status to see what our first pool looks like.

# zpool status datapool

o ™ Terminal o]}
Fle Edit ¥iew Terminal Help
root@zfslab: /# zpool status datapool &

pool: datapool
state: ONLIME

scan: none reguested
config:

MAME STATE READ WRITE CKSLM
datapool OMLIMNE
raidz1-0 OMLINE
diskl  OMLIMNE
disk2  OMLIMNE
disk3  OMLINE
disk4  OMLINE

(ool oMo NNl
(ool oMo NNl
[oNoNoNoNoNol

errors: Mo known data errors

root@zfslab:/# |

[« s/

Note from this output that the pool names datapool has a single ZFS virtual device
(vdev) called raidz1-0. That vdev is comprised of our four disk files that we created
in the previous step.

The RAIDZ1-0 type vdev provides single device parity protection, meaning that if
one device develops an error, no data is lost because it can be reconstructed using
the remaining disk devices. This organization is commonly called a 3+1, 3 data disks
plus one parity.

ZFS provides additional types of availability: raidz2 (2 device protection), raidz3 (3
device protection), mirroring and none. We will look at some of these in later
exercises.

Before continuing, let's take a look at the currently mounted file systems.

# zfs list
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ii B Terminal iEi[:]'E'
Fle Edit View Terminal Help

root@zfslab:/# zfs list i

NAME USED AVAIL REFER MOUNTPOIMT I

datapool 97.2k S51M  44.9K /datapool

rpoal 6.02G 56.5G 39K Jrpool

rpool /ROCT 4,.48G 56.5G 31K  legacy

rpool/ROOT /solarls 4,486 56.5G 4.05G f

rpool /ROOT /solaris/var 332M 56.5G  182M Jvar

rpoal fdump 516M 56.5G 500M -

rpool/export 1.77M 56,56 32K Jexport

rpool/export/home 1.74M 56.5G 720Kk /Jexport/home
rpool/export/home/labuser 1.00M 56.5G 1.00M /fexport/home/labuser
rpool/export/home/releng 31K 56.5G 31K  Jexport/home/releng

rpool/swap 1.036 56.5G 1.00G -

root@zfslab:/# ]

One thing to notice in the ZFS makes things easier category is that when we created
the ZFS pool with one simple command, ZFS also created the first file system and
also mounted it. The default mountpoint is derived from the name of the pool but
can be changed easily.

Note:

Things we no longer have to do with ZFS are ...
e C(reate a filesystem
e Make a directory to mount the filesystem
e Add entries to /etc/vfstab

We've decided that we need a different type of vdev for our datapool example. Let’s
destroy this pool and create another.

# zpool destroy datapool
# zfs list
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root@zfslab: /# zpool destroy datapool

root@zfslab: /# =zfs list
MAME

rpool

rpool/ROCT

rpool/ROOT fsolaris
rpool/ROOT /solaris/var
rpool/dump

rpool/export
rpool/export/home
rpool/export/home/labuser
rpool/export/home/releng
rpool/swap

Oracle Solaris 11 — Hands On Lab #

B Terminal = =8
I
USED  AVAIL REFER  MOUNTPOINT
6.02G 56.5G 39K /rpool
4.48G 56.5G 31K legacy
4,486 565.5G 4.05G /
332M 56.5G 182M  Jwvar
516M 56.5G S00M -
1.7/M  56.50 32K Jexport
1.74M 56.50 TZ20K fexportfhnme
1.00M 56.5G 1.00M Jexport/home/labuser
31K  56.5G 31K /Jexport/home/releng
1.036 56.5G 1.00G -

All file systems in the pool have been unmounted and the pool has been destroyed.
The devices in the vdev have also been marked as free so they can be used again.
Notice how easy it is to destroy and there’s no ‘destroy? Are you sure?” warning.

Next, let’s create a simple pool using a 2 way mirror instead of raidz.

# zpool create datapool mirror diskl disk?2

6 M Terminal B=8
File Edit Wiew Terminal Help
root@zfslab: /# zpool create datapool mirror diskl disk2 &

root@zfslab: /# zpool status datapool

pool: datapool
state: ONLINE

scan: none reqguested
config:

MNAME STATE

datapool ONLIME
mirror-© ONLIME
diskl  OMLIME
disk2  OMLIME

READ WRITE CKSLM

errors: MNo known data errors

[oNoRoNol

[oN oNoN o)
loNoNoRol

Now the vdev name has changed to mirror-0 to indicate that data redundancy is
provided by mirroring (redundant copies of the data).

What happens if you try to use a disk device that is already being used by another

pool?

# zpool create datapool2 mirror diskl disk2
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(~] M Terminal M = 3

Fle Edit Wiew Terminal Help

root@zfslab: /# zpool create datapool2 mirror diskl disk2 i
invalid vdev specification

use '-f' to override the following errors:

Jdev/dsk/diskl ls part of active pool 'datapool'

The usage error indicates that /dev/dsk/disk1 has been identified as being part of an
existing pool called datapool. The -f flag to the zpool create command can override
the failsafe in case datapool is no longer being used, but use that option with
caution.

5.3 Adding capacity to a pool

Our application has made it necessary to add more space the the ‘datapool’. The
next exercise will show you how simple it is to add capacity to an existing pool.

# zpool list datapool
# zpool add datapool mirror disk3 disk4
# zpool status datapool

] B Terminal B8
Fle Edit Wiew Terminal Help

root@zfslab:/# zpool list datapool N

MNAME SIZE ALLOC FREE CAP DEDUFP HEALTH ALTROOT |

datapool 195M 4K 195M 0% 1.00x ONLIME
root@zfslab: /# zpool add datapool mirror disk3 disks
root@zfslab: /# zpool status datapool

pool: datapool

state: ONLIME

scan: none requested
config:

MNAME STATE READ WRITE CKSLM
datapool OMNLINE
mirror-Q ONLINE
diskl OMLIME
diskz OMNLIMNE
mirror-1 ONLINE
disk3 OMLIMNE
diska OMLIMNE

[ojoRoNoNcNoNol
lojoRoNoNoNoNol
[ojoRoNoNoNoNol

errors: MNo known data errors

Note that a second vdev (mirror-1) has been added to the pool.

To see if your pool has actually grown, do another # zfs 1ist command.
# zfs list datapool
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] M Terminal B=8
File Edit Wiew Terminal Help

root@zfslab: /# zfs list datapool 'y

MNAME USED AVAIL REFER MOUNTPOINT

datapool 318K  358M 31K /datapool
Datapool has grown from 195MB to 358MB

Notice that you don't have to grow file systems when the pool capacity increases.
File systems can use whatever space is available in the pool, subject to quota
limitations, which we will examine in a later exercise.

5.4 Importing and exporting pools

ZFS zpools can also be exported, allowing all of the data and associated
configuration information to be moved from one system to another. For this
example, use the two SAS disks (c4t0d0 and c4t1d0).

# zpool create pool2 mirror c4t0d0 c4tl1dO
# zpool status pool?2

] B Terminal == e
File Edit ¥iew Terminal Help

root@zfslab: /# zpool create pool2 mirror c4t0do catldo I

root@zfslab:/# zpool status poolz I
pool: poaolZz

state: ONLIMNE
scan: none requested

config:
MNAME STATE READ WRITE CKSUM
pool2 ONLIME o] o] o]
mirror-Q ONLIME o] o] o]
c4t0dd  ONLIME o] o] o]
c4tldd  ONLIME o] o] o]

errors: Mo known data errors

As before, we have created a simple mirrored pool of two disks. In this case, the disk
devices are real disks, not files. We've told ZFS to use the entire disk (no slice
number was included) and if the disk was not labeled, ZFS will write a default label.

ZFS Storage pools can be exported in order to migrate them easily to other system.
Storage pools should be explicitly exported to indicate that they are ready to be
migrated. This operation flushes any unwritten data to disk, writes data to the disk
indicating that the export was done, and removes all knowledge of the pool from the
system.

Let’s export pool2 so that another system can use it.
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# zpool list

] M Terminal B8
Fle Edit Wiew Terminal Help

root@zfslab:/# zpool list i
MNAME SIZE ALLOC FREE CAP DEDUFP HEALTH ALTROOT

datapool 390M 302K 390M 0% 1.00x  ONLIME

pDDLE 3.97G 8oK 3.97G 0% 1.00x  ONLIME

rpool 63.56 5.97G 57.30G % 1.00x  OMLIMNE

# zpool export pool?2

# zpool list

] M Terminal B8
Fle Edit Wiew Terminal Help

root@zfslab:/# zpool export poolz i
root@zfslab:/# zpool list

MNAME SIZE  ALLOC FREE CAF DEDUP HEALTH ALTROOT

datapool  390M 352K 390M 0% 1.00x ONLINE -

rpool 63.50 5.97G 57.50 % 1.00x ONLIMNE -

Note that our pool, ‘pool2’ is no longer in our list of available pools.
The next step will be to import the pool, again showing how easy ZFS is to use.

# zpool list

=2 M Terminal =I5
Fle Edit Wiew Terminal Help

root@zfslab: /# zpool list i
NAME SIZE ALLOC FREE CAP D[EDUP HEALTH ALTROQT

datapool  390M 352K 390M 0% 1.00x ONLINE -

rpool 63.5G_ 5.97G 57.5G 9% 1.00x OMLINE -

# zpool import pool?2
# zpool list

] M Terminal BE=8
Fle Edit View Terminal Help

root@fslab: /# zpool import poolz i
root@zfslab: /# zpool list

MNAME SIZE  ALLOC FREE CAF DEDUFP HEALTH ALTROOT

datapool 390M 352K 390M %  1.00x ONLINE

poolz 2.97G 132Kk 3.970 %  1.00x ONMLINE

rpool  63.56 5.97G 57.5G 9% 1.00x ONLINE

Notice that we didn't have to tell ZFS where the disks were located. All we told ZFS
was the name of the pool. ZFS looked through all of the available disk devices and
reassembled the pool, even if the device names had been changed.

If you don’t know the name of the pool ZFS will provide the names of available
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pools.

# zpool export pool?2
# zpool import

] M Terminal = = &3

File Edit Wiew Terminal Help

|

root@zfslab: /# zpool export pool2
root@zfslab: /# zpool 1mport
pool: poolZz
1d: 9668301103121257242
state: ONLINE
action: The pool can be imported using i1ts name or numeric identifier.
config:

pool2 ONLIMNE

mirror-9 OMLINE

c4t0do  ONLINE

cd4tldo  ONLINE
root@zfslab: /#

Import your pool.

# zpool import pool2

Without an argument, ZFS will look at all of the disks attached to the system and will
provide a list of pool names that it can import. If it finds two pools of the same name,
the unique identifier can be used to select which pool you want imported.

5.5 Pool properties

There are many pool properties that can be customized for your environment. To
see a list of these properties type the following command.

# zpool get all pool?2

For Oracle employees and authorized partners only. Do

Enablement 20 not distribute to third parties.

DEVELOP- SELL- IMPLEMENT
© 2011 Oracle Corporation

Page 19 of 41



Oracle Solaris 11 — Hands On Lab #

ii B Terminal iiii:]lil
Fle Edit ¥iew Terminal Help

root@zfslab:/# zpool get all pool2 i
NAME PROPERTY VALLE SOURCE I
pool2 size 3.97G -

pool2 capacity s -

poolz altroot - default

pool2 health ONLINE -

pool2 guid S568301103121257242

pool2 wersion 33 default

pool2 bootfs - default

poolz delegation an default

pool2 autoreplace of f default

pool2 cachefile - default

pool2 failmode walt default

pool2 listsnapshots off default

pool2 autoexpand off default

pool2 dedupditto o] default

pool2 dedupratio 1.00x -

pool2 free 3.97G

poolz allocated 132K

pool2 readonly off

Pool properties are described in the zpool(1M) man page. Pool properties provide
information about the pool, effect performance, security, and availability. To seta
pool property, use zpool set. Note that not all properties can be changed (ex.
version, free, allocated).

Set the ‘listsnapshot’ property to ‘on’. The listsnapshot (also listsnaps) controls
whether information about snapshots is displayed when the ‘zfs list’ command is
run without the -t option. The default value is ‘off’.

# zpool set listsnapshots=on pool2
# zpool get listsnapshots pool2

o W Terminal 8E0
Fle Edit ¥iew Terminal Help

root@zfslab:/# zpool set listsnapshots=on poolz i
root@zfslab: /# zpool get listsnapshots poolz

MNAME PROPERTY WALLE SOURCE

pool2z listsnapshots on local

5.6 Upgrading pools

As with any software package, ZFS goes through upgrades over time. Let's take a
look at how we can find the zpool version number, features provided by that
version, and how we can potentially upgrade, or even downgrade our ZFS Pool
version to accommodate potential compatibility scenarios. To find out what
features have been added over time, use the below command.

# zpool upgrade -v
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(=] B Terminal = =8

Fle Edit View Terminal Help

root@zfslab:/# zpool upgrade -v i
This system 1s currently running ZFS pool version 33. [

The following versions are supported:

VER DESCRIPTIOM

Initial ZFS version

Ditto blocks (replicated metadata)

Hot spares and double parity RAID-Z
zpool history

Compression using the gzip algorithm
bootfs pool property

Separate intent log devices

Delegated administration

refquota and refreservation properties
10 Cache devices

11 Improved scrub performance

12 Snapshot properties

13 snapused property

14 passthrough-x aclinherit

15 user/group space accounting

16 stmf property support

17 Triple-parity RAID-Z

18 Snapshot user holds

19 Log device removal

20 Compression using zle (zero-length encoding)
21 Deduplication

22 Recelved properties

23 slim ZIL

24 System attributes

25 Improved scrub stats

26 Improved snapshot deletion performance
27 Improved snapshot creation performance
28 Multiple vdev replacements

29 RAID-Z/mirror hybrid allocator

30 Encryption

31 Improved 'zfs list' performance

32 oOne MB blocksize

33 Improved share support

mmwmmhwm»—n:

For more information on a particular version, including supported releases,
see the ZFS Administration Guide.

When you patch or upgrade Oracle Solaris, a new version of zpool may be available.
It is simple to upgrade or downgrade an existing pool. We'll create a pool using an
older version number, and then upgrade the pool.

# zpool destroy pool?2
# zpool create -o version=17 pool2 mirror c4t0d0 c4t1d0
# zpool get version pool?2

Ei B Terminal iiii:]l!'
Fle Edit Wiew Terminal Help
root@zfslab:/# zpool destroy poolz i

root@zfslab:/# zpool create -o version=17 pool2 mirror c4t0d0 c4tldo
root@zfslab:/# zpool get version poolz

MNAME PROPERTY  WALUE SOURCE

pool2 version 17 local

Note that your pool is now at version 17.

The next step would be to upgrade the old pool to the latest version. Execute the
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following commands.

# zpool upgrade pool?2

(+] B Terminal - =8

Fle Edit WView Terminal Help

root@zfslab: /# zpool upgrade poolZz A
This system is currently running ZFS pool version 33.

successTully upgraded 'pool2' from version 17 to version 33

It's that simple. Now you can use features provided in the newer zpool version, like
log device removal (19), snapshot user holds (18), etc.

This concludes the section on pools. There is a wealth of features that we haven’t
explored yet. Check out the man page for many other features that you can take
advantage of.

Let’s clean up before proceeding to the next lab.

# zpool destroy pool?2
# zpool destroy datapool

5.1 ZFS split command

A mirrored ZFS storage pool can be quickly cloned as a backup pool by using the
zpool split command.

First let’s create a mirrored ZFS pool named pool3 with two of our SAS disks.

# format < /dev/null
# zpool create pool3 mirror c4t2d0 c4t3d0
# zpool status pool3
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ii B Terminal EiIEj|B3

Fle Edit View Terminal Help

root@zfslab:/# format < sdev/null
Searching for disks...done

|

AVAILABLE DISK SELECTIONS:
0. c3t0dD =ATA-VBOX HARDDISK-1.0 cyl 8351 alt 2 hd 255 sec 63=
/pci@o, 0/pcisoss, 2829ad,/ disk@d, O
1. c4tDd@ <VBOX-HARDDISK-1.0-4, 00GE=
/pci@o, 0/pci 1000, BO00E1E, sd@0, 0
2. c4tldo =VBOX-HARDDISK-1.0- 4. 00GE=
/pci@o, 0/pci 1060, B000@16,/sd@l, 0
3. c4t2d0 <VBOX-HARDDISK-1.0- 4, 00GE=
/pci@o, 0/pci 1000, BO00E1E, sd@2, 0
4. c4t3do <VBOX-HARDDISK-1.0- 4. 00GB=
/pci@o, 0/pci 1060, B000@16, sd@s, 0
Specify disk (enter i1ts number):
root@zfslab: /# zpool create pool3 mirror c4t2do c4t3do
root@zfslab: /# zpool status pool3
pool: pool3
state: ONLIME
scan: none requested

config:
MAME STATE READ WRITE CKSLM
pool3 ONLINE ] ] 0
mirror-0 ONLIMNE 0] 0] 0
cdt2do  ONLINE Q Q 0]
c4t3d0 ONLINMNE Q Q 0]

errors: Mo known data errors
root@zfslab: /# ||

L

Remember that our pool is automatically mounted so let's go ahead and create some
data and store it in the resulting file system.

# ps —-fe > /pool3/psfile.txt
# 1s -1 /pool3

ii B Terminal EiIEj|B3
Fle Edit Miew Terminal Help

root@zfslab: /# ps -fe = /pool3/psfile.txt A
root@zfslab: /# ls -1 /fpool3

total 1

-PwW-r--r-- 1 root root 8850 Aug 14 17:01 psfile.txt

root@zfslab: /# ||

First let’s check the status of the file system for size and then let’s split the pool and
create our instant backup copy. We will provide a name for the resulting second
pool and call it ‘pool4’.

zfs list pool3

zpool split pool3 poolid
zpool status

zfs list pool3

e
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(] B Terminal M = 3

Fle Edit Miew Terminal Help

root@zfslab: /# zfs list pool3
MAME USED AVAIL REFER MOUNTPOINT
pool3 94K 3.91G 40K /pool3
root@zfslab: /# zpool split pool3 pool4d
root@zfslab: /# zpool status

pool: pocl3

state: OMLIME

scan: none requested

|

config:
MAME STATE FEAD WRITE CKSUM
pool3 OMLIMNE Q Q 0]
cAt2d® ONLINE Q Q 0]

errors: Mo known data errors

pool: rpool
state: ONLINE
scan: none requested

config:
MAME STATE READ WRITE CESUM
rpool ONLINE Q Q 0]
c3t0dO0s0  ONLIMNE Q Q ]

errors: Mo known data errors
root@zfslab: /# zfs list pool3

MAME USED AWAIL REFER MOUNTROIMT
pool3 95.5K 3.91G 40K /pool3
root@zfslab: /#

Note that our pool now only contains a single disk but the size is still the same. And
running the Is command shows that our file is still there and has not come to any

harm.
[+ B Terminal = = 83
Fle Edit VMew Terminal Help
root@zfslab:/# 1ls -1 /pool3 &
total 19
-Pw-F--r-- 1 root root 8850 Aug 14 17:01 psfile.txt

root@zfslab: /#

Our new pool doesn’t show up in the list because it still needs to be imported. Let’s
do that now.

# zpool import pool4
# zpool status pool3 pool4
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ii B Terminal Ei Ej Ea
Fle Edit View Terminal Help

root@zfslab: /# zpool import poold &

root@zfslab: /# zpool status pool3 poold I
pool: pool3

state: OMNLIMNE
scan: none requested
config:

NAME STATE READ WRITE CKSUM
pool3 ONLINE ol o} 0
c4t2do  ONLINE 5! 0 0

errors: Mo known data errors

pool: pool4d

state: OMLINE

scan: none requested
config:

MAME STATE READ WRITE CKSUM
poold ONLIME 9] o o]
c4t3d0  OMLINE Q0 o o]

errors: No known data errors

root@zfslab: /# |

That confirms our split pools. Now let’s verify that our file has been duplicated in
the filesystem.

# 1s -1 /pool3
# 1s -1 /pool4

~ ] M Terminal B@8
Fle Edit ¥iew Terminal Help

root@zfslab:/# 1s -1 /pool3 &
total 19

-PwW-r--r-- 1 root root 8850 Aug 14 17:01 psfile.txt

root@zfslab:/# 1s -1 /pool4d

total 19

-PwW-F--r-- 1 root root 8850 Aug 14 17:01 psfile.txt

root@zfslab: # ]

Now just for the heck of it, let’s put the mirror back together. If this were a
production system you would ensure that complete and proper backups were done
before playing with splits and joins like this in a filesystem no matter how
trustworthy the software may be.

First we'll need to destroy pool4 because it has the disk we want to put back into the
mirror. Then we’ll use the attach subcommand to bring a new disk into our
nonredundant single disk pool as a mirror. With the attach command you need to
list the existing device first and then the device you wish to join into the mirror.

# zpool destroy pooli
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# zpool status pool3 poold
# zpool attach pool3 c4t2d0 c4t3d0
# zpool status pool3

¥ M Terminal 886
Fle Edit Wiew Terminal Help
root@zfslab: /# zpool status pool3 pool4 [
cannot open 'pool4': no such pool [
pool: pool3
state: ONLIME
scan: resilvered 100K in GhGm with © errors on Tue Aug 14 17:16:28 2012
config:
MAME STATE READ WRITE CKSLUM
pool3 OMLIMNE o] Q0 0
cdt2d0  ONLINE Q Q 0]
erraors: Mo known data errors
root@zfslab: /# zpool attach pool3 c4t2do cat3do
root@zfslab: /# zpool status pool3
pool: pool3
state: ONLINE ) .
scan: resilvered 112K in OhGm with © errors on Tue Aug 14 17:22:21 2012
config:
MAME STATE READ WRITE CKSLM
pool3 ONLINE 5! @ 0
mirror-0 ONLINE o] o] Q
cAt2d® ONLINE Q Q 0]
c4t3d0  ONLINE Q0 Q0 o}
errors: Mo known data errors
root@zfslab: /#
The mirrored pool is now back to normal and the file it contained is still intact.
# 1s -1 /pool3
~ M Terminal BE6
Fle Edit View Terminal Help
root@zfslab:/# 1s -1 /pool3 A
total 19
“FW-F--r-- 1 root root 8850 Aug 14 17:01 psfile.txt

root@zfslab: /#

6 Working with datasets (file systems and volumes)

Now that we understand pools, the next topic is file systems. We will use the term
datasets because a zpool can provide many different types of access, not just
through traditional file systems.

As we saw in the earlier exercise, a default dataset (file system) is automatically
created when creating a zpool. Unlike other file system and volume managers, ZFS
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provides hierarchical datasets (peer, parents, children), allowing a single pool to
provide many storage choices.

ZFS datasets are created, destroyed and managed using the zfs(1M) command.

6.1 Dataset lab setup

To begin working with datasets, let's create a simple pool, again called datapool and
4 additional datasets called bob joe fred and pat. Execute the following commands
on your system...

zpool create datapool mirror c4t0d0 c4tldO
zfs create datapool/bob

zfs create datapool/joe

zfs create datapool/fred

zfs create datapool/pat

H= o e o

Usethe‘zfs list -r datapool’command to confirm your work.

(] B Terminal - = 3
Fle Edit WView Terminal Help
root@zfslab: /# zpool create datapool mirror c4todo c4tldo }

root@zfslab: /# zfs create datapool/bob
root@zfslab: /# zfs create datapool/joe
root@zfslab:/# zfs create datapool/fred
root@zfslab: /# zfs create datapool/pat
root@zfslab:/#

root@zfslab:/# zfs list -r datapool

MAME USED AVAIL REFER MOUNTPOIMT
datapool 240K  3.91G 35K /datapool
datapool/bob 31K 3.91G 31K /datapool/bob
datapool/sfred 31K 3.91G 31K /datapool/fred
datapool/joe 31K 3.91G 31K /datapool/joe
datapool/pat 31K 3.91G 31K /datapool/pat

Byusing zfs 1list -r datapool, we are listing all of the datasets in the pool
named datapool. As in the earlier exercise, all of these datasets (file systems) have
been automatically mounted.

If this was a traditional file system, you might think there was 19.55 GB (3.81 GB x
5) available for datapool and its 4 datasets, but the 4GB in the pool is shared across
all of the datasets. To see an example of this behavior, type the following
commands:

# mkfile 1024m /datapool/bob/bigfile
# zfs list -r datapool
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B Terminal

File Edit Wiew Terminal Help

root@zfslab: /# mkfile 1024m /datapool/bobs/bigfile

root@zfslab:/# zfs list -r datapool

MAME
datapool
datapool/bob

datapool/fred

datapool/joe
datapool/pat

USED AVAIL REFER MOUNTPOINT

982M 2.95G 35K /datapool
9g81M 2.95G 981M /sdatapool/bob

31K 2.95G 31K /datapool/fred

31K 2.95G 31K /datapool/joe
_31K 2.95G 31K /datapool/pat

Notice that in the USED column, datapool/bob shows 1GB in use. The other datasets
show just the metadata overhead (31k), but their available space has been reduced
to 2.95GB, the amount of free space available to them after the consumption of 1GB
by the datapool/bob dataset.

6.2 Hierarchical datasets

A dataset can have children, just as a directory can have subdirectories. For
datapool/fred, let's create a dataset for documents, and then underneath that,
additional datasets for pictures, video and audio. Execute the following commands:

H= o S

zfs create
zfs create
zfs create
zfs create

datapool/fred/documents
datapool/fred/documents/pictures
datapool/fred/documents/video
datapool/fred/documents/audio

# zfs list -r datapool

Fle Edit View

root@zfslab: /#
root@zfslab:/#
root@zfslab: /#
root@zfslab:/#
root@zfslab: /#
root@zfslab:/#

Terminal Help

create datapool/fred/documents
create datapool/fred/documents/pictures

zfs
zfs
zfs
zfs

zfs

create datapool/fred/documents/video
create datapool/fred/documents/audio

list -r datapool

MNAME LISED
datapool 1.00G
datapool/bob 1.00G
datapool/fred 159K
datapool/fred/documents 127K
datapool/fred/documents/audio 31K
datapool/fred/documents/pictures 31K
datapool/fred/documents/video 31K
datapool/joe 31K
datapool/pat 31K

AVAIL

2.91G
2.91G
2.91G
2.91G
2.
2
2
2
2

91G

.91G
.91G
.91G
.91G

REFER

1.

35K
00G
32K
34K
31K
31K
31K
31K
31K

B Terminal

MOUNT PO NT

/datapoal

/datapool/bob

/datapool/fred
/datapool/fred/documents
J/datapool/fred/documents/audio
/datapool/fred/documents/pictures
J/datapool/fred/documents/video
/datapool/joe

/datapool/pat
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ZFS datasets are flexible and can be manipulated with a myriad of properties. The
next short exercise will examine some ZFS dataset properties and how to
manipulate them and why.

Fle Edit Wiew Terminal Help
root@zfslab:/# zfs get all datapool

MAME

datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool
datapool

PROPERTY

type

creation

used

available
referenced
compressratio
mounted

quota
reservation
recordsize
mountpoint
sharenfs
checksum
compression
atime

devices

exec

setuid
readonly

zoned

snapdir
aclmode
aclinherit
canmount

xattr

coples

version
utfsonly
normalization
casesensitivity
vscan

nbmand
sharesmb
refquota
refreservation
primarycache
secondarycache
usedbysnapshots
usedbydataset
usedbychildren
usedbyrefreservation
logbias

dedup

mLslabel

sync
encryption
keysource
keystatus
rekeydate
rstchown
shadow

B Terminal

VALUE
filesystem
Mon Aug 13 22:08 2012
1.00G
2.91G

35K

1.00x

yes

none

none

128K
/datapool
of f

on
of f

on

on

on

on

of f

of f
hidden
discard
restricted
on

on

1

5

of f
none
mixed
of f

of f

of f
none
none
all

all

o]

35K
1.00G
o]
latency
of f
none
standard
of f
none
none

on

none

SOURCE

default
default
default
default
default
default
default
default
default
default
default
default
default
default
default
default
default
default
default

default
default
default
default
default
default
default

aefault
default

aefault
aefault

aefault
default

e
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As you can see, there are many dataset properties that can be set. For a complete
explanation of each property, consult the zfs(1M) man page. We'll outline a few
examples in the following exercise.

6.4 Quotas and reservations

ZFS dataset quotas are used to limit the amount of space consumed by a dataset
and all of its children. Reservations are used to guarantee that a dataset has an
allocated amount of storage that can’t be consumed by other datasets in use.

To set quotas and reservations, use the zfs set command.

# zfs set quota=2g datapool/fred
# zfs set reservation=1.5G datapool/fred
# zfs list -r datapool

ii B Terminal Ei Ej Ea
Fle Edit View Terminal Help

root@zfslab: /# zfs set quota=2g datapool/fred A
root@zfslab: /# zfs set reservation=1.5g datapool/fred I
root@zfslab: /# zfs list -r datapool

MAME USED  AVAIL REFER MOUNTPOINT

datapool 2.50G6 1.41G 35K fdatapool

datapool/bab 1.00G 1.41G 1.00G /datapool/bob

datapool/fred 158K  2.00G 32Kk sdatapool/fred

datapool/fred/documents 127K 2.00G 34k jdatapool/fred/documents
datapool/fred/documents/audio 31K 2.00G 31K fdatapool/fred/documents/audio
datapool/fred/documents/pictures 31K 2.00G 31K fdatapool/fred/documents/pictures
datapool/fred/documents/video 31K 2.00G 31K fdatapool/fred/documents/video
datapool/joe 31K 1.41G 31K /fdatapool/joe

datapool/pat  _ 31K 1.41G 31K fdatapool/pat

The first thing to notice is that the available space for datapool/fred and all of its
children is now 2GB, which was the quota we set with the command above. Also
notice that the quota is inherited by all of the children.

The reservation is a bit harder to see.
Original pool size 3.91GB

In use by datapool/bob 1.0GB
Reservation by datapool/fred 1.5GB

So, datapool/joe should see 3.91GB - 1.0GB - 1.5GB = 1.4GB available.
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6.5 Changing the mountpoint

With a traditional UNIX file systems changing a mountpoint would require a few
steps, including ...

. Unmounting the file system

. Making a new directory

. Editing /etc/vfstab

. Mounting the new file system

With ZFS it can be done with a single command. In the next example, let's move
datapool/fred to a directory just called /fred. First let’s look at the current
mountpoint.

# zfs list -r datapool

[+ B Terminal = = &

Fle Edit View Terminal Help

root@zfslab: /# zfs list -r datapool [a
MAME USED AVAIL REFER MOUMTPOINT [
datapool 2.50G 1.41G 35K /datapool

datapool/bob 1.00G 1.41G 1.00G /datapool/bob

datapool/fred 159K 2.00G 32Kk /datapool/fred

datapool/fred/documents 127K 2.00G 34K /datapool/fred/documents
datapool/fred/documents/audio 31Kk 2.00G 31K /datapool/fred/documents/audio
datapool/fred/documents/pictures 31K 2.00G 31K /datapool/fred/documents/pictures
datapool/fred/documents/video 31K 2.00G 31K /datapool/fred/documents/video
datapool/joe 31K 1.41G 31K /datapool/joe

datapool/pat 31K 1.41G 31K /datapool/pat

Now let’s change it.

# zfs set mountpoint=/fred datapool/fred

And look at it again.

# zfs list -r datapool
Ei B Terminal Ei Ej aa
w Terminal Help
root@zfslab:/# zfs set mountpoint=/fred datapool/fred la
root@zfslab:/# zfs list -r datapool [
MAME USED AVAIL REFER  MOUMTPOINT
datapool 2.50G6 1.41G 35K /datapool
datapool/bob 1.00G 1.41G 1.00G /datapool/bob
datapool/fred 152K  2.00G 32K /fred
datapool/fred/documents 127K 2.00G 34K /fred/documents
datapool/fred/documents/audio 31K 2.00G 31K  /fred/documents/audiao
datapool/fred/documents/pictures 31K 2.00G 31K /fred/documents/pictures
datapool/fred/documents/video 31K 2.00G 31K /fred/documents/video
datapool/joe 31K 1.41G 31K /datapool/joe
datapool/pat  _ 31K 1.41G 31K /datapool/pat

Notice that not only did the command change datapool/fred, but also all of its
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children, in one single command.

6.6 ZFS Volumes (zvols)

Let’s look at another type of dataset, the zvol and what it can do.

Volumes, or zvols, provide a block level (raw and cooked) interface into the zpool.
Instead of creating a file system where you place files and directories, a single object
is created and then accessed as if it were a real disk device. This would be used for
things like raw database files, virtual machine disk images and legacy file systems.
Oracle Solaris also uses this for the swap and dump devices when installed into a
zpool.

# zfs list -r rpool

[+ B Terminal = =8
Fle Edit Miew Terminal Help

root@zfslab: /% zfs list -r rpool i
MAME USED AVAIL REFER MOUNTPOIMNT [
rpool £5.02G 56.56 38K /rpool

rpool/ROOT 4.48G 56.5G 31K  legacy

rpool/ROOT fsolaris 4,486 56.5G 4.05G /

rpool/ROOT fsolaris/var 334M 56.5G  183M  Jfvar

rpool/dump S516M 56.5G S00M -

rpool/export 1.77M  56.50 32K Jexport

rpool/export/home 1.74M 56.5G 720K Jexport/home

rpool/export/home/labuser 1.00M 56.5G 1.00M Jexport/home/labuser

rpool/export/home/releng 31K 55.5G 31K Jfexport/home/releng

rpool/swap - 1.03G 56.5G 1.00G -

In this example, rpool/dump is the dump device for Solaris and it 516MB.
rpool/swap is the swap device and it is 1GB. As you can see, you can mix files and
devices within the same pool.

Unlike a file system dataset, you must specifically designate the size of the device
when you create it, but you can change it later if needed. It's just another dataset
property. Create a volume.

# zfs create -V 500m datapool/voll

This creates two device nodes: /dev/zvol /dsk/datapool/voll (cooked) and
/dev/zvol /rdsk/datapool/voll (raw). These can be used like any other raw or
cooked device. We can even put a UFS file system on it.

# newfs /dev/zvol/rdsk/datapool/voll

For Oracle employees and authorized partners only. Do

Enablement 20 not distribute to third parties. Page 32 of 41

DEVELOP- SELL- IMPLEMENT
© 2011 Oracle Corporation



Oracle Solaris 11 — Hands On Lab #

[+ B Terminal = =8

Fle Edit View Terminal Help

root@zfslab: /# zfs create -V 500m datapool/voll
root@zfslab: /# newfs /dev/zvol/rdsk/datapool/voll
newfs: construct a new file system /devw/zvol/rdsk/datapool/voll: (y/nl? vy
Warning: 2082 sector(s) in last cylinder unallocated
Jdevszvol/rdsk/datapool/vall: 1023966 sectors in 167 cylinders of 48 tracks, 128 sectors
500.0MB 1n 12 cyl groups (14 c/g, 42.00MB/g, 20160 1/g)
super-block backups (for fsck -F ufs -o b=#) at:
32, 86176, 172320, 258464, 344608, 430752, S16896, 603040, 689184, 775328,
861472, 947616

r._l

Expanding a volume is just a matter of setting the dataset property volsize to a new
value. Be careful when lowering the value as this will truncate the volume and you
could lose data. In this next example, let's grow our volume from 500MB to 1GB.
Since there is a UFS file system on it, we'll use growfs to make the file system use the
new space.

# zfs set volsize=1g datapool/voll
# growfs /dev/zvol/rdsk/datapool/voll

(] B Terminal = =8

Fle Edit View Terminal Help

root@zfslab: /# zfs set volsize=1lg datapool/voll

root@zfslab: /# growfs sdev/zvol/rdsk/datapool/voll

Warning: 4130 sector(s) in last cylinder unallocated

J/dev/zvol/rdsk/datapool/voll: 2097118 sectors in 342 cylinders of 48 tracks, 128 sectors
1024.0MB 1n 25 cyl groups (14 c/g, 42.00MB/g, 20160 1/g)

super-block backups (for fsck -F ufs -o b=#) at:

32, 86176, 172320, 258464, 344608, 430752, 516806, 603040, 680184, 775328,

1292192, 1378336, 1464480, 1550624, 16836768, 1722912, 1802056, 1895200,

1981344, 2067488

e

6.7 Snapshots and clones

ZFS provides the ability to preserve the contents of a dataset through the use of
snapshots. And snapshots are easy to create and take up virtually no space when
they’re first created. Type the below commands to create some snapshots.

# zfs snapshot datapool/bob@now

The value after the @ denotes the name of the snapshot. Any number of snapshots
can be taken.

# zfs snapshot datapool/bob@later
# zfs snapshot datapool/bob@waylater
# zfs list -r -t all datapool/bob
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iii B Terminal iEi f:]li’
Fle Edit View Terminal Help
root@zfslab: /# zfs snapshot datapool/bob@Enow :A

root@zfslab: /# zfs snapshot datapool/bob@later
root@zfslab: /# zfs snapshot datapool/bob@waylater
root@zfslab:/# zfs list -r -t all datapool/bob

MAME USED AWVAIL REFER MOUNTPOINT
datapool/bob 1.00G  384M 1.00G /datapool/bob
datapool/bob@now o] - 1.0 -
datapool/bob@later o] - l.00G -
datapool/bob@waylater o] - 1.00G6

Note that the snapshots take up zero bytes.

Delete these snapshots as they won’t be needed for the actual lab.

# zfs
# zfs
# zfs

destroy datapool/bob@waylater
destroy datapool/bob@later
destroy datapool/bob@now

And verify that they’re gone

# zfs

list -r -t all datapool/bob

B Terminal = =8

Fle Edit Wiew Terminal Help

root@zfslab:/# zfs destroy datapool/bob@now i
root@zfslab:/# zfs destroy datapool/bob@later

root@zfslab:/# zfs destroy datapool/bob@waylater

root@zfslab:/# zfs list -r -t all datapool/bob

NAME

USED  AVAIL REFER MOUNTPOIMNT

datapool/bob 1.00G 384M 1.00G /datapool/bob

We can use our point in time snapshots to create new datasets called clones Clones
are datasets, just like any other, but start off with the contents from the snapshot.
Clones and snapshots make efficient use of storage. Clones only require space for
the data that's different than the snapshot. That means that if 5 clones are created
from a single snapshot, only 1 copy of the common data is required.

Remember that datapool/bob has a 1GB file in it? Let's take a snapshot of the
datapool and then create some clones.

zfs
zfs
zfs
zfs
zfs

S T

snapshot datapool/bobRoriginal

clone datapool/bob@original datapool/newbob
clone datapool/bobRoriginal datapool/newfred
clone datapool/bob@original datapool/newpat
clone datapool/bobRoriginal datapool/newjoe
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root@zfslab:~#
root@zfslab:~#
root@zftslab:~#
root@zfslab:~#
root@zfslab:~#

Oracle Solaris 11 — Hands On Lab #

B Terminal = =8

Terminal Help

zfs
zfs
zfs
zfs

Efs

snapshot datapool/bob@original I
clone datapool/bob@riginal datapool/newbob
clone datapool/bob@original datapool/newfread
clone datapool/bob@riginal datapool/newpat
clone datapool/bob@riginal datapool/newjoe

Use‘zfs list -r —o space datapool’to illustrate what's going on.

ii B Terminal Ei Ej Ea
Fle Edit View Terminal Help

root@zfslab:~# zfs list -r -o space datapool i
NAME AVAIL USED USEDSNAP USEDDS USEDREFRESERY USEDCHILD |
datapool 383M  3.53G 0 3K o 3.53G
datapeol/bob 383M  1.00G 0 1.00G o 0
datapeool/fred 1.87G6 159K 6] 332K o 127K
datapool/fred/documents 1.87G 127K o] 34K o] 93K
datapool/fred/documents/audio 1.87G 31K e} 31K o} 0
datapool/fred/documents/pictures 1.87G 31K Q 31K 0] 0]
datapool/fred/documents/video 1.87G 31K o] 31K o] o]
datapool/joe 383M 31K o] 31K o] o]
datapool/newhob 383M 18K e} 18K a 0
datapool/newfred 383M 18K o] 18K o] 0
datapool/newjoe 383M 18K ol 18K o] o]
datapool /newpat 383M 18K o] 18K o] o]
datapool/pat 383M 31K ol 31K o] 0
datapeol/voll 1.34G  1.03G o B82.7M oaaM 0

We can see that there's a 1GB file in datapool/bob. Right now, that's the dataset
being charged with the copy, although all of the clones can use it.

Now let's delete it in the original file system, and all of the clones, and see what

happens.

# rm /datapool/*/bigfile
# zfs list -r -o space datapool

Fle Edit View Terminal

root@zfslab: /datapool# zfs list -r -o space datapool

MAME

datapool
datapool/bob
datapool/fred

datapool/fred/documents
datapool/fred/documents/audio
datapool/fred/documents/pictures
datapool/fred/documents/video

datapool/joe
datapool/newbob
datapool /newfred
datapool/newjoe
datapool/newpat
datapool/pat

B Terminal = =8
Help

root@zfslab: /datapool# rm sdatapool/*/bigfile &

AWATL USED UseEDSWAP  USEDDS USEDREFRESERY  USEDCHILD

382M  3.5306 o] 30K Q 3.536

382M  1.00G 1.00G 31K Q Q

1.87G 159K 0] 32K Q 127K

1.87G 127K 0] 34K Q 93K

1.87G 31K o] 31K Q Q

1.87G 31K 0] 31K 0] Q

1.87G 31K 0] 31K Q Q

382M 31K 0] 31K Q Q

382M 19K 0] 19K Q 0]

382M 19K o] 18K Q Q

382M 19K 0] 19K Q Q

382M 19K 0] 19K Q Q

382M 31K 0] 31K Q Q

1.34G 1.03G o] &62.7M Q94M Q

datapool/voll

Notice that the 1GB has not been freed (avail space is still 382M), but the USEDSNAP
value for datapool/bob has gone from 0 to 1GB, indicating that the snapshot is
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now holding that 1GB of data. To free that space you will have to delete the
snapshot. In this case you would also have to delete any clones that are derived from

It.

# zfs destroy datapool/bob@original
# zfs destroy —-R datapool/bob@original

Fle Edit Miew Terminal Help

root@zfslab: /datapool# zfs destroy datapool/bobGoriginal

cannot destroy 'datapool/bob@ori

use '-R' to destroy the following datasets:

datapool /newbob
datapool/newfred
datapool/newpat
datapool/newjoe
root@zfslab: /datapool#

root@zfslab: /datapool# zfs destroy -R datapool/bob@original

B Terminal = = 8

.

ginal': snapshot has dependent clones

# zfs list -r -o space datapool

Fle Edit Wiew Terminal Help

root@zfslab: /datapool# zfs list
MAME

datapool

datapool/bob

datapool/fred
datapool/fred/documents
datapool/fred/documents/audio
datapool/fred/documents/pictures
datapool/fred/documents/video
datapool/joe

datapool/pat

datapool/voll

B Terminal ii Ej Ea
-r -o space datapool Y
AVAIL USED USEDSMAP USEDDS USEDREFRESERV USEDCHILD |
1.37G 2.530 0] 24K o 2.530
1.37G 31K Q 21K o o]
2.00G6 159K o] 32K o] 127K
2.00G6 127K Q 34K Q 93K
2.006 31K 0] 21K o o]
2.006 31K Q 21K o o]
2.00G6 31K o] 31K o] o}
1.37G 31K Q 31K Q o]
1.37G 31K 0] 21K o o]
2.34G6  1.0306 Q 62.7M 994M o]

The 1GB file that we deleted has been freed because the last snapshot holding it has

been deleted.

You can also take a snapshot of a dataset and all of its children. A recursive
snapshot is atomic, meaning that it is a consistent point in time picture of the
contents of all of the datasets. Use -r for a recursive snapshot.

# zfs snapshot -r datapool/fred@now

# zfs list -r -t all

datapool/fred
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[~ B Terminal == 83
File Edit Wiew Terminal Help

root@zfslab: /datapool# zfs snapshot -r datapool/fred@now IS
root@zfslab: /datapool# zfs list -r -t all datapool/fred [
MAME USED AVAIL REFER MOUMNTPOINT

datapool/fred 159K 2.00G 32k /fred

datapool/fred@now o] - 32K -

datapool/fred/documents 127K 2.00G 34K /fred/documents
datapool/fred/documents@now 0 - 34K -

datapool/fred/documents/audio 31K 2.00G 31K  /fred/documents/audio
datapool/fred/documents/audioc@now o] - 31K -

datapool/fred/documents/pilctures 31K 2.00G 31K /ffred/documents/pictures
datapool/fred/documents/plctures@now 0] - 31K -

datapool/fred/documents/video 31K 2.00G 31Kk /fred/documents/video
datapool/fred/documents/video@now o] - 31K -

Snapshosts can also be destroyed recursively using -r.

# zfs destroy —-r datapool/fred@now

ﬁ B Terminal E @ m
Fle Edit Wiew Terminal Help
root@zfslab: /datapool# zfs destroy -r datapool/fred@now EL

The last item we’ll cover is a new command in Oracle Solaris 11, the ZFS diff
command. The diff command enables a system administrator to determine the
differences between different ZFS snapshots.

Let’s start by creating some snapshots and adding files to a user’s home directory.
Assuming you have the ‘labuser’ in your Solaris instance let’s use that home
directory for our example.

# zfs list -r -t all rpool/export

Create a text file in the users home directory and take a snapshot — call the snapshot
‘snapl’

# ps —-fe >> /export/home/labuser/psfile.txt
# zfs snapshot rpool/export/home/labuser@snapl

(] B Terminal M = 3

Fle Edit View Terminal Help

root@zfslab: /# zfs list -r -t all rpool/export A
MAME USED AVAIL REFER MOUNTPOIMNT I
rpool/export 5.66M 56.50G 32K Jexport

rpool fexport/home 5.63M 56.5G 720K Jexport/home

rpool/export/home/labuser 5.92M 56.5G 5.92M  Jexport/home/labuser
root@zfslab: /# ps -fe == sexport/homeslabuser/psfile.txt
root@zfslab: /# zfs snapshot rpool/export/home/labuser@snapl
root@zfslab: /#

Verify your snapshot
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# zfs list -r -t all rpool/export

[+ B Terminal = =8
Fle Edit Wiew Terminal Help
root@zfslab: /# zfs Llist -r -t all rpool/export A
MAME USED  AVAIL REFER MOUMTPOIMT
rpool/export 6.70M 56.50 32K Jexport
rpool /export/home 6.67M 56.5G 718K Jexport/home
rpool/export/home/labuser 5.97M 56.5G 5.93M Jexport/home/labuser
rpool/export/home/labuser@snapl 38K 5.83M -
rooct@zfslab: /#
Now let’s create another file ...
# svcs -a >> /export/home/labuser/svcsfile.txt
Take another snapshot, call it snap2, and confirm your snapshots again.
# zfs snapshot rpool/export/home/labuser@snap?2
# zfs list -r -t all rpool/export
(] B Terminal = = B3
Fle Edit Mew Terminal Help
root@zfslab: /# svcs -a == Jexport/home/labuser/svecsfile. txt N
root@zfslab: /# zfs snapshot rpool/export/home;labuser@snapz I
root@zfslab: /#
root@zfslab:/# zfs list -r -t all rpool/export
MAME USED  AVAIL REFER  MOUMTPOIMT
rpool fexport 5.71M 56.50 32K Jexport
rpool/export/home 6.68M 56.5G 718K Jfexport/home
rpool/export/home/Labuser 5.98M 56.5G 5.94M Jexport/home/labuser
rpoolsexport/home/labuser@snapl 40K 5.93M -
rpool fexport/home/labuser@snap2 o] 5. 94M
root@zfslab: /# ||
Now let’s run the diff command and see what happens.
# zfs diff rpool/export/home/labuser@snapl \
rpool/export/home/labuser@snap?
ﬁ B Terminal E @ B
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root@zfslab:/# zfs diff rpool/export/home/Labuser@snapl rpool/export/home/labuser@snapz |a

M Jexport/home/Labuser/
M Jexport/home/Labuser/ . gnome2/gnome- power - manager

Jfexport/home/labuser /. gnome2/gnome - power-manager/profile-50000- charging.csv
+ Jfexport/home/labuser /. gnome2/gnome - power-manager/profile-50000- charging.csv
+ Jfexport/home/labuser /svesfile. txt

root@zfslab: /# |

Note: I planned this lab to just incorporate the files we created but since we're on a
laptop the profile-5000-charging.csv file kind of popped in there, you may or may not

have that file in your output.
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The output on the diff command indicates that the file or directory has been
modified with the ‘M’ at the left side. The ‘-‘ indicates that the file or directory is
present in the older snapshot but not in the newer one. The ‘+’ sign indicates that
the file or directory is present in the more recent snapshot but not in the older
snapshot. You might also see an ‘R’ indicating that a file has been renamed in
between snapshots.

6.8 Compression

Compression is a useful feature integrated with the ZFS file system. ZFS allows both
compressed and noncompressed data to coexist. By turning on the compression
property, all new blocks written will be compressed while the existing blocks will
remain in their original state.

Let’s create a 500MB file we can do some compression on. Type the following
commands:

# zfs list datapool/bob
# mkfile 500m /datapool/bob/bigfile
# zfs list datapool/bob

[~ M Terminal =8
Fle Edit Wiew Terminal Help

root@zfslab: /datapool# zfs list datapool/bob A
MAME USED  AVAIL REFER  MOUMTPOINT

datapool/bob 31K 1.37G 31Kk /datapool/bob
root@zfslab: /datapool# mkfile S0om sdatapool/bobsbigfile
root@zfslab: /datapool# zfs list datapool/bob

MAME USED AVAIL REFER MOUMTPOINT
datapool/bob 498M  gEgM  499M /datapool/hob

Now let's turn on compression for datapool/bob and copy the original 500MB file.
Verify that you now have 2 separate 500MB files when this is done.

Type the following commands:

# zfs set compression=on datapool/bob
# cp /datapool/bob/bigfile /datapool/bob/bigcompressedfile
# 1s -la /datapool/bob
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root@zfslab: /datapool# zfs set compression=on datapool/bob IS
root@zfslab: /datapool# cp sdatapool/bobs/bigfile sdatapool/bob/bigcompressedfile [
root@zfslab: /datapool# 1s -la /datapool/bob

total 1024154

drwxr-xr-x 2 root root 4 fug 14 03:34 .

drwxr-xr-x S root root S Aug 14 03:13 ..

N LT EE 1 root root 524288000 Aug 14 03:35 bigcompressedfile
N T 1 root root 524288000 Aug 14 03:30 bigfile
root@zfslab: /datapool# zfs list datapool/bob

MNAME USED  AVAIL REFER MOUNTPOIMNT

datapool/bob S0oM S08M  500M /datapool/bob

# zfs list datapool/bob

There are now 2 different 500MB files in /datapool/bob, but the Is command only
says 500MB is used. It turns out that mkfile creates a file filled with zeroes. Those
compress extremely well - too well, as they take up no space at all.

That concludes this lab on the ZFS File system, run this command to clean up the
work we did during the course of the lab.

# zpool destroy —-f datapool

7 Summary

In this lab you learned about the power of the ZFS File System in Oracle Solaris 11.
We discussed and performed exercises to familiarize you with zpools and virtual
devices (vdevs). We learned about ZFS datasets like snapshots and clones. You
were also exposed to the myriad of ZFS properties and ways that ZFS can easily be
updated.

The exercises were meant to provide initial exposure to these features and
hopefully a basis for continued learning and eventual expertise in this powerful
storage technology that’s an integral part of Oracle Solaris 11.

8 Resources

For more information and next steps, please consult additional resources: Click the
hyperlinks to access the resource.

Oracle Solaris 11 ZFS Technology Page - articles whitepapers, and more on ZFS

Oracle Solaris Admin: ZFS File Systems - documentation on ZFS

ZFS Best Practices Guide - excellent real world reference for all things ZFS

ZFS Evil Tuning Guide — great resource for detailed tuning and hard to find

For Oracle employees and authorized partners only. Do

Enablement 20 not distribute to third parties. Page 40 of 41

DEVELOP:-SELL- IMPLEMENT

© 2011 Oracle Corporation


http://www.oracle.com/technetwork/server-storage/solaris11/technologies/zfs-338092.html
http://docs.oracle.com/cd/E23824_01/html/821-1448/index.html
http://www.solarisinternals.com/wiki/index.php/ZFS_Best_Practices_Guide
http://www.solarisinternals.com/wiki/index.php/ZFS_Evil_Tuning_Guide
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parameters

Oracle Solaris 11 ZFS Administration - Oracle University 4 day ILT training on ZFS
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