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Step 1: Identify the need for a DPIA 

Initial screening questions 

In accordance with the General Data Protection Regulation (EU) 2016/679 (“GDPR”), a data protection 
impact assessment (“DPIA”) is required when the processing is “likely to result in a high risk to the rights 
and freedoms of natural persons” (Article 35 of the GDPR). 

The data controller may also in this case need to consider Part 3 of the Data Protection Act 2018 (“DPA 
2018”) which applies to processing by competent authorities for law enforcement purposes. s64, Part 3 of 
the DPA 2018 requires a DPIA to be carried out where the processing is “likely to result in a high risk to the 
rights and freedoms of individuals”. 

The following nine criteria1 should be considered to determine whether a DPIA is required, namely where 
the processing in question entails: 

1. Evaluation or scoring 

2. Automated-decision making with legal or similar effect 

3. Systematic monitoring 

4. Sensitive data or data of a highly personal nature 

5. Data processed on a large scale 

6. Matching or combining datasets 

7. Data concerning vulnerable data subjects 

8. Innovative use or applying new technological or organisational solutions 

9. When the processing in itself “prevents data subjects from exercising a right or using a service or a 
contract”  

If two or more of these criteria are met then a DPIA should be carried out. In some cases a DPIA should be 
carried out when only 1 criterion is met.  

The Information Commissioner’s Office has also published a list of ten types of processing that automatically 
require a DPIA2: 

1. Use of innovative technology 

2. Use of profiling or special category data to decide on access to services 

3. Profiling of individuals on a large scale 

4. Processing of biometric data 

5. Processing of genetic data  

6. Matching of data or combining of datasets from different sources 

7. Collection of personal data from a source other than the individual without providing them with a 
privacy notice (‘invisible processing’) 

                                     
1 This list is taken from the Article 29 Working Party’s Guidelines on DPIAs. 
2 See here for further details on the ICO’s guidance relating to DPIAs. 

https://ec.europa.eu/newsroom/article29/item-detail.cfm?item_id=611236
https://ico.org.uk/for-organisations/guide-to-data-protection/guide-to-the-general-data-protection-regulation-gdpr/accountability-and-governance/data-protection-impact-assessments/
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8. Tracking of individuals’ location or behaviour 

9. Profiling of children or targeting marketing or online services at them 

10. Processing data that might endanger the individual’s physical health or safety in the event of a 
security breach 

These criteria are considered in more detail in the next section. 

The following documents are also referred to later in this DPIA; each one is embedded below for ease of 
reference: 

A. NEP Initial Privacy Impact Assessment v1.0 dated February 2018 

S31 Law Enforcement 

B. (1) NEP Update for Suppliers of Policing PowerPoint Presentation dated 19 November 2018 

To be provided upon request and circulated separately due to very large file size. 

(2) NEP IAM and PS LLD – Volume 1 – Introduction – V7.0 

S31 Law Enforcement 

Office 365 for Policing – National SIRO Risk Decisions v2.0 dated 15 June 2018 

S31 Law Enforcement 

 

Explain broadly what the project aims to achieve and what type of processing it involves. You may find it 
helpful to refer or link to other documents, such as a project proposal. Summarise why you identified 
the need for a DPIA. 

PROJECT AIMS AND BENEFITS 

What is NEP? 

The National Enabling Programmes (“NEP”) aim to deliver a hybrid cloud/on premises IT solution to UK 
Police Forces in line with the UK Policing Vision 2025. NEP will deliver a variety of productivity services 
(including various Microsoft products), an Identity and Access Management capability and a National 
Management Centre (Cyber Security Operations Centre) centralising information security monitoring 
capabilities. 

The move to a cloud based environment means that police information and user credentials will be stored 
on infrastructure provided by Microsoft and Amazon Web Services which may present privacy concerns. The 
significant improvement in user monitoring capabilities may also present some privacy concerns. 

This DPIA has been written to assess the NEP’s consideration of privacy based risks and issues. In particular 
it assesses the Security and Risk Management (SRM) process to understand how privacy has been integrated 
into the NEP solution. 

Background 

In general, UK Police Forces rely on Microsoft productivity tools, Sailpoint IdentityNow and on-premises IT 
infrastructure to conduct their day-to-day tasks (up to GSC Official security classification, including Official 
information which is sensitive and must be handled accordingly). Each Police Force implements their IT 
solutions differently as they act as independent organisations where the procurement of IT is concerned. 
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This has led to a non-homogenous IT estate deployed across UK policing. One of the effects of this is that 
security of the Police IT estate is extremely difficult to implement and assure.  

The approach to Cyber Risk management and the application of security controls therefore differs from one 
force to another and includes mitigation of risk with the use of security technologies, people and processes 
within the respective police force. The understanding of risks also differs between organisations, likewise 
the level of risk appetite. 

The impact on system and information security also affects the protection of the privacy of Police Officers, 
Police employees, victims of crime, witnesses, suspects in investigations, convicted offenders, general public 
and any other parties involved in Police work. Despite the lack of consistent security implemented across 
the UK Police IT estate it should be noted that information security and privacy are embedded in Police 
cultures and behaviours; there is also clear guidance given in the Management of Police Information (MOPI) 
policy which Police Forces should adhere to. 

The National Enabling Programmes Solution 

The National Police Chiefs Council (“NPCC”) has set a UK Policing Vision 2025 to have all 48 Police Forces in 
the UK digitally enabled and cloud ready. To enable this vision, the National Police Technology Council 
(“NPTC”), with sponsorship from the NPCC and the Association of Police and Crime Commissioners (“APCC”), 
has secured initial funding from the Police Transformation Fund (“PTF”) to establish three national solutions 
as part of the NEP initiative: 

 A Security Operations Centre (“SOC”) - to deliver a nationally coordinated monitoring, response and 
remediation capability in order to protect all UK Police Forces from cyber threats. 

 An Identity Access Management (“IAM”) platform - to enable user access to local, regional and 
national information, network and applications including cloud services in an efficient and effective 
manner (and which will have appropriate logging techniques in place to monitor access to such 
information, including for audit purposes). 

 Productivity Services – to establish a national and standardised technology platform that 
complements the Public Contact vision from the Digital Policing Portfolio and delivers productivity 
benefits such as: collaborative production of documents, spreadsheets and presentations (amongst 
other examples); and the storage and management of these files, email and file-sharing. A key aim 
is to remove barriers to operational efficiency and to enable joint working, as well as digital 
engagement with the public (i.e. enabling public interaction with UK Police Forces through digital 
means). 

These three national solutions are major programmes of work. They have received both top-down support 
from the NPCC, APCC and the Home Office, and bottom-up support from the policing technology leadership 
community in recognition of the need for technology to enable significant strategic changes in the working 
methods of the UK Police Force. This will remove existing obstacles to efficient information sharing and 
cross-force communication and will deliver more efficient and collaborative ways of working between Police 
Forces and their partners. 

It should be noted that the NEP is not mandated to make UK Police Forces compliant with data protection 
legislation. That said, this programme intends to provide robust security around all information in the 
system with privacy built in to both the assessment of risk and application of necessary and proportionate 
controls (including in assessment of the security standards of third party cloud service providers such as 
Amazon and Microsoft). This will improve a Police Force’s ability to mitigate privacy risks. The security 
framework which the NEP has used to identify risks can also be re-used by Forces to assess risks on other 
technology projects. 
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The programme will deliver the productivity tools detailed in Table 1 through the implementation of 
Microsoft cloud services deployed in a hybrid configuration in Police Forces (the use of such productivity 
tools, as with any IT, being subject to appropriate acceptable use policies reflective of the associated risks). 

Component(s)  Description  

Exchange Online  Online or hybrid infrastructure and software for the delivery of Email, Calendar & 
Tasks to any enabled device or via a web client  

Office 365 
ProPlus  

Latest version of tools including Word, Excel, PowerPoint, Publisher, Access to 
support core productivity tasks such as document creation, editing and sharing  

Groups and 
Teams  

Modern conversation experience for working groups that supports forces when 
teams need to collaborate. Also creates an Office 365 “membership” which carries 
across to other products in the Office 365 family  

Skype for 
Business  

Instant messaging, voice and video conferencing and screen sharing tool supporting 
both internal and external federated communication  

SharePoint 
Online  

Web portal for collaboration including document management, team sites, intranet 
hosting and workflow and smart form routing 

OneDrive for 
Business  

Cloud file storage accessible from any enabled device and fully integrated with the 
other 365 components  

Yammer  Enterprise Social Networking to connect the individuals working within an 
organization based on shared communities of interest  

Delve  Advanced search tooling which surfaces internal recommended shared content to a 
user from across Office 365  

Intune  Mobile device management, mobile application management, and PC management 
capabilities from the cloud  

Microsoft Flow Cloud only, trigger based application for automating workflows between products 
within O365 

Microsoft 
Planner 

A planning application used for collaborating on tasks and actions between users 

Microsoft Power 
Apps 

A specific tool to allow users to build their own applications to exploit data stored 
within O365 products such as SharePoint 

Table 1: Productivity Tools delivered by NEP 

These productivity tools will be secured using the Microsoft security components and an Identity and Access 
Management solution (SailPoint IdentityNow) detailed in Table 2. Security controls designed specifically for 
the NEP solution will also be implemented as part of the delivery of the NEP solution. As part of the 
monitoring solution to be implemented in each force a more modern and proportionate approach will be 
implemented for the end user monitoring. This solution includes IBM tools also listed in the table below. 
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Component(s)  aka  Description  

Privileged Identity 
Management  

PIM  Stronger control of privileged roles, e.g. elevation of IT admin privileges 
only when required, on-demand.  

Azure Identity 
Protection  

IdP  Utilises data analysis from Azure AD to generate reports and alerts that can 
detect potential vulnerabilities, automate responses to suspicious events 
and support incident investigation  

Identity Governance 
(SailPoint)  

-  Identity provisioning, certification (including access reviews), access 
management (including roles and role management), reporting and 
governance  

Exchange Online 
Protection  

EOP  Email filtering service to protect against spam and malware, including 
features to safeguard the force from messaging-policy violations  

Data Loss 
Prevention  

DLP  Data Loss prevention policies applied to outbound mail from an Exchange 
Online hosted mailbox  

Advanced Threat 
Protection  

ATP  Cloud-based email filtering that helps protect against unknown malware 
and viruses by providing robust zero-day protection, and safeguards 
against harmful links in real-time  

Azure Information 
Protection  

AIP  Allows a force to classify, label, and protect its documents and emails. RMS 
enables rights management for content outside Office 365 (e.g. on 
premises file servers)  

Cloud App Security  CAS  Security protection for cloud applications — both approved and 
unapproved — for deeper visibility, comprehensive controls and enhanced 
protection against cloud security issues  

Azure Sentinel AS A cloud based Cyber Security tool used to collect logs. 

IBM Resilient - A tool to manage incidents related to any cyber vulnerability identified.  

IBM QRadar - Tools used to collect event logs for centralised monitoring. The tool will be 
tuned to provide a necessary and proportionate approach to event 
collection. 

Table 2: Security components delivered by NEP 

“Security by Design” is a process which builds from the comprehensive Cyber Risk Assessment undertaken 
by NEP. The “Security by Design” process provides a mechanism to ensure that all identified risks have 
mitigation steps in place to reduce the risk to within risk management tolerances or to remove the risk in its 
entirety. “Security by Design” has been a key principle in the development of the NEP designs and the 
consideration of privacy has been an inherent part of the process. The deployment of the NEP solution 
across UK Police Forces will deliver significant productivity benefits to Police Forces whilst improving the 
overall Cyber Security maturity of a force. The development of the cyber risk management position of an 
organisation is assessed against the National Institute of Standards for Technology's (NIST's) Cybersecurity 
Framework, providing a baseline for a Police Force. A re-assessment is undertaken once the NEP has 
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completed delivery where an overall improvement can be demonstrated from the integration of the 
Blueprint NEP Design set. The inclusion of the integrated security elements (including the NMC, IAM solution 
and Security Model) will significantly improve the security of Police information and therefore the ability of 
UK Police Forces to protect the privacy of all of its stakeholders. 

 

WHY A DPIA IS NECESSARY FOR THE NEP: 

In February 2018 the NEP carried out a privacy impact assessment (“PIA”) for the programme; some of the 
text in that PIA is replicated in this DPIA, updated as necessary to reflect (a) the passage of time since the 
PIA was completed and (b) changes in the way the NEP is being delivered. The PIA was carried out before 
the GDPR and the DPA 2018 came into force. When determining whether a PIA should be carried out the 
forces followed the then-current guidance in the ICO’s Conducting Privacy Impact Assessments Code of 
Practice and it was determined that a PIA was required. That guidance was issued before the GDPR and DPA 
2018 came into force.  
 
Following the introduction of the GDPR and DPA 2018 and the guidance of both the ICO and the Article 29 
Working Party, the following criteria have been considered in the context of the NEP.  
 
Does the Project involve at least two of the following criteria? 

1. Evaluation or scoring 

Yes - the NEP solution seeks to increase the ability to analyse and evaluate data across force 
boundaries, to enable easier facilitation of information sharing internally, and externally across 
forces and partners. 

2. Automated-decision making with legal or similar effect 

Potentially – Forces can choose from a catalogue of business change, utilising some if not all of the 
products included in the NEP Blueprint. Some of the scenarios will provide automation to decision 
making and processes that will influence an investigation or policing action. These actions could lead 
to legal outputs. Forces are in control of the extent to which decisions made are automated through 
the solution output and for ensuring that such decisions are carried out in accordance with data 
protection law. 

3. Systematic monitoring 

Yes. S31 Law Enforcement 

 

4. Sensitive data or data of a highly personal nature 

Yes. The NEP solutions will process a significant amount of sensitive personal data and data 
relating to criminal activities and convictions. S31 Law Enforcement 

 

5. Data processed on a large scale 

Yes. The NEP solutions will be used by police forces across the UK for a variety of purposes but 
primarily the management of unstructured data. 

6. Matching or combining datasets 

In the future, yes. Each Force will have its own tenant where they process their own data. S31 Law 
Enforcement 
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7. Data concerning vulnerable data subjects 

Yes. The system will hold information about children, victims and other vulnerable individuals. The 
products used to provide a solution will only hold unstructured data sets, rather than structured 
information held in databases. Unstructured data refers to individual, isolates pieces of data that 
cannot be joined together, such as data within emails. It is not the intention for NEP to replace core 
policing systems functionality.  

8. Innovative use or applying new technological or technological solutions 

Yes. The NEP is an innovative programme and solution. It will enable significant strategic changes in 
the working methods of UK police forces and will remove existing obstacles to efficient information 
sharing and cross-force communication, delivering more efficient and collaborative ways of working 
between Police Forces and their partners. 

9. The processing in itself “prevents data subjects from exercising a right or using a service or a 
contract”  

No. 

As more than one of the above criteria are met, a DPIA must be carried out.  

The Information Commissioner’s Office has published a list of ten types of processing that automatically 
require a DPIA. Does the Project involve any of the following types of processing? 

1. Use of innovative technology 

Yes. The NEP is an innovative programme and solution. It will enable significant strategic changes in 
the working methods of UK police forces and will remove existing obstacles to efficient information 
sharing and cross-force communication, delivering more efficient and collaborative ways of working 
between Police Forces and their partners. The NEP programme has implemented and completed a 
full risk assessment of the known Police Assets against the latest threat assessment. This provided 
an inherent risk position to start a technical design process working to a principle of “Security by 
Design”.  

2. Use of profiling or special category data to decide on access to services 

Yes. The Identity Access Management solution will profile the use of HR system roles that will 
provision access to services based on Role based Access controls. The NEP Blueprint design will 
deliver Joiner, Mover and Leaver processes which will provide the foundation for the access to 
systems and information. 

3. Profiling of individuals on a large scale 

Yes – each force/other tenant will have a capability to identify what systems are being used to access 
information and data. The final phases of the NMC development will likely deliver the functionality 
to undertake behavioural analysis. This is still to be scoped and determined as functionality to 
implement. 

4. Processing of biometric data 

Yes - the designs will allow for users to sign on using biometric data (facial recognition and/or 
fingerprint). At this stage, it is not envisaged that the solution will be used to process biometric data 
for operational policing purposes.   

5. Processing of genetic data 
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Yes. The solution includes the Business Intelligence desktop capability which will allow a user to 
access genetic data sets for analysis. This functionality will require additional services outside the 
remit of NEP but some forces do have the capability.   

6. Matching of data or combining of datasets from different sources 

In the future, yes. The NMC will have the capability to combine datasets to determine threats from 
Cyber Adversaries collectively for national policing.  

7. Collection of personal data from a source other than the individual without providing them with a 
privacy notice (‘invisible processing’) 

Yes – for example where data is collected as part of a police investigation. 

8. Tracking of individuals’ location or behaviour 

No 

9. Profiling of children or targeting marketing or online services at them 

No. There is no use of the personal data of children or other vulnerable individuals for marketing 
purposes, profiling or other automated decision-making. 

10. Processing data that might endanger the individual’s physical health or safety in the event of a 
security breach  

Yes – for example if operational policing data relating to a live investigation is lost or stolen. 
However, the controls put in place to mitigate risk as part of the “Security by Design” process 
mitigate the risk to an acceptable tolerance. The controls are collective and provide a defence in 
depth position to minimise and where possible prevent any data exfiltration. 

 
As the NEP meets at least one of the ICO’s types of processing that automatically require a DPIA, a DPIA 
is required.  
 
Other factors which were considered as pertinent to the decision to undertake this DPIA are: 
 

 The NEP solution will compel individuals to provide information about themselves, including police 
officers, staff and contractors. This is however limited to user login credentials only. 

 Information about individuals may be disclosed to or processed by organisations or people who 
have not previously had routine access to the information – for example user credentials and 
information will be disclosed to the cloud service provider, which has not previously had routine 
access. Data that is processed by police forces as controllers using the system will be stored in the 
cloud service provider’s infrastructure. 

 Information about individuals is being used in a way it is not currently used. The solution allows for 
information about employees’ work to be monitored in all UK police forces, if forces decide to use 
the solution for these purposes. Work monitoring may not currently take place in all forces. Forces 
will need to ensure that their staff are informed of any monitoring and that there is an appropriate 
lawful basis in place for the monitoring. Monitoring should only be used in a way that is fair and 
lawful.  

 The NEP involves using new technology and delivery methodology that means the privacy 
implications need to be carefully considered – e.g. migrating systems to the cloud. Furthermore, 
new user monitoring technologies may be perceived as being privacy intrusive – many police forces 
do not currently have comprehensive user monitoring capabilities. It should be noted that the 
minimum set of monitoring points are included in the Blueprint. This totals 13 monitoring points as 
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a minimal viable set of events. This should be balanced with the control it provides in mitigating 
Cyber Adversary risk and risks associated with this. 

 Actions may be taken against employees as a result of monitoring their work activities, for example 
when major security and/or data breaches are identified. Such actions could potentially have a 
significant impact on those employees. 

 The information being processed includes criminal records, data on children, data on disabilities and 
potentially health records. Victim and witness information may also be stored on this system. 

 The NEP involves multiple organisations, including numerous law enforcement agencies and private 
sector suppliers. 

It is recognised that the NEP gives rise to some significant data protection questions, particularly in the 
context of data security and migration to the cloud. Whilst not insurmountable, it is acknowledged that it 
is important to give due consideration to these questions at an early stage, and to keep them under review 
as the solution develops. The approach to design and risk management provides a robust advancement in 
the controls for data protection, with full governance in place to provide auditability of who is accessing 
data and information. Data is encrypted, providing safeguards in the event of malicious or non-malicious 
data breaches. 
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Step 2: Describe the processing 

Describe the nature of the processing: how will you collect, use, store and delete data? What is the 
source of the data? Will you be sharing data with anyone? You might find it useful to refer to a flow 
diagram or other way of describing data flows. What types of processing identified as likely high risk are 
involved? 

Enclosures B (1) (the NEP Update for Suppliers of Policing PowerPoint Presentation dated 19 November 
2018), and B(2) (the NEP IAM and PS Low Level Design document), both embedded in Step 1 above, 
contain a detailed overview of the NEP solution, including technical architecture diagrams and supporting 
text to show how and where data will be collected, used and stored, and where the data originates from. 
We have not replicated the totality of Enclosures B(1) and B(2) here, due to their scale, but have copied 
two of the key slides below. For further details, please refer directly to Enclosures B(1) and B(2). 

As described under the heading of “Identity of data controllers” below, this DPIA focuses on the privacy 
risks being presented by the deployment of the NEP solutions from a central perspective. The Blueprint 
design provides a solution which will be locally owned and operated by the host force. Each force has 
committed to deliver the solution to the Blueprint and therefore the data flows are provided in the 
detailed design Volume set. As the data which will be processed and stored originates from forces and 
other tenants at a local level, forces may wish to include a more detailed analysis of the end-to-end data 
flows from their specific, local perspective in Appendix A to this DPIA.  

As the NEP provides a Blueprint design which is common to all forces/tenants, this DPIA has been 
completed once centrally, but will then be reviewed and validated by forces locally when they come to 
access and utilise the NEP solutions for the processing of personal data. Forces each have the opportunity 
to consider any additional, different or local privacy risks when reviewing this DPIA and completing their 
own validation checks. Again, to assist forces across the country, the NEP has sought to standardise the 
format for the DPIA, and has included at Appendix A space for individual forces to reflect on any additional 
or different local risks and mitigation strategies. Should any force believe that there are errors or 
omissions in the main body of this DPIA (i.e. all sections other than Appendix A), then these queries should 
be referred to the NEP, which will in any event keep this DPIA under regular review as the programme 
advances. 

The data which will be processed via the NEP solutions originates from UK police forces. In general terms, 
NEP does not substantially change the nature or scope of the personal data which forces routinely collect 
or process, it simply provides an improved, consistent and more secure solution which forces can use to 
store and access personal data. With that said, once the National Monitoring Centre is established, 
security data sets (i.e. information on identified/threatened vulnerabilities and security threats) will be 
combined in one location for the monitoring points included in the Blueprint. The NMC is an integrated 
security monitoring solution that collates log data in order to prevent vulnerabilities across multiple police 
forces when a vulnerability in one force is identified. Each force tenant will also hold these logs as part of 
the Azure Advanced Threat Protection in line with the design configuration. 

As the NEP solutions will entail the processing of policing datasets, this of course elevates the risk of the 
processing activities. In this case, the processing is not high risk because the risk has inherently changed, 
but because data is being processed in a new way and new people will have access to it – for example, 
there is likely to be replication of data in multiple locations as forces share certain data. The key mitigating 
factor for this risk centres on the introduction of IAM, meaning that data controllers will have control over 
who has access to what. These privacy risks are considered in more detail later in this DPIA.  
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S31 Law Enforcement 
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Describe the scope of the processing: what is the nature of the data, and does it include special category 
or criminal offence data? How much data will you be collecting and using? How often? How long will 
you keep it? How many individuals are affected? What geographical area does it cover? 

 
Identity of the data controllers 
 
This DPIA focuses on the privacy risks being presented by the deployment of the NEP solutions from a central 
perspective. For the avoidance of doubt, the NEP is not itself a data controller. It has no separate legal 
personality, has no ability to enter into contracts, does not employ any individuals and – by its very nature 
– is intended to exist for a relatively short period of time, until the National Enabling Programmes have been 
delivered and passed into “business as usual” functions within UK policing. This DPIA has therefore been 
conducted by the Police ICT Company, which is intended in due course to take ownership of the output of 
the NEP. 
 
Each police force will be its own data controller for the personal data which it collects and processes using 
the NEP solution. Each police force is therefore its own data controller for the purposes of its use of the NEP 
solution and will need to undertake its own DPIA. This DPIA does not replace the specific risk assessments 
which each individual force must undertake when considering use of the NEP solution. Only those 
organisations themselves can assess their own specific data protection risks, based on their specific 
circumstances. Appendix A has been included in this DPIA to provide forces with space to augment the 
content of the main body of this DPIA with any specific risks identified at an individual force level. It is 
intended and expected that this DPIA will enable all forces to focus their attentions particularly on the issues 
which are local to them and their engagement with the NEP solution. The privacy risks from a central 
perspective are considered in the main body of this DPIA. 
 
The types and categories of personal data 
 
The types and categories of personal data processed by the NEP solution will depend on the content of the 
information inputted into the system by forces/tenants. Forces will need to determine that DPA 2018 Part 
3 requirements are met for any criminal information. The NEP solution could be used by data controllers 
(i.e. forces and other tenants) to process personal data including: 
 

 Personal details of staff/suspects/offenders/witnesses/victims (e.g. name, address, email address, 
telephone number, car registration number, national insurance number, passport, driving licences) 

 System usage details relating to staff usage of the system 

 Family, lifestyle and social circumstances of staff/suspects/offenders/witnesses/victims 

 Education and training details of staff 

 Employment details of staff 

 Online identifiers (e.g. internet protocol addresses, cookies identifiers) of staff 

 Financial details (e.g. bank account details) of staff/suspects/offenders 

 Criminal records, offences (including alleged offences) and criminal proceedings, outcomes and 
sentences of suspects/offenders 

 Legal proceedings about suspects/offenders 

 Data on children where children are witnesses or victims 

 Special categories of personal data, including data on disabilities, health records, religious or 
philosophical beliefs, trade union membership, relating to 
staff/suspects/offenders/witnesses/victims 
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 Other victim and witness information relevant to investigations 
 
It is important to stress that the above list is not exhaustive, and that by the nature of the NEP solution 
and the scope of the IT systems with which it interfaces, the categories of personal data which may be 
processed via the NEP solution is very wide.  
 
Collection and recipients of personal data 
 
The NEP solution will process and store vast quantities of data – it will be used by police forces across the 
UK for storing personal data. It is likely that the number of individuals whose personal data will be stored 
and/or processed using the NEP solution exceeds 1,000,000. 
 
How information stored on the NEP is requested will depend on the particular information. Information may 
be requested in different ways, under different statutory powers, and for different purposes. Certain 
information will be voluntarily provided to Police Forces by the public (e.g. when individuals make firearms 
applications). 

 
The power to request information comes in the main from the Police Acts and other pieces of legislation 
which enable police officers or police staff to carry out their duties, e.g. Police and Criminal Evidence Act 
1984 (PACE), Criminal Procedure and Investigations Act 1996 (CPIA), etc. together with common law powers. 
The Police Act 1996, section 30(1) gives police force members all the powers and privileges of a constable 
throughout England and Wales. Section 30(5) defines powers as powers under any enactment whenever 
passed or made. These powers include the investigation and detection of crime, apprehension and 
prosecution of offenders, protection of life and property and maintenance of law and order. Under the 
Police Reform Act 2002, the chief officer can delegate certain powers to police staff. This ensures a 
consistent approach by the police forces in their legitimate data gathering objectives. 
 
For staff/officers, data collected will be in the context of the employment/engagement relationship 
between the force and the staff/officers. Forces must determine their lawful basis for collecting and 
processing this data.  
 
The collection of data is the start of the information management process. It affects all other stages of 
information management, from how the information is recorded to how long it will be retained. It is 
essential that information is collected, recorded and evaluated in a consistent manner across organisational 
and force boundaries. The College of Policing has published the Information Management Authorised 
Professional Practice3 (APP) to assist forces with their data collection and recording responsibilities. 

 
How is information stored? 
 
As can be seen in the Design Architecture diagram above, the NEP will store information using a hybrid 
cloud solution, provided by Microsoft and hosted on UK servers. Certain information will continue to be 
stored locally by forces on their existing IT infrastructure, whilst other unstructured information (e.g. 
emails, files etc., where data is not held in a structured database but instead is included as references 
within other documents) will be stored in the cloud.  
 
Numerous security features are present at each level of the network topography; these are outlined in 
more detail in Enclosure B. Furthermore, on 20 March 2017 Commissioner Dyson, the National SIRO for 

                                     
3 https://www.app.college.police.uk/app-content/information-management/management-of-police-
information/collection-and-recording/  

https://www.app.college.police.uk/app-content/information-management/management-of-police-information/collection-and-recording/
https://www.app.college.police.uk/app-content/information-management/management-of-police-information/collection-and-recording/
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Policing, chaired a meeting with stakeholders from across policing to determine the National Policing 
Information Risk Appetite in respect of the Police use of Microsoft Office 365 and Azure Active directory. 
Nineteen national risks were considered along with the mitigations (if any) available to reduce those risks. 
The document included at Enclosure C (Office 365 for Policing – National SIRO Risk Decisions) sets out the 
summary risks and the steps required to mitigate them, reflecting the decisions made during the meeting. 
 
Use of personal data 
 
Information stored on the NEP solution will be used in a variety of ways, including policing and safeguarding 
purposes (for example, where information being processed relates to a criminal investigation). The way in 
which the information is used will depend on the nature of the data and the purpose for which it was 
collected. It is expected that individual forces/tenants will provide more detailed information in respect of 
the legal basis of processing in their own DPIAs.   
 

(a) Information used for a policing purpose: 
 
The Code of Practice on the Management of Police Information4 (“MOPI”) sets out at 2.2.2 that the 
police purposes are defined as: protecting life and property; preserving order; preventing the 
commission of offences; bringing offenders to justice; and any duty or responsibility of the police 
arising from common or statute law. Any such information used for a policing purpose will be 
processed in accordance with the DPA 2018. 
 

(b) Information used for a non-policing purpose: 
 
Information used for any purpose other than a policing purpose (see point (a) above) will be deemed 
to be used for a non-policing purpose. This includes, without limitation, processing of employee data 
by employer data controllers. Any information used for a non-policing purpose will be processed in 
accordance with the GDPR and the DPA 2018 and under the relevant statutory powers relating to 
that particular information and the purpose for which it is being processed. Personal data will be 
processed in compliance with the relevant conditions set out at Article 6 and 9 (if appropriate) of 
the GDPR and in Schedule 1 (as appropriate) of the DPA 2018.  

 
How is information reviewed, retained and deleted? 
 
The Controller (i.e. the individual police force) for a particular piece of data will be responsible for reviewing, 
retaining and deleting that information in accordance with its own internal code of practice, the GDPR and 
DPA 2018. The NEP solution will allow the relevant Controller to manage its data in this way with a baseline 
configuration provided as part of the Blueprint implementation.  
 
The retention periods and principles set out in the MOPI guidelines (see in particular 4.5 – 4.6 of the Code 
of Practice on the Management of Police Information5) will apply to data stored on the NEP solution. A 
base configuration is provided that can be extended to meet the needs of MOPI and other legislation. If 
these guidelines and legislative requirements change then the base configuration will also need to change. 
 
Who determines how and why the personal data is processed?  

Each Controller (i.e. the individual police force) determines how and why the personal data is processed. 

                                     
4 http://library.college.police.uk/docs/APPref/Management-of-Police-Information.pdf  
5 http://library.college.police.uk/docs/APPref/Management-of-Police-Information.pdf  

http://library.college.police.uk/docs/APPref/Management-of-Police-Information.pdf
http://library.college.police.uk/docs/APPref/Management-of-Police-Information.pdf
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Describe the context of the processing: what is the nature of your relationship with the individuals? 
How much control will they have? Would they expect you to use their data in this way? Do they include 
children or other vulnerable groups? Are there prior concerns over this type of processing or security 
flaws? Is it novel in any way? What is the current state of technology in this area? Are there any current 
issues of public concern that you should factor in? Are you signed up to any approved code of conduct 
or certification scheme (once any have been approved)? 

Relationship with individuals  

The personal data which will be processed using the NEP solution includes data relating to police officers, 
employees, contractors and suppliers. It also includes information relating to live policing matters. By way 
of example only, information which is contained within emails which are stored in the Azure cloud hosting 
environment, and information relating to service requests (e.g. when individuals apply for firearms 
licences or make an individual rights request under the GDPR) will be processed utilising the NEP solution. 

The relationship with individuals therefore varies depending on the processing in question. In some cases, 
the relationship will be one of employer to employee, in others it is customer to supplier and in others (i.e. 
live policing matters) it will be Police force to victim, witness, suspect or convicted criminal in relation to 
offences or suspected offences. 

NEP solution technology 

The use of cloud technology in and of itself is far from novel. Cloud is used for data processing activities by 
many organisations across a range of sectors in the UK and globally. It is also used specifically in a number 
of instances by UK policing. For example, Microsoft’s Azure platform is used by a number of police forces 
to host a “Public Engagement” solution, which enables members of the public to engage directly with the 
police when reporting incidents or intelligence. 

The NEP solution is intended to take advantage of the enhanced security features which modern 
technology working practices can provide. The National SIRO Risk Decisions document included at 
Enclosure C sets out some of the risks and mitigation strategies which have been considered in the context 
of making greater use of certain cloud technologies within the NEP solution. Fundamentally, however, it is 
entirely expected that the NEP solution will improve security and reduce the risk of security flaws. 

Issues of public concern  

Microsoft’s cloud services are used to provide the NEP solution. In recent years, Microsoft’s terms of 
service and in particular its data processing terms have received some regulatory scrutiny, both from the 
Dutch government and from the European Data Protection Supervisor. This DPIA considers the risks raised 
in this context below.  

The Schrems II judgment of 16 July 2020 also impacts this DPIA. Microsoft’s data processing terms indicate 
that, although personal data is stored in the region selected, it could be transferred to Microsoft’s 
affiliates globally. It is likely that this currently relies on Privacy Shield for transfers to the US and Standard 
Contractual Clauses (SCCs) for transfers elsewhere (and potentially as an additional transfer mechanism 
for US transfers). The judgment has received significant press attention and it will be important for the 
impact to be considered in detail. Draft guidance has been issued by the European Data Protection Board 
(EDPB) and further guidance from the ICO is expected. The EDPB guidance is being reviewed to determine 
the impact on NEP and as and when regulatory guidance is finalized, this DPIA will be updated to reflect 
the appropriate actions.  
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Describe the purposes of the processing: what do you want to achieve? What is the intended effect on 
individuals? What are the benefits of the processing – for you, and more broadly?  

The purposes and benefits of the processing are described in Step 1 above, and in more detail in the NEP 
Update for Suppliers of Policing PowerPoint Presentation dated 19 November 2018 at Enclosure B. 

Step 3: Consultation process 

Consider how to consult with relevant stakeholders: describe when and how you will seek individuals’ 
views – or justify why it’s not appropriate to do so. Who else do you need to involve within your 
organisation? Do you need to ask your processors to assist? Do you plan to consult information security 
experts, or any other experts? 

This DPIA is being completed centrally, from the perspective of the NEP as the delivery vehicle for the 
various technology solutions which the NEP entails. As the data controllers for the personal data which will 
be input to the NEP solution are police forces nationally, the NEP (and the Police ICT Company) has 
engaged with force representatives to ascertain their views and ensure that, wherever possible, their 
concerns are also reflected in this DPIA. Furthermore, forces also have the opportunity to review, validate 
and augment this DPIA by populating Appendix A, having considered the privacy risks in more detail from a 
force perspective. 

In producing this DPIA, input has been sought (and provided) by various stakeholders within NEP, the 
Police ICT Company and externally, including: 

 NEP Commercial Lead 

 NEP Programme Director 

 NEP CTO 

 NEP Technical Lead 

 Police ICT Company CEO 

 Police ICT Company DPO 

 Local force DPO and technical/implementation representatives, including the two pilot forces 
(Kent and Essex) and Sussex 

Furthermore, we have also consulted two key data processors within the NEP ecosystem, BT and Deloitte, 
to seek their assistance in completing this DPIA. Both suppliers provided their feedback following a review 
of draft v0.2 of this DPIA. Their comments were then reviewed by the NEP and Police ICT Company, and 
the document was further updated to take account of the feedback received.  
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Step 4: Assess necessity and proportionality 

Describe compliance and proportionality measures, in particular: what is your lawful basis for 
processing? Does the processing actually achieve your purpose? Is there another way to achieve the 
same outcome? How will you prevent function creep? How will you ensure data quality and data 
minimisation? What information will you give individuals? How will you help to support their rights? 
What measures do you take to ensure processors comply? How do you safeguard any international 
transfers? 

Lawful basis for processing 

The lawful bases for processing information via the NEP solutions are in fact no different to the lawful 
bases for the processing which forces currently undertake. These lawful bases vary depending on the 
processing activity in question. For example, in the case of processing employee data, this processing is 
necessary for the performance of a contract, for compliance with a legal obligation and/or for the 
controller's legitimate interests. In the case of processing personal data to consider and (if appropriate) 
approve an individual's firearms application, the processing will be necessary for compliance with a legal 
obligation to which the controller is subject. It will be for each force to determine that an appropriate 
lawful basis exists for the relevant processing activities. 

Compliance by processors 

The two key data processors in the NEP solution ecosystem are BT and Deloitte. Each of these was 
appointed following a competitive procurement process and each has in place a robust contract which 
includes clauses addressing the requirements of the GDPR and DPA 2018 (in particular, ensuring 
compliance with Article 28 of the GDPR). The clauses included in both contracts are based on and 
substantially similar to the Crown Commercial Service’s standard data protection clauses6. 

Microsoft also acts as a data processor as the provider of the cloud services that form the NEP solution. 
Microsoft’s standard data processing addendum (DPAdd) applies. At the time of completing v2.0 of this 
DPIA, the most recent DPAdd is from January 2020. The DPAdd contains a very standard set of data 
processing terms that are usual in the context of cloud services. The DPAdd is drafted primarily to apply to 
processing that is covered by the GDPR, rather than the DPA 2018 (although it is clear that references to 
“Data Protection Requirements” include any applicable data protection legislation, which would cover the 
DPA 2018). This means that there are some minor risks that terminology used in the DPAdd would not 
cover the legislation applicable to the majority of the forces’ use of the NEP solution. For example, the 
obligation on Microsoft to assist controllers with complying with data subject rights requests only refers to 
data subject rights under the “GDPR”. Whilst there could be a technical argument that this means that 
Microsoft would not be obliged to assist where the requests fall under the DPA 2018 rather than the 
GDPR, in reality Microsoft would be unlikely to be able to distinguish between the two and would have no 
incentive not to comply in respect of DPA 2018 requests. It is also likely that the provisions would be 
interpreted, if needs be, as requiring assistance in relation to all data subject rights requests in any case. 
Therefore, these risks are low in practice.  

Generally, the DPAdd contains all of the mandatory clauses that are required by both Section 59(5) and (6) 
of the DPA 2018 and Article 28(3) of the GDPR (the GDPR requirements are more extensive than the DPA 
2018 requirements in this regard). On a basic level, therefore, the DPAdd appears to be compliant with the 
requirements of the legislation. It is worth noting that the fact that the DPA 2018 is not expressly 
mentioned does not mean that the DPAdd cannot be compliant; this is not a pre-requisite of compliance 

                                     
6 Available here: https://www.gov.uk/government/publications/procurement-policy-note-0218-changes-to-data-
protection-legislation-general-data-protection-regulation  

https://www.gov.uk/government/publications/procurement-policy-note-0218-changes-to-data-protection-legislation-general-data-protection-regulation
https://www.gov.uk/government/publications/procurement-policy-note-0218-changes-to-data-protection-legislation-general-data-protection-regulation
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and provided that all clauses that are required by Section 59(5) and (6) of the DPA 2018 are present, the 
lack of specific reference to the DPA 2018 will not affect compliance.  

There are three external factors that are relevant when considering the DPAdd:  

 The Dutch government commissioned its own DPIA covering Microsoft’s cloud services in 2018. 
Though this focused mainly on Microsoft’s own use of diagnostic data (i.e. individual usage data), 
it did identify a number of amendments required to Microsoft’s terms, which have largely now 
been implemented (alongside amendments to processes and system configuration) in the January 
2020 version of the DPAdd. A new DPIA has now been conducted which has confirmed that the 
risks identified in the original DPIA have now been mitigated.  

 Following the Dutch DPIA, the European Data Protection Supervisor (EDPS) carried out its own 
investigation into the Microsoft DPAdd in the context of the use by EU Institutions (EUIs – such as 
the European Commission and the European Parliament) of Microsoft’s cloud services. The EDPS 
regulates the EUIs’ data protection compliance. The EDPS’s public report on the outcome of the 
investigation was released on 2 July 2020 (after the EDPS made recommendations directly to the 
EUIs in April 2020).  

 The Schrems II judgment on 16 July 2020 declared Privacy Shield invalid and requires data 
exporters relying on SCCs going forward to carry out assessments of the data protection laws of 
the jurisdictions to which the exporter will transfer personal data in reliance on SCCs. At the time 
of the most recent update to this DPIA, draft EDPB guidance has been issued and the impact on 
NEP is being reviewed. This DPIA will be updated in due course, once regulatory guidance has 
been finalized, to reflect guidance and actions agreed.  

As with all cloud service providers’ data protection terms, the DPAdd is drafted taking into account the 
fact that Microsoft provides a one-to-many service and therefore opportunities for negotiating, or for 
changing processes for individual customers, are limited. Whilst, as above, the DPAdd appears to be 
compliant with the letter of Article 28(3) of the GDPR and Section 59(5) and (6) of the DPA 2018, some 
areas of the DPAdd may not be considered to be as robust as would be preferred in a negotiated 
processor arrangement. These areas are as follows:  

1. Variation by Microsoft: It is not clear in the current versions of the terms whether Microsoft can 
vary the terms unilaterally, but this is often standard practice for cloud service providers. If this is 
the case, the EDPS has identified that there is a risk that Microsoft could have too much discretion 
to define and change the terms and therefore the parameters of its data processing. However, this 
would, in itself, be a breach by Microsoft of its own data protection obligations, as it is obliged to 
act only on the instructions of its controllers. This can also be mitigated commercially to an extent 
by ensuring that any updates to Microsoft’s terms are carefully reviewed to ensure that they do 
not significantly change what Microsoft is allowed to do with personal data. It is also worth noting 
that one of the risks identified by the Dutch DPIA was that Microsoft’s terms were not sufficiently 
clear as to when Microsoft is acting as a processor and when it is acting as a controller; the DPAdd 
now makes this distinction and the updated Dutch DPIA considers that this risk has been 
mitigated.  

2. Insufficient clarity as to scope of processing: Both the GDPR and the DPA 2018 require the 
contract with a processor to set out the nature, scope and purposes of the processing. Cloud 
providers’ terms often draft the purposes of the processing, as well as the categories of data and 
data subject, broadly on the basis that these will depend on how the customer chooses to use the 
cloud services, which the provider does not control. The DPAdd is drafted similarly, referring to 
processing required to provide the cloud services. However, it does then go on to specify in more 
detail what is covered by “providing the service”, including delivering the licensed capabilities, 
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troubleshooting and ongoing improvement, as well as what is not covered (e.g. user profiling, 
advertising or market research). The EDPS identifies this as a risk, although this definition appears 
to be more detailed than some other cloud service providers’ terms and this is not likely to be a 
significant risk.  

3. Sub-processors: The Microsoft process for appointment of sub-processors reflects a standard 
process that is often seen in cloud service providers’ terms: Microsoft is generally authorised to 
appoint sub-processors listed on its website; if it wishes to change a sub-processor it will give the 
controller six months’ notice; the controller can object; if the controller does so, the controller’s 
only remedy is to terminate the affected services (though Microsoft may change the sub-
processor or otherwise accommodate the controller’s objections if possible). Although the 
updated Dutch DPIA considers that the amendments made to the sub-processor process following 
the initial Dutch DPIA have mitigated the risks here, the EDPS has raised that there is still a risk 
that the controller does not have appropriate choice over sub-processors if the only remedy is to 
terminate. In reality, however, forces would have six months’ notice to find a viable alternative 
solution if a sub-processor is objected to. In any event, if there is an objection to a sub-processor 
from the forces, arguably it is likely that Microsoft would receive objections from other customers 
too, giving Microsoft an incentive to resolve the objection rather than lose customers. A smaller 
point raised by the EDPS is that the details of sub-processors provided by Microsoft do not contain 
sufficient details about the processing carried out by each sub-processor; Microsoft may update 
the details to reflect this in the future. 

4. Audit rights: Audit rights are only required for processing covered by the GDPR, so the majority of 
the processing in the NEP solution will not be affected by this risk. DPA 2018 processing still 
requires information about compliance to be provided, and this is covered sufficiently in the 
DPAdd (for example, through provision of annual audit reports). The DPAdd also allows for on-site 
audits to be conducted, but the EDPS considers that there is a risk that these rights would not be 
sufficient to allow a controller to have full visibility and control over the processing by Microsoft. 
This is on the basis that the wording of the clause suggests there would be some discretion for 
Microsoft as to whether or not to allow audits and the audits may only cover security obligations, 
rather than full data protection compliance. The approach taken in the DPAdd is not unusual by 
any means for cloud service providers.  

In relation to all of the above risks, it is possible that, given the regulatory attention and feedback on 
Microsoft’s terms, Microsoft will make further changes to its DPAdd to mitigate risks identified by the 
EDPS further.  

International data transfers 

The servers on which data is stored are located in the UK. However, cloud services by their nature operate 
resilience which may result in processing taking place within data centers that provide availability for cloud 
services. Further information about the overseas transfers that this may involve is set out below.  

International data transfers are controlled by way of contracts with all data processors. By way of 
example, in the BT and Deloitte contracts, the suppliers (acting as data processors) are prohibited from 
transferring personal data outside of the EU unless the prior written consent of the Authority has been 
obtained and certain other conditions are fulfilled. It is not intended that any processing of personal data 
outside the EU will occur through use of the functionality being provided as part of the NEP solution. 

The position with regard to international data transfers in the Microsoft DPAdd is more complicated. 
Whilst data is held in the UK, the DPAdd states that data may be transferred to, or processed in, the US or 
any other country in which Microsoft or its processors operate. There is no list of countries/transfers or 
adequacy mechanisms relied on for particular transfers, although SCCs are incorporated into the DPAdd. 
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The risk is mitigated slightly for NEP by the fact that Microsoft, as a processor, is under a direct obligation 
itself to ensure that any overseas transfers that it carries out are compliant with the legislation (i.e. that 
there is an appropriate adequacy mechanism in place). The EDPS has, however, raised this as a risk in its 
investigation report, and the Schrems II judgment has had a significant impact on the risk (see below).  

The issue of international data transfers is complicated by two things as at the time of preparing v2.0 of 
this DPIA:  

 Significant ongoing uncertainty around Brexit, and the possibly different status of data transfers 
between the UK and the EU depending on the final shape of the UK's exit from the EU (if it occurs). 
It is at least a possibility that transfers to and from EU member states following a UK exit from the 
EU will be restricted in some way. It is not considered proportionate (or, in fact, possible) to scope 
all conceivable Brexit outcomes and their implications for data transfers whilst so much political 
uncertainty remains. If and when there is greater certainty, the implications for this DPIA will be 
considered. The risk of harm is limited (other than in a technical compliance sense) since any such 
transfers would be to/from EU member states with equivalent data protection standards. 
Transfers of data from the UK to EU member states are unlikely to present a compliance challenge 
at least in the immediate term post-transition, as the UK government has confirmed that it will 
continue to recognise all EEA countries as adequate on an interim basis until the UK’s own 
adequacy decisions in respect of those countries have been finalised. As such, any transfers by 
data processors to other EU countries will not, in the foreseeable future, require any additional 
steps to be taken. If and when this situation changes, this DPIA will be updated accordingly. There 
would be greater compliance risks for transfers from the EU to the UK (as the European 
Commission has not indicated that it will recognise the UK as adequate on an interim basis, so 
unless and until an adequacy decision is made in favor of the UK, additional steps would need to 
be taken to make any such transfers compliant), but as the data controllers will all be UK police 
forces, it is not envisaged that this will be an issue for this project;  

 Additional uncertainty around the ability to use SCCs for US transfers of personal data and the 
additional steps that need to be taken to rely on SCCs for transfers to other jurisdictions. Privacy 
Shield is no longer a valid adequacy mechanism and an assessment of data protection laws of 
importing jurisdictions needs to be undertaken before relying on SCCs. Given the decision on 
Privacy Shield, it is unlikely that, unless additional steps are put in place, SCCs can be used to 
legitimise Microsoft’s transfers to the US. However, at the time of updating this DPIA, current 
guidance from the ICO is that arrangements currently relying on Privacy Shield can continue to do 
so. Draft EDPB guidance has been issued for consultation and ICO guidance is anticipated. Once 
final guidance has been issued, the impact for NEP will need to be assessed and appropriate 
mitigating actions considered.   

The ICO has been consulted informally in the process of updating this DPIA with regard to the ICO’s 
position on both the EDPS report and the Schrems II judgment. The ICO’s position at this stage is that it is 
reviewing the implications of the both. This DPIA will be updated as and when further regulatory guidance 
on both issues is released.  
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Step 5: Identify and assess risks 

Describe source of risk and nature of potential impact on 
individuals. Include associated compliance and corporate 
risks as necessary. 

Likelihood of 
harm (1-5) 

Severity of 
harm (1-5) 

Overall risk 
(2-10) 

In the table below, we have applied a 1-5 risk rating for the likelihood of harm and severity of harm for each 
risk, before any mitigation steps are taken to reduce the level of the risk (the mitigation steps and the resulting 
impact on the overall risk is dealt with in Step 6 below).   

The "overall risk" rating figure (between 2-10) is the total of the likelihood of harm plus the severity of harm 
ratings.  The scale used to attribute these risk ratings is as follows: 

Likelihood of harm Severity of harm Overall risk (prior to mitigation 
under Step 6 below) 

1: very unlikely 1: very low impact 0-1: N/A 

2: unlikely 2: low impact 2-4: low risk  

3: possible 3: medium impact 5-6: medium risk  

4: probable 4: significant impact 7-8: significant risk 

5: certain 5: unacceptably high impact 9-10: high risk 
 

 

Lawful, fair and transparent – there is an increased risk of 
unlawful access due to increased data availability across 
multiple forces. NB the transparency requirements apply 
only to GDPR processing, and not DPA 2018 Part 3 
processing.  

3: possible 4: significant 7: 
significant 
risk 

Purpose limitation – there is an increased risk of data being 
used for an additional purpose. 

3: possible 4: significant 7: 
significant 
risk 

Accuracy – an increased risk of inaccuracy due to 
duplication, combination and increased access and ability to 
share data. 

3: possible 4: significant 7: 
significant 
risk 

Storage limitation - an increased risk due to duplication and 
sharing (different data retention schedules applied 
depending on the data type and data controller). 

4: probable 4: significant 8: 
significant 
risk 

Integrity and confidentiality – there is still risk to the 
integrity and confidentiality of data. The 31 police 
information assets and associated inherent risks in those 

2: unlikely 4: significant 6: medium 
risk 
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assets become the risk of the NEP. This also applies to the 
email system. 

Consent – there is a risk that the management of consent 
(capture and removal) is not fully supported within the NEP 
solution. 

3: possible 4: significant 7: 
significant 
risk 

Right to information – there is an increased risk of lack of 
transparent processing as the individual data controllers do 
not correctly adapt their privacy policies to address the 
additional processing undertaken within the NEP. NB this 
risk only applies to GDPR processing and not to DPA 2018 
Part 3 processing.  

3: possible 3: medium 6: medium 
risk 

Access – there is an increased risk that sharing and the 
combination of data leads to the creation of additional 
personal data that is not then easily collected and collated 
by the original data controller in order to fulfil a DSAR or 
information rights request. 

4: probable 4: significant 8: 
significant 
risk 

Rectification – there is an increased risk that sharing and 
combination of data leads to the creation of additional 
personal data that is not then easily corrected. 

4: probable 4: significant 8: 
significant 
risk 

Erasure – there is an increased risk that sharing and 
combination of data leads to the creation of additional 
personal data that is then not easily deleted  

4: probable 4: significant 8: 
significant 
risk 

Retention – there is a risk that personal data will be stored 
for longer than is necessary.  

3: possible 4: significant 7: 
significant 
risk 

Restriction of processing – there is an increased risk that 
restriction of data processing in one force is not then 
adhered to by another. 

2: unlikely 4: significant 6: medium 
risk 

Profiling – there is an increased risk of unlawful profiling as 
more people will now have access to the data. 

2: unlikely 4: significant 6: medium 
risk 

Compliance by processors – there is a risk that Microsoft 
could vary its DPAdd or other terms unilaterally and that this 
could result in Microsoft becoming a controller and 
determining the parameters of the processing itself. This 
could affect purpose limitation as it could result in data 
being processed for a new purpose without the forces’ 
knowledge. 

2: unlikely 4: significant 6: medium 
risk 

Compliance by processors – there is a risk that Microsoft’s 
DPIA would not be considered to be sufficiently clear as to 
the nature, scope and purposes of the processing carried out 

3: possible 4: significant 7: 
significant 
risk 
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by Microsoft. This could affect the forces’ ability to comply 
with their transparency obligations to data subjects (under 
GDPR processing) as forces may not be fully aware of the 
processing carried out.   

Compliance by processors – there is a risk that forces as 
controllers will not have sufficient control or choice over 
sub-processors that are used by Microsoft, as there is no 
way to prevent a sub-processor from being used without 
terminating the services.  

3: possible 4: significant 7: 
significant 
risk  

Compliance by processors – there is a risk that forces as 
controllers will not have sufficiently strong audit rights to 
ensure that Microsoft is complying with all requirements of 
data protection legislation and the DPAdd (although the 
DPAdd does allow for on-site security audits where provision 
of audit reports alone is not sufficient).  

3: possible 3: medium 6: medium 
risk 

Transfers – there is a risk that Microsoft could process 
personal data outside the UK/EEA without any visibility or 
control over this processing for the forces as controllers.  

4: likely 4: significant 8: 
significant 
risk 

Transfers – there is a risk that transfers of data to/from the 
EU will be restricted if the UK leaves the EU and any ongoing 
transfers will technically be non-compliant.  

2: unlikely 2: low 4: low risk 

Transfers – Microsoft appears to rely on Privacy Shield and 
SCCs for its transfers of personal data overseas. The Schrems 
II judgment has declared Privacy Shield invalid and now 
requires data exporters to carry out an assessment of the 
laws of the importing country to ensure that they are 
adequate, in order to be able to rely on SCCs. As it stands at 
the time of updating this DPIA, there is therefore no robust 
adequacy mechanism to legitimise Microsoft’s transfers of 
personal data overseas.  

5: very likely 5: unacceptably 
high 

10: high risk  
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Step 6: Identify measures to reduce risk 

Risk Option to reduce or 
eliminate risk  

Effect on risk Residual risk 
(if option to 
reduce or 
eliminate 
risk applied) 

Measure 
approved  

In this table, the "effect on risk" column confirms to what extent the likelihood of harm and/or severity of harm 
ratings for each risk are reduced by the mitigation action identified in the "option to reduce or eliminate risk" 
column.   

The "overall risk" rating figure in this table takes account of the impact of the "option to reduce or eliminate 
risk" being deployed.  This leads to a finalised overall risk rating.  The consequences of the finalised risk rating 
identified in the table below will be determined by the overall score attributed to each risk, as follows: 

Overall risk score (if "option to 
reduce or eliminate risk" is deployed) 

Consequences/next step 

0-1: N/A N/A 

2-4: low risk  Subject to any additional comments or recommendations in this 
DPIA, no further action required (beyond deploying option to 
reduce or eliminate risk) 

5-6: medium risk  Subject to any additional comments or recommendations in this 
DPIA, no referral to ICO likely to be required, but review risk each 
time the DPIA is reviewed (and more frequently if deemed 
necessary), to monitor and ensure risk remains at an acceptable 
level. 

7-8: significant risk Subject to any additional comments or recommendations in this 
DPIA, referral to ICO under Article 36 GDPR unlikely but refer to 
Data Protection Officer for further advice. 

9-10: high risk Subject to any additional comments or recommendations in this 
DPIA, very likely to require referral to ICO under Article 36 GDPR.  
Refer to Data Protection Officer. 

 

 

Lawful, fair and transparent – there is an 
increased risk of unlawful access due to 
increased data availability across multiple 
forces.  

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 

Likelihood 
reduced from 
3 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 3 
(medium).   

Overall risk 
reduced 
from 7 to 4 
(low risk). 
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controls and 
defenses are 
documented in 
depth in the NEP 
security model 
(Volume 9). 

Purpose limitation – there is an 
increased risk of data being used for an 
additional purpose.  

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 

Likelihood 
reduced from 
3 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 3 
(medium).   

Overall risk 
reduced 
from 7 to 4 
(low risk). 

 

Accuracy – an increased risk of 
inaccuracy due to duplication, 
combination and increased access and 
ability to share data.  

Mitigated by staff 
training and strict 
access controls. 
Individual data 
controllers will have 
the ability to control 
with which 
organisations they 
share data. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 

Likelihood 
reduced from 
3 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 3 
(medium).   

Overall risk 
reduced 
from 7 to 4 
(low risk). 

 

Storage limitation - an increased risk due 
to duplication and sharing (different data 
retention schedules applied depending 
on the data type and data controller).  

Mitigated by staff 
training and strict 
access controls. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 

Likelihood 
reduced from 
4 to 1 (very 
unlikely).  

Severity 
reduced from 

Overall risk 
reduced 
from 8 to 4 
(low risk). 
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documented in 
depth in the NEP 
security model 
referred to above. 
Individual data 
controllers will have 
the ability to control 
with which 
organisations they 
share data.  

4 to 3 
(medium).   

Integrity and confidentiality – there is 
still risk to the integrity and 
confidentiality of data. The 31 police 
information assets and associated 
inherent risks in those assets become the 
risk of the NEP. This also applies to the 
email system. 

Mitigated by the 
Security Risk 
Management (SRM) 
process used during 
the NEP 
development. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 

Likelihood 
reduced from 
2 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 3 
(medium).  

Overall risk 
reduced 
from 6 to 4 
(low risk).  

 

Consent – there is a risk that the 
management of consent (capture and 
removal) is not fully supported within the 
NEP solution. 

Mitigated by staff 
training and ability 
for forces to 
continue to operate 
consent 
management 
functionality which 
they currently utilise. 
Risk is also mitigated 
by the fact that 
consent is not the 
prevailing lawful 
basis relied upon for 
processing of 
personal data via 
NEP.  

Likelihood 
reduced from 
3 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 7 to 3 
(low). 

 

Right to information – there is an 
increased risk of lack of transparent 
processing as the individual data 
controllers do not correctly adapt their 

Mitigated by 
ensuring the data 
sharing and 
processing 
agreements (articles 
26 & 28) include a 

Likelihood 
reduced from 

Overall risk 
reduced 
from 6 to 4 
(low risk).  
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privacy policies to address the additional 
processing undertaken within the NEP.  

requirement for the 
forces to update 
their Privacy Notices 
appropriately.  

3 to 2 
(unlikely).  

Severity 
reduced from 
3 to 2 (low).  

Access – there is an increased risk that 
sharing and the combination of data 
leads to the creation of additional 
personal data that is not then easily 
collected and collated by the original data 
controller in order to fulfil a DSAR or 
information rights request. 

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 
Also mitigated by the 
terms of data 
processing and 
sharing agreements. 

Likelihood 
reduced from 
4 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 8 to 4 
(low risk).  

 

Rectification – there is an increased risk 
that sharing and combination of data 
leads to the creation of additional 
personal data that is not then easily 
corrected. 

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 
Also mitigated by the 
terms of data 
processing and 
sharing agreements. 

Likelihood 
reduced from 
4 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 8 to 4 
(low risk).  

 

Erasure – there is an increased risk that 
sharing and combination of data leads to 

Mitigated by staff 
training and strict 
access controls. IAM 

Likelihood 
reduced from 

Overall risk 
reduced 
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the creation of additional personal data 
that is then not easily deleted  

implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 
Also mitigated by the 
terms of data 
processing and 
sharing agreements. 

4 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low).  

from 8 to 4 
(low risk).  

Retention - there is a risk that personal 
data will be stored for longer than is 
necessary 

Mitigated by 
application of 
retention 
arrangements set 
out in the MOPI 
guidelines 

Likelihood 
reduced from 
3 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 7 to 4 
(low risk).  

 

Restriction of processing – there is an 
increased risk that restriction of data 
processing in one force is not then 
adhered to by another.  

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 
across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above.  
Also mitigated by the 
terms of data 
processing and 
sharing agreements. 

Likelihood 
reduced from 
2 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 6 to 3 
(low risk).  

 

Profiling – there is an increased risk of 
unlawful profiling as more people will 
now have access to the data. 

Mitigated by staff 
training and strict 
access controls. IAM 
implementation 

Likelihood 
reduced from 

Overall risk 
reduced 
from 6 to 3 
(low risk).  
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across the NEP 
reduces the risk. A 
security by design 
approach has been 
taken and all security 
controls and 
defenses are 
documented in 
depth in the NEP 
security model 
referred to above. 
Also mitigated by the 
terms of data 
processing and 
sharing agreements. 

2 to 1 (very 
unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Compliance by processors – there is a 
risk that Microsoft could vary its DPAdd 
or other terms unilaterally and that this 
could result in Microsoft becoming a 
controller and determining the 
parameters of the processing itself. This 
could affect purpose limitation as it could 
result in data being processed for a new 
purpose without the forces’ knowledge.  

Mitigated by 
monitoring of any 
updates made to the 
DPAdd. Risk is also 
mitigated by the fact 
that in this instance, 
Microsoft would be 
breaching its own 
obligations and 
would become a 
controller and 
therefore fully 
responsible for any 
of its own breaches.  

Likelihood 
reduced from 
2 to 1 (very 
unlikely). 

Severity 
reduced from 
4 to 3 
(medium).  

Overall risk 
reduced 
from 6 to 4 
(low risk). 

 

Compliance by processors – there is a 
risk that Microsoft’s DPIA would not be 
considered to be sufficiently clear as to 
the nature, scope and purposes of the 
processing carried out by Microsoft. This 
could affect the forces’ ability to comply 
with their transparency obligations to 
data subjects (under GDPR processing) as 
forces may not be fully aware of the 
processing carried out.   

Forces are 
responsible for how 
they use the solution 
and it is up to forces 
to ensure that they 
are fully aware of 
what data they put 
into the system and 
for what purposes so 
that they can fulfil 
their transparency 
obligations (where 
required under the 
GDPR).  

Likelihood 
reduced from 
3 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low).  

Overall risk 
reduced 
from 7 to 4 
(low risk). 

 

Compliance by processors – there is a 
risk that forces as controllers will not 
have sufficient control or choice over 
sub-processors that are used by 

Mitigated by 
immediate and 
thorough review of 
proposed changes to 

Likelihood 
reduced from 

Overall risk 
reduced 
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Microsoft, as there is no way to prevent a 
sub-processor from being used without 
terminating the services.  

sub-processors as 
soon as notification 
received to ensure 
that any risks or 
issues are picked up 
and flagged with 
Microsoft to resolve 
as soon as possible. 
Also mitigated by the 
fact that Microsoft 
will be incentivised 
to choose 
appropriate sub-
processors and 
resolve any issues.  

3 to 2 
(unlikely).  

Severity 
reduced from 
4 to 2 (low)  

from 7 to 4 
(low risk).  

Compliance by processors – there is a 
risk that forces as controllers will not 
have sufficiently strong audit rights to 
ensure that Microsoft is complying with 
all requirements of data protection 
legislation and the DPAdd (although the 
DPAdd does allow for on-site security 
audits where provision of audit reports 
alone is not sufficient).  

Risk is only 
applicable to GDPR 
processing and not 
DPA 2018 
processing, which is 
the majority of the 
processing for the 
NEP solution. 
Mitigated by 
ensuring that regular 
information on 
compliance is 
obtained from 
Microsoft to ensure 
ongoing visibility of 
compliance.  

Likelihood 
reduced from 
3 to 2 
(unlikely).  

Severity 
reduced from 
3 to 2 (low).  

Overall risk 
reduced 
from 6 to 4 
(low risk).  

 

Transfers – there is a risk that Microsoft 
could process personal data outside the 
UK/EEA without any visibility or control 
over this processing for the forces as 
controllers.  

Mitigated by the fact 
that Microsoft is 
under its own 
obligations to ensure 
that appropriate 
adequacy 
mechanisms are in 
place; even without 
visibility of 
processing, it is likely 
that transfers will 
not be non-
compliant.  

Likelihood 
reduced from 
4 to 3 
(possible).  

Severity 
reduced from 
4 to 3 
(medium).  

Overall risk 
reduced 
from 8 to 6 
(medium 
risk).  

 

Transfers – there is a risk that transfers of 
data to/from the EU will be restricted if 
the UK leaves the EU and any ongoing 

The relevant 
transfers currently 
envisaged will be 

Likelihood 
reduced from 

Overall risk 
reduced 
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transfers will technically be non-
compliant. 

from the UK to the 
EU, rather than the 
other way around. 
No additional steps 
will be needed in the 
immediate term 
following the 
transition period to 
ensure that these 
transfers are 
compliant. Any 
change in 
requirements for 
transfers will be 
assessed and 
remedial steps 
taken. 

2 to 1 (very 
unlikely).  

Severity 
reduced from 
2 to 1 (very 
low).  

from 4 to 2 
(low risk).  

Transfers – Microsoft appears to rely on 
Privacy Shield and SCCs for its transfers of 
personal data overseas. The Schrems II 
judgment has declared Privacy Shield 
invalid and now requires data exporters 
to carry out an assessment of the laws of 
the importing country to ensure that they 
are adequate, in order to be able to rely 
on SCCs. As it stands at the time of 
updating this DPIA, there is therefore no 
robust adequacy mechanism to legitimise 
Microsoft’s transfers of personal data 
overseas. 

The ICO’s position is 
that where Privacy 
Shield is relied on for 
existing 
arrangements, it can 
continue to be relied 
on until new 
guidance is provided. 
Further guidance 
from both the ICO 
and the EDPB is 
expected to be 
issued to assist 
organisations and 
the likelihood of 
regulatory action 
before full guidance 
is in place is very 
low. The risk is 
mitigated by this and 
by keeping the 
position under 
constant review and 
determining actions 
when guidance has 
been released.  

Likelihood 
reduced from 
5 to 3 
(possible).  

Severity 
reduced from 
5 to 4 
(significant).  

Overall risk 
reduced 
from 10 to 7 
(high risk).  
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Step 7: Sign off and record outcomes 

Item  Name/position/date Notes 

Measures approved by:  Integrate actions back into project 
plan, with date and responsibility for 
completion 

Residual risks approved by:  If accepting any residual high risk, 
consult the ICO before going ahead 

DPO advice provided:  DPO should advise on compliance, 
step 6 measures and whether 
processing can proceed 

Summary of DPO advice: 

I have considered the details set out in this DPIA and the accompanying documents and conclude that the 
risks associated with the processing activities described in this DPIA have been considered and 
understood, and that appropriate privacy solutions and risk management strategies have been deployed 
to manage the risks which do exist. Subject to the recommended actions/next steps set out below, I am 
satisfied, from my Police ICT Company DPO perspective, that: 

 the safeguards being deployed to protect against the risks to the rights and freedoms of data 
subjects described in this DPIA are proportionate and appropriate; and 

 there are no residual high risks to the rights and freedoms of natural persons, and so no need to 
consult the ICO pursuant to Article 36 GDPR. 

Please note that this advice is provided to the Police ICT Company and National Enabling Programmes 
only. Whilst this document will be shared with forces, each force is required to consider the privacy 
impact, risks and mitigations for its own account. It is not expected that there will be great variances from 
one force to the next, as the NEP solutions are common to all, the technical design is consistent for all and 
the risk mitigation strategies are also consistent for all. Nonetheless, should forces feel that any local risks 
have not been adequately covered in this DPIA, they are advised to address these in Appendix A. Any 
queries should be raised with the NEP in the first instance.  

Recommended actions/next steps 

1. As forces and other tenants are transitioned into using the NEP solution in a live environment, 
they (acting as data controllers) will need to undertake their own impact assessments (in this case 
by way of populating Appendix A of this DPIA, which streamlines the documentation and makes it 
more coherent and consistent. It also avoids forces having to repeat large sections of the front end 
of this DPIA). This is acknowledged in a number of places, but for the avoidance of any doubt I 
would advise that Appendix A to this DPIA is completed by each data controller/force prior to 
them using the NEP solution for the processing of personal data. 

 Suggested action: commence work to complete Appendix A to this DPIA, with NEP to 
complete a draft template which forces can then review, validate, adapt and amend as 
appropriate prior to them utilising the NEP solution. Whilst this should be concluded as 
soon as possible, as a number of stakeholders will need to be engaged and this is not a 
straight-forward process, an absolute deadline for completing the draft template 
Appendix A should be by the end of April 2019. 
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 Update on action November 2020: The draft template was finalised by the end of April 
2019 and is the template attached at Appendix A to this DPIA. It is up to forces as to 
whether they want to use Appendix A to validate their own risks.  

2. One risk of particular concern (albeit one which is capable of mitigation) is the potential lack of 
transparency for data subjects about how the NEP solution will process personal data, how staff 
activities are being monitored and so on. The privacy solution being deployed to address this risk is 
to ensure that forces update their privacy notices as appropriate. However, this in turn presents a 
further risk – i.e. that individual forces adopt different approaches to amending their privacy 
notices, provide differing levels of detail and so on, introducing in effect a “postcode lottery” as to 
the level of transparent information provided to data subjects about the processing of their data. I 
would therefore advise that the NEP works collaboratively with the Police ICT Company and force 
representatives (e.g. Kent and Essex as the pilot forces) to create a template update to privacy 
notices for sharing with all forces. Not only will this mitigate the privacy risks which have been 
identified, it will also reduce duplication of effort and so reduce costs (noting, nonetheless, that 
individual forces will still be responsible for ensuring that the privacy notice updates accurately 
and comprehensively address their local processing activities). Furthermore, this DPIA could be 
published (whether internally within forces/tenants and/or nationally on the relevant website(s)), 
which would have the effect of further managing and reducing these risks. If this DPIA is to be 
published, then this point should be added to Step Six of the DPIA as a further privacy/risk 
management solution. 

 Suggested action: NEP and Police ICT Company to consider whether or not to publish the 
DPIA and work together with force representatives (e.g. Kent and Essex as the pilot 
forces) to create a template update to privacy notices for sharing with all forces. I would 
suggest that this position is considered, and a decision reached, by the end of April 2019. 
Any template updates to privacy notices, and any publication of this DPIA, should be 
completed by no later than 30 June 2019. 

 Update on action November 2020: The DPIA has not yet been published and has only 
been shared with forces.  

3. Given the very dynamic nature of the NEP solution and the pace of digital change within policing 
at present, I would advise that this DPIA is kept under regular review. 

 Suggested action: NEP and Police ICT Company to keep this DPIA under regular review. 
The first such review should be completed by no later than 30 September 2019 or, if 
sooner, the time of the next NEP design refresh. 

 Update on action November 2020: This DPIA has been reviewed in the second half of 
2020 and amendments made to reflect required changes, including a review of 
Microsoft’s data processing addendum to ensure that it complies with the requirements 
of the DPA 2018, Part 3, Chapter 4.  

4. Whilst I am satisfied that there are no residual high risks to the rights and freedoms of natural 
persons, and so no need to consult the ICO pursuant to Article 36 GDPR, I would nonetheless 
advise that the ICO is engaged and asked to review this DPIA on a voluntary basis. Any queries or 
comments from the ICO should be reflected (as required) in a revised iteration of the DPIA. 

 Suggested action: draft DPIA to be shared with ICO by no later than 30 April 2019, 
inviting the ICO’s comments and review. 

 Update on action November 2020: The DPIA was shared with the ICO in April 2019 and 
comments were received and incorporated in July 2019. As part of the update to the 
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DPIA in July 2020, outstanding comments from the ICO have been reviewed and 
additional changes made to the DPIA to reflect the comments.  

5. Given the impact of the Schrems II judgment in July 2020, I recommend that the arrangement with 
Microsoft is reviewed as a priority and actions agreed in accordance with regulatory guidance 
when this is issued/finalised.  

 

DPO advice accepted or 
overruled by: 

 If overruled, you must explain your 
reasons 

Comments: 

Consultation responses 
reviewed by: 

N/A If your decision departs from 
individuals’ views, you must explain 
your reasons 

Comments: N/A – feedback from those parties who were approached has been fed into the body of this 
DPIA. 

This DPIA will kept under 
review by: 

 The DPO should also review ongoing 
compliance with DPIA 
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APPENDIX A: FORCE-SPECIFIC CONSIDERATIONS AND IMPACT ASSESSMENTS 
 

1. Details of any additional information regarding the processing activities  

 [Drafting note: forces may wish to consider including their own data flow diagrams here, in 
particular. If there is nothing to add, please mark "N/A"]. 
 

2. Details of any additional consultation activities by the force  

 [Drafting note: if none, please mark "N/A"]. 
 

3. Details of any additional risks from a local force perspective  

 [Drafting note: please add any additional risks to the table below. If none, please delete 
table and mark "N/A"]. 

 

Describe source of risk and nature of potential impact on 
individuals. Include associated compliance and corporate 
risks as necessary. 

Likelihood of 
harm 

Severity of 
harm 

Overall risk 

    

 

4. Details of any additional risk mitigations from a local force perspective  

 [Drafting note: please add any additional risks to the table below. If none, please delete 
table and mark "N/A"]. 

 

Risk Option to reduce or 
eliminate risk  

Effect on risk Residual risk Measure 
approved  

     

 

5. Details of any additional DPO advice  

 [Drafting note: if none, please mark "N/A"]. 


