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Preface

The International Conference on “Artificial Intelligence and Applications” (ICAIA
2020) intended to provide an international forum for original research findings, as
well as exchange and dissemination of innovative, practical development experi-
ences in different fields of artificial intelligence. A major goal and feature of it were
to bring academic scientists, engineers and industry researchers together to
exchange and share their experiences and research results about most aspects of
science and social research and discuss the practical challenges encountered and the
solutions adopted.

The responses to the call for papers had been overwhelming—both from India
and from overseas. ICAIA 2020 ensured to be both a stimulating and enlightening
experience with numerous eminent keynote and invited speakers from all over the
world. The event consisted of invited talks, technical sessions, paper presentations
and discussions with eminent speakers covering a wide range of topics in artificial
intelligence.

This book contains the research papers presented in the conference. Papers have
been divided into the following tracks:

• Evolving machine learning and deep learning models for computer vision
• Machine learning applications in cyber security and cryptography
• Advances in signal processing and learning methods
• Social intelligence and sustainability
• Feature extraction and learning on image and speech data
• Optimization techniques and its applications in machine learning
• Recent Trends in Computational Intelligence and Data Science.

We express our sincere gratitude to the eminent keynote speakers, authors and the
participants. Our earnest thanks to the Surajmal Memorial Education Society whose
unconditional and munificent support has made the dream of hosting an interna-
tional conference a reality. We would like to express our gratitude and appreciation

xi



for all the reviewers who helped us maintain the high quality of manuscripts
included in the proceedings. We are grateful to Springer, especially to Mr. Aninda
Bose (Senior Publishing Editor, Springer India Pvt. Ltd.), and the entire Springer
team for the excellent collaboration, patience and help during the evolvement of this
volume.

New Delhi, India Organizing Committee
ICAIA 2020
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Analysis of Breast Cancer Detection
Techniques Using RapidMiner

Adhish Nanda and Aman Jatain

Abstract One of the most widely spread diseases among women is the breast
cancer. In past few years, the incidences of breast cancer kept on rising. At this
point, diagnosis of the cancer is crucial. However, breast cancer is treatable if it is
identified during the earlier stages. Classification of tumor in case of breast cancer is
done usingmachine learning algorithms, viz. decision trees, regression, SVM, k-NN,
and Naïve Bayes. Then, accuracy of these algorithms is compared to predict the class
(benign, malignant) of tumor, and the most appropriate algorithm is suggested based
on the results. Wisconsin Breast Cancer Diagnostic Dataset is used. The data has
been preprocessed, split, and applied to respective models. Tenfold cross-validation
is applied to determine the accuracies.

Keywords Breast · Cancer · Decision trees · KNN ·Machine learning · Naïve
Bayes · Prediction · RapidMiner · Regression · SVM

1 Introduction

The single most common disease responsible for high number of deaths in women
is the breast cancer. However, by classifying the type of tumor in a women’s breast,
we can diagnose whether the nature of tumor is benign or malignant. Doctors and
scientists are in search of various methods and techniques that may help in dis-
tinguishing the tumors. There are various factors that pose as risks in developing
breast cancer like being a woman, or being obese, having less or no physical exer-
cise, family history, alcohol and drug abuse, late pregnancy, among several others.
According to reports from the American Cancer Society, breast cancer is treatable
if detected early by providing the required treatment before the cancer reaches its
maximum growth phase. Also, the accurate classification of tumors into one of the
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two categories (benign or malignant) can prevent the patient from going through
unnecessary treatments which may result in the wastage of both time and money.
Hence, the proper identification and classification of tumors in and around breasts
are a concern of much research.

Classification is the process of assigning a newobservation to one of the categories
in a set based on its characteristics and properties. This is done with the help of a
training set of data whose variable assignments are already predetermined or known
[1]. Classification is considered an instance of supervised learning, i.e., learning with
the help of a training set where correctly identified observations are available. The
corresponding unsupervised procedure is known as clustering and involves grouping
data into categories based on some measure of inherent similarity or distance. In this
work, the dataset has been divided into test and train data, respectively. The training
dataset is used to train the different models, while test dataset is used to verify their
functionality.

2 Related Work

Every year doctors diagnose around 14 million new people with cancer. But research
shows that the prognosis rate after detection is only 60%. This is where machine
learning comes into play. There are various researches available on the topic. Some
of them are mentioned below.

Mittal et al. proposed [2] a hybrid strategy for breast cancer investigation which
gave a compelling certainty over the dataset. This proposed technique consolidates
unsupervised self-arranging maps with a regulated classifier called stochastic gradi-
ent descent. The test results are led by contrasting their outcomes with three machine
learning algorithms, namely SVM, random forest, and decision trees. Vasantha et al.
[3] focused on characterizing the mammogram pictures into three classifications
(ordinary, benign, and malignant). Then, Halawani et al. have practiced diverse clus-
tering algorithms on them so as to recognize a breast tumor. Trials were directed
utilizing digital mammograms in the University of Erlangen-Nuremberg somewhere
in the range of 2003–2006.

A review done by Saranya and Satheeskumar [4] has broken down a notewor-
thy number of investigations done in the field of breast cancer identification. Their
emphasis was on analyzing the diverse data mining procedures applied in breast
cancer classification alongside their advantages and inconveniences. Especially, this
review talks about C4.5 and ID3 algorithms and their utilization in the examination
and characterization of breast cancer.

Kourou et al. [5] examined variousmachine learning algorithms in cancer forecast
and its treatment. In the introduced survey of around 70 approaches, they arrived at a
resolution, that in the last years, the exploration is centered around the improvement of
prescient models utilizing regulated ML strategies and grouping calculations where
the combination of heterogeneous data that is multidimensional in nature is joined
with the utilization of various methods for highlighting choices. Then, Cruz and
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Wishart [6] studied the execution of various AI algorithms that are being connected
to breast cancer forecast, and prognosis has been clarified, analyzed, and evaluated.
They recognized various patterns concerning the sorts of AI strategies being utilized,
the sorts of training data being incorporated, the sorts of endpoint forecasts being
made, the kinds of diseases being contemplated, and the general execution of these
techniques in foreseeing malignancy vulnerability or results.

Syed Shajahaan et al. [7] took a shot at anticipating the presence of breast cancer
with the help of data mining. They used the decision tree algorithm for this. Informa-
tion gathered contained 699 examples (understanding records) with ten qualities and
the class label as benign ormalignant to determine its severity. Info utilized contained
observation ID, thickness of its cluster, consistency in the shape of the tumor and
the size of the cells, its development and different outcomes of other physical exam-
ination. Results of the applied supervised algorithms demonstrated that the random
forest had the most elevated exactness of 100% with a blunder rate of 0, whereas
CART had the least precision with an estimation of 92.99%, yet Naive Bayes had a
precision of 97.42% with an error rate of 0.0258.

Mangasarian et al. [8] applied classification techniques on demonstrative data of
breast cancer. The grouping strategy received by them for demonstrative informa-
tion is called Multisurface Method Tree (MSM-T) which utilizes a programming
model which continually puts a progression of isolating planes in the component
space of the precedents. On off chance that the two arrangements of focuses are
straightly distinguishable, the main plane is inserted between them. When the sets
are not directly distinct,MSM-Twill build a planewhich limits the normal separation
wrongly classified values to the plane, in this manner almost limiting the quantity
of nonclassified or wrong-classified focuses. The training division and the forecast
precision with the MSM-T approach were 97.3 and 97% separately, while the RSA
approach had the capacity to give exact expectation just for every individual patient.
But the inalienable linearity of the prescient models was a major issue relating to
their downside.

Nalini and Meera [9] displayed an investigation about breast cancer dependent
on data mining techniques to find a successful method to foresee it by recogniz-
ing an exact model to anticipate the occurrence of cancer dependent on patients’
clinical records. Information mining models that were utilized are Naive Bayes,
SVMs, ANNs, and AdaBoost tree. Foremost the dimensionality reduction method
of principal component analysis (PCA) alongside the proposed models was utilized
to decrease the element space. The execution assessment of thismodelwas controlled
by utilizing theWisconsin Breast Cancer Database (1991) andWisconsin Diagnostic
Breast Cancer (1995). After this, Asri et al. [10] performed correlation between var-
ious AI algorithms such as SVM, C4.5, Naive Bayes (NB), and K-Nearest Neighbor
(k-NN) on the Wisconsin Breast Cancer Datasets to survey the rightness in char-
acterizing information as for efficiency and adequacy of every algorithm regarding
exactness, accuracy, affectability, and explicitness. All investigations are executed
inside a reenactment situation and led in WEKA information mining apparatus.
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3 Comparative Study of Machine Learning Algorithms

There are various machine learning algorithms and statistical approaches that are
used by the computer systems to perform specific tasks like pattern identification,
inference, etc., from data. Here, we have chosen the most popular and effective ones
and applied them to determine the best among them in case of predicting a medical
condition. The dataset used is Wisconsin Breast Cancer Dataset which has around
32 real-valued attributes, zero missing values, and class distribution with 357 benign
and 207 malignant.

3.1 Decision Trees

A decision tree is an algorithm that makes use of a tree-like structure of decisions or
choices and their conceivable results, including arbitrary occasions, asset expenses,
and utility. It is a single approach that shows a calculation which consists of only
restrictive control edicts. Decision tree is also known as C4.5 algorithm. It makes use
of a decision tree as a prescient model to go from impressions of an object (repre-
sented as branches) to decisions about the object’s unprejudiced value (represented as
leaves). It is also the predictivemodelingmethod utilized inmeasurements, mining of
useful information from data and AI. Structures in which variable can take a discrete
value of qualities are used characterization or classification; in these, leaves repre-
sent respective labels of a class, and branches represent conjunctions of attributes
that lead to those class labels. Decision trees where the variables accept continuous
and real values or qualities are known as regression trees. Learning in a decision
tree refers to the development of a tree-like structure designed from class-marked
preparing tuples. It has a stream outline structure, in which each inward hub (nonleaf)
represents a test on a property, each branch represents result of the test, and each leaf
(or terminal) hub represents a class mark (Fig. 1).

Utilizations in a decision tree is a white box display because on the off chance that
when any given circumstance is recognizable in the model, the clarification for the
condition is effectively underlined using Boolean rationale. On the other hand, in the
black box display, the clarification of the outcomes is normally hard to comprehend,
for instance, with a counterfeit neural system. But decision trees are very little robust
in nature. A little change in the training data can result in a substantial change in
results of predictions (Table 1).

As per the results, we can see that the mean accuracy is around 93.67%. There
are seven instances of data where it should have been classified as Benign, but rather
it is classified as malignant and 29 instances where it should have been classified as
malignant but rather is classified as benign. However, the class precisions are quite
high.
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Fig. 1 Decision tree classifier in RapidMiner

Table 1 Classification and
accuracy results of decision
tree

True M True B Class precision (%)

Pred. M 183 7 96.32

Pred. B 29 350 92.35

Class recall (%) 86.32 98.04

Accuracy: 93.68% ± 3.69% (micro average: 93.67%)

3.2 k-NN

The k-NN or K-Nearest Neighbor algorithm is a nonparametric technique used for
characterization or regression purposes [11]. In both the scenarios, the input data
comprises the k number of nearest training variables in the component space. The
results depend upon whether k-NN is used for classification or for regression analyt-
ics. In classification utilizing the k-NN, the output is a class enrollment. An item is
characterized by the majority of votes it receives from its neighbors, with the article
being assigned to the class which is the most normal among its k closest neighbors (k
is a small positive number). On other hand, if k = 1, at that point the item is basically
assigned to the class of single closest neighbor. In k-NN regression, the output is
the property estimation for the article which is the mean of the estimations of its k
number of neighbors nearest to it. It is a sort of occasion-based algorithm for learn-
ing, or apathetic realizing, in which capacity is computed and approximated locally,
and all other calculations are conceded until arrangement. The calculations involved
in k-NN algorithms are the least complex when compared to calculations that are
involved in other AI algorithms. The preparation models are vectors in a multidi-
mensional component space, each with a class mark. Training period of the model
comprises putting away the element vectors and class marks of the train sets. Here,
k is an unlabeled vector which is consistently characterized by client and is arranged
by allotting the mark which is most sequential among the k training sets closest to
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Fig. 2 Classifier using k-NN in RapidMiner

Table 2 Classification and
accuracy results of k-NN

True M True B Class precision (%)

Pred. M 106 17 86.18

Pred. B 106 340 76.23

Class recall (%) 50.00 95.24

Accuracy: 78.40% ± 4.11% (micro average: 78.38%)

that query point. Most common separation metric for continuous factors is Euclidean
distance. For discrete factors like content arrangement, another measurement can be
utilized, for example, the cover metric (or Hamming distance) (Fig. 2).

Obtained results indicate that k-NN is not suitable for classifying or predicting
the type of tumor in the case of breast cancer (Table 2).

3.3 Neural Networks

The neural nets are a collection of algorithms, constructed loosely afterward homi-
noid cerebrum [12], which is envisioned to identify designs and patterns. They deci-
pher palpable data over a kind of machine recognition application responsible for
marking or bunching unpolished data [13]. The illustrations they observe are numeri-
cal in nature, mostly confined in vectors, into which all true data like pictures, sound,
or content classification can be interpreted. Systems based on neural networks help
us cluster and arrange. Neural systems can likewise extract and fetch topographies
that are fed to different processes for clustering and classification; so, you can con-
sider profound neural systems as parts of bigger AI bids including calculations for
reinforcement learning, characterization, and relapse. Neural nets or neural networks
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form the basis or the major part of deep learning. Deep learning maps contributions
(inputs) toward yielding results (outputs). It notices relations. It is known as a “Uni-
versal Approximator,” on the grounds that it can fathom how to surmise an obscure
capacity f (a)= b between any input a and output b, expecting they are connected by
any stretch of the imagination (by relationship or causation, for instance). During the
time spent learning, a neural system finds the correct f, or the right way of changing
“a” into “b”, irrespective of whether that be f (a) = 43a + 121 or f (a) = 15a − 0.3.
All grouping tasks rely on datasets that are already labeled; explicitly, individuals
should exchange their insight with the dataset unanimously for a neural system to
become acquainted with the relationship among labels and data. This regulated form
of learning is called supervised learning (Fig. 3).

By a similar token, presented to enough of the correct kind of data, deep learning
can expand connections between present occasions and future occasions. It can run
a regression between previous times and what’s to come. Deep learning is the name
we use for “stacked neural systems,” viz. systems made from several layers. Table 3
indicates that although class precisions are not perfect, the overall accuracy of the
classification is still very much high.

Fig. 3 Simple neural network classifier in RapidMiner

Table 3 Classification and
accuracy results of neural nets

True M True B Class precision (%)

Pred. M 202 7 96.65

Pred. B 10 350 97.22

Class recall (%) 95.28 98.04

Accuracy: 97.01% ± 2.24% (micro average: 97.01%)
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3.4 Linear Regression

In stats, linear regression is a straightforward way to demonstrate the connection
between scalar values, i.e., dependent variable and the independent variables. The
occurrence of one rational variable is called a simple linear regression. For over one
descriptive variable, the process is calledmultiple linear regression [14]. This word is
different frommultivariate linear regression,where different corresponded secondary
factors are estimated, instead of a single scalar variable [15]. In linear regression,
networks are displayed employing direct indicator mechanisms whose vague model
parameters are calculated from input data. These are known as linear models [16].
Utmost usually, the limiting mean of the reaction assumed by the estimations of
the logical factors (or indicators) is thought as a relative capacity of them qualities;
irregularly, the contingent medium or some other quantile is employed (Fig. 4).

Corresponding types of regression analytics, linear regression centers around the
conditional probability distribution of the reaction given the estimations of the pre-
dictors, as opposed to on the joint probability distribution of these factors in space of
multifarious investigation. Linear regression was the main kind of regression anal-
ysis to be considered thoroughly, which is also utilized widely in down-to-earth
solicitations [17]. This is accordingly to the models which depend directly on their
incomprehensible structures and simpler to fit than models which are nondirectly
acknowledged with their structures and due to that the realistic properties of the fol-
lowing estimators are less challenging to decide. Least squares approach is generally
used to fit the linear models. From the results, we can observe that class precisions
are quite high, and this means that the classification done is genuine, but the accuracy
of prediction is not that great (Table 4).

Fig. 4 Classification with linear regression in RapidMiner


