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Praise for Practical Augmented Reality

“A valuable addition to the library of anyone setting out on their virtual journey.”

—Dr Rab Scott 
Head of VR, Nuclear AMRC

“A well-presented introduction to advanced visualization technologies, which will provide 
readers with an informed overview of this fast-paced, high-tech industry.”

—Chr is Freeman 
Augmented Reality Technical Fellow, University of Sheffield AMRC

“Filled with excellent, imaginative information that will inform both experienced and 
first-time readers alike. Practical Augmented Reality is worth reading not only for its wealth of 
data and research, but also for its insights into the markets and opportunities ahead of us. If you 
have an interest in this exciting new technology, this is a must-have resource and an enjoyable 
exploration into this brave new world.”

—Roy Taylor 
Corporate Vice President for Content and Technology, AMD (Advanced Micro Devices)

“Steven Aukstakalnis stands on the ever-changing edge of the virtual and augmented reality 
world. Drawing from a rich history in the industry, he is able to share a clear understanding 
of the technologies, products, and ideas that will reshape the way we work and play. May 
the knowledge he shares empower you to help create a truly fantastic new future!”

—Brent Baier 
Creator of the Peregrine Glove

“Mixed or augmented reality is a grand frontier not only for computation, but for how 
people experience their world and each other. This book sets a frame around that which isn’t 
framed. Read it in order to understand our new world.”

—Jaron Lanier
Author of Who Owns the Future and You Are Not A Gadget
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FOREWORD

After months of electrical, mechanical, Zero-G, underwater, and network certification, we 
had finally launched two Microsoft HoloLens mixed-reality devices to the International Space 
 Station (ISS). On the morning of February 20th, 2016, our team, stationed at NASA Johnson Space 
Center’s Mission Control, successfully made the first holographic call to space.  Astronaut Scott 
Kelly picked up and proceeded to take us on a tour of his home for the past year.  At one point, 
he guided us to the cupola (observation module), slowly lowered the solar shields, and showed 
us the curvature of the Earth as it floated into our view.  As if that was not enough, Scott then 
drew annotations on top of the various ISS modules and talked about their importance in the 
discovery of science and the maintenance of life-support for the crew.  This unforgettable 
moment was my affirmation in the future of virtual and augmented reality.

Back on Earth, we are using similar technologies at NASA to bring our scientists to Mars, provide 
CAD-level design visualizations to our spacecraft engineers, and enhance the capabilities of our 
robot operators.  By providing better contextual awareness of the distant environments, we 
are dissolving the physical barriers between the operators and the robots they are expected to 
operate.  By resolving issues earlier in the design, we can reduce the cost of building our space-
craft, which ultimately allows us to build more spacecraft.

Our fascination with this industry started many years ago as we investigated various hardware 
and software platforms.  We have used many of the technologies that are discussed in this book 
and are excited for the many yet to come.  Developing for this platform is unique and we often 
run into unforeseen challenges.  Let this be a guidebook for understanding the expanding field 
of virtual and augmented reality as this technology becomes ubiquitous like the television and 
the internet.  Start with an open mind and a clean slate and you can avoid some of the common 
misconceptions for new users.

At NASA, building spacecraft requires the right set of materials and resources, just as building 
an application in the world of VR/AR.  As a developer, use this book as an index of equipment in 
your tool belt and make sure to pick the right tool for the right job, even if that means not using 
VR or AR at all.

Every spacecraft we build has various scientific instruments installed inside.  To maximize 
 science and reduce risk, we must be extremely selective in what payloads to ship.  As a content 
creator, use the anecdotes in this book to help you choose the right experience for your target 
audience.
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One of NASA’s core missions is to inspire the next generation of explorers: the astronauts that 
will take humanity to the asteroids, Mars, and beyond.  When the first representatives of Earth 
step foot on Mars, we will all be virtually present.  We will welcome their arrival and explore 
alongside them.  Together, we will make discoveries that will forever change our reality.

—Victor Luo
Senior Technical Lead, Software Systems Engineering

NASA Jet Propulsion Laboratory
California Institute of Technology

Pasadena, California
July 2016



PREFACE

Despite the public fascination with augmented reality (AR) and virtual reality (VR), few within 
the broader audience understand how these systems actually function. AR and VR are seen 
as cool technologies for better gaming and entertainment experiences, but beyond that point, 
the general understanding of the topic is vague. Since the initial wave of interest in the early 
1990s, a new generation of tech-savvy youth, college aged individuals, and professionals 
has emerged with the same interest and fascination as two decades prior, but with relatively 
few up-to-date resources clearly explaining the enabling technologies, how they are intended 
to harness the strengths of the human perceptual system, or which show the variety of existing, 
problem-solving applications outside of gaming. This book attempts to fill that void.

Readers should recognize that, although the latest generation of products at the heart of this 
field come from highly talented individuals, the true pioneers of augmented and virtual  reality 
can be found in the scientific literature, tech briefs, conference proceedings, and  patents 
 filings of the 1980s and 1990s. Those like Tom Furness, Mark Bolas, Stephen R. Ellis, Scott 
Fisher,  Warren Robinett, Nathaniel Durlach, Ian McDowall, Fred Brooks, Henry Fuchs, Elizabeth 
Wenzel, Scott Foster, Jaron Lanier, and Tom DeFanti quietly worked in their labs solving 
the big  problems, developing innovative hardware and software solutions, exploring the 
relevant human perception and performance issues, and in general, laying the groundwork for 
the  current reemergence of this field.

It is upon their shoulders that I stand.

Who Should Read This Book
This book is intended as a supplementary text for undergraduate and graduate courses in 
 computer science, engineering, architecture, and other fields that make use of standard 
 computer visualization techniques as well as AR and VR systems.

If you are in business, engineering, or science, this book will detail a host of applications where 
these technologies are having a strong impact on design quality, cost control, more efficient 
collaboration and manufacturing workflows, and increased data understanding.

If you are a gamer or general AR/VR enthusiast, this book is ideal for providing a solid 
 grounding in perceptual mechanics and the underlying enabling technologies of 
 head-mounted displays, spatial sound solutions, sensors, and a range of tactile and force 
 feedback devices.
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Although there are no specific prerequisites, the author presumes an understanding of basic 
computing principles and human biology.

How This Book Is Organized
This book is organized in a manner that explains augmented and virtual reality systems from 
the inside out. As opposed to diving right into the various enabling technologies, it first looks 
at the mechanics of sight, hearing, and touch, each of which is immediately followed with 
 respective explanations of wearable displays, 3D audio systems, and tactile/force feedback 
devices. The objective is helping you, the reader, gain an understanding and appreciation of 
how our extraordinary perceptual mechanisms directly dictate the design and application of 
relevant enabling technologies and the ranges of performance they attempt to achieve.

This book is separated into four parts:

 ■ Part I, composed of two chapters, introduces basic concepts such as a clear delineation 
between augmenting and immersive displays and their respective histories, explanations 
of visual space and content, position and orientation in three dimensions, commonly used 
coordinate systems, and general navigation approaches.

 ■ Part II, composed of ten chapters, explores the mechanics of our senses of sight, hearing, 
and touch, each followed by explanations of the key respective enabling technologies of 
visual, audio, and tactile displays, as well as sensors and input devices.

 ■ Part III, composed of eight chapters, provides case studies and descriptions of a wide range 
of existing applications for these technologies in areas such as entertainment,  architecture 
and construction, science and engineering, healthcare and medicine, education and 
 training, telerobotics, and more.

 ■ Part IV, composed of three chapters, explains the key human factors issues associated with 
the use of augmenting and immersive displays, legal and social considerations, as well as 
an outlook on what the future holds for key enabling hardware and software technologies.

The following is a detailed description of each chapter:

Part I, “Introduction to Augmented and Virtual Reality,” spans Chapters 1 and 2.

 ■ Chapter 1, “Computer-Generated Worlds,” gives a general introduction to augmenting and 
immersive display systems, including optical and video see-through variants as well as a 
history of each.

 ■ Chapter 2, “Understanding Virtual Space,” provides a basic overview of the concept of 
virtual space, including the similarities and differences with physical space, the conventions 
used to define, characterize, and organize space, as well as approaches for navigation.
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Part II, “Understanding the Human Senses and Their Relationship to Output / Input 
Devices,” spans Chapters 3 through 12.

 ■ Chapter 3, “The Mechanics of Sight,” explores the physiological processes enabling us to 
visually perceive real and virtual worlds, including a review of the visual pathway, spatial 
vision, and monocular and stereo depth cues.

 ■ Chapter 4, “Component Technologies of Head-Mounted Displays,” examines ocularity, 
 display types, imaging and display technologies, and optical architectures.

 ■ Chapter 5, “Augmenting Displays,” explores numerous monocular and binocular 
 augmenting displays currently available on the market, highlighting their key functional 
and design differences as well as the initial uses for which they are intended.

 ■ Chapter 6, “Fully Immersive Displays,” presents the details of the latest generation of 
 commercially available, fully immersive head-mounted displays across several classes ranging 
from PC and console-driven devices to lower end systems based on modern  smartphones.

 ■ Chapter 7, “The Mechanics of Hearing,” explains how our ears convert rapid variations in the 
average density of air molecules into what we perceive as sound, how our brain  localizes 
and separates sound sources, and how sound cues contribute to an overall sense of 
 immersion within virtual environments.

 ■ Chapter 8, “Audio Displays,” details the various types of audio displays and spatial sound 
solutions used in augmented and virtual reality systems, examining their functional 
 differences and the types of application settings within which each is most beneficial.

 ■ Chapter 9, “The Mechanics of Feeling,” explores the mechanisms enabling our sense of 
touch, including the anatomy of the skin, the functionality and range of capabilities of the 
various mechanoceptors and proprioceptors, and how tactile and kinesthetic cues can 
supplement visual and audio displays.

 ■ Chapter 10, “Tactile and Force Feedback Devices,” examines a number of technologies and 
product solutions used to produce tactile and kinesthetic cues, as well as the challenges in 
leveraging the power of our sense of touch.

 ■ Chapter 11, “Sensors for Tracking Position, Orientation, and Motion,” covers a variety of 
key sensor technologies used to track position, orientation, and motion of users, 
head-mounted displays, and input devices.

 ■ Chapter 12, “Devices to Enable Navigation and Interaction,” covers a number of the current 
and emerging technology solutions enabling navigation through and interaction with 
virtual environments and the objects contained therein.

Part III, “Applications of Augmented and Virtual Reality,” spans Chapters 13 to 20.

 ■ Chapter 13, “Gaming and Entertainment,” digs in to some of the unique applications for 
augmenting and immersive systems in the areas of art and entertainment, including 
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multiplayer first-person games (MFPG), location-based entertainment, and cinematic 
 virtual reality. The chapter also highlights strengths and challenges posed in harnessing 
these new technologies within this application area.

 ■ Chapter 14, “Architecture and Construction,” presents case studies that illustrate the 
widely varying ways in which augmenting and immersive displays are being used to solve 
 design visualization, communication, and project management challenges.

 ■ Chapter 15, “Science and Engineering,” explores actual ongoing application of these 
 technologies in such widely varying areas as space systems, naval architecture, 
and  automotive, marine, and nuclear engineering.

 ■ Chapter 16, “Health and Medicine,” looks at the application of augmenting and immersive 
displays in such areas as the training of physicians, treatment of post traumatic stress 
 disorder (PTSD) and phobias, vascular imaging, and healthcare informatics, highlighting 
the strengths and benefits of the solutions compared to methods traditionally employed.

 ■ Chapter 17, “Aerospace and Defense,” presents case studies within which augmenting 
and immersive displays, spatial audio, and tactile and force feedback systems are used to 
 leverage strengths of the human perceptual system in the control of complex machines 
such as jet aircraft to train astronauts and help refine skill sets and situational awareness of 
soldiers on the battlefield.

 ■ Chapter 18, “Education,” explores some of the existing, high-impact applications for augment-
ing and immersive systems in tangible skills training, aiding students in  learning abstract 
concepts in complex fields such as architecture, and experiential learning for children.

 ■ Chapter 19, “Information Control and Big Data Visualization,” looks at the applications of 
 immersive displays in the visualization, manipulation, and interrogation of massive data 
sets that are now generated by many scientific studies and business operations.

 ■ Chapter 20, “Telerobotics and Telepresence,” explores several examples of the 
 application of these advanced visualization and control technologies in the operation of 
 semi-autonomous robotic systems at a distance.

Part IV, “Human Factors, Legal, and Social Considerations,” spans Chapters 21 through 23.

 ■ Chapter 21, “Human Factors Considerations” looks at some of the more pressing 
 complications and physical side effects resulting from the use of these advanced  visualization 
tools, including such problems as visually induced motion sickness and vergence– 
accommodation conflicts. It also highlights steps that can be taken to minimize their impact.

 ■ Chapter 22, “Legal and Social Considerations,” examines some of the profound legal, 
social, and ethical issues resulting from the rise of commercially available augmenting and 
 immersive display technologies, including product safety, potential courtroom  applications 
and the presentation of evidence, the increasing violence and realism of first-person 
games, and more.
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 ■ Chapter 23, “The Future,” explores some of the next major advances for key enabling 
 component technologies, highlighting the short- and long-term outlook and the benefits 
that the changes will enable.

In addition, this book includes two appendixes:

 ■ Appendix A, “Bibliography,” contains bibliographic citations for the parenthetical references 
found in the text of each chapter.

 ■ Appendix B, “Resources,” provides a consolidated list of dozens of visual displays, spatial 
audio solutions, tactile and force feedback devices, position/orientation sensors, and 
the web addresses for each of their manufacturers. Also included is a listing of a variety of 
DIY resources for those inclined to develop or tinker with their own system, and a list of 
product trademarks.

Conventions Used in This Book
The following typographical conventions are used in this book:

 ■ Italicized text indicates emphasis on a word or phrase.

 ■ Bold text indicates an important term or phrase.

 ■ Parenthetical citations in the form (Doucet et al., 2012) are used extensively in this book 
and denote references to other works. In each instance, the full bibliographic citation can 
be found within Appendix A.

note

A note highlights useful or interesting information and facts.

 

Companion Website
The companion website to the book can be found at PracticalAR.com. This site provides 
regular updates on new products, sensors and applications, hyperlinks to important papers and 
presentations, an author blog, and more.

Register your copy of Practical Augmented Reality: A Guide to the Technologies, 
 Applications, and Human Factors for AR and VR at informit.com for convenient access 
to downloads, updates, and corrections as they become available. To start the 
 registration process, go to informit.com/register and log in or create an account. 
Enter the product ISBN (9780134094236) and click Submit. 
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AEROSPACE 

AND DEFENSE

Applications for immersive and augmenting display 

technologies are widespread within the aerospace 

and defense communities of the United States 

and most other industrialized nations. From 

leveraging strengths of the human perceptual 

system in the control of complex machines such 

as jet aircraft, to training astronauts and helping 

refine skill sets and situational awareness of soldiers, 

virtual and augmented reality systems are having 

a solid impact on performance and cost efficiency. 

In this chapter we explore a number of such 

applications, detailing the benefits gained and some 

of the challenges still faced.
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Flight Simulation and Training
Safely piloting an aircraft is an acquired talent. At the most basic level, it requires dozens of 
hours of actual flight time, plus classroom study, to develop, demonstrate, and test out on the 
legally recognized skill set and proficiency level necessary to become a licensed pilot. The more 
complex the aircraft, the greater the number of hours and specialized training necessary to 
learn how to safely and effectively handle the increasingly complicated systems.

This training methodology works sufficiently well up until the point that advanced skills are 
needed, such as flying in formation or aerial refueling. At that point, the training challenges 
and expense are magnified significantly to include the need for additional aircraft and crews, 
 high-end simulators, and more.

Fused Reality

Systems Technology, Inc. of Hawthorne, California, asked this question: Can we use an actual 
aircraft as a simulator and get the best of both worlds? The answer is yes. In collaboration with 
NASA’s Armstrong Flight Research Center at Edwards, California, and the National Test Pilot School 
in Mojave, California, engineers have developed an innovative combination virtual/ augmented 
reality system known as Fused Reality that enables any aircraft to be used as a flying simulator.

As shown in Figure 17.1, the heart of the system is a fully immersive stereoscopic head-mounted 
display customized to include a centrally mounted video camera. Video signals from this 
 camera are sent to a high-performance notebook computer, which itself is connected to 
the aircraft avionics data bus. Specialized software algorithms analyze the video signal and 
 determine, quite literally, where the cockpit ends and the windscreen and windows begin. It is 
into these spaces (the windshield and windows) that computer-generated imagery is placed 
within the video signal returned to the display and presented to the user.

The orientation of the user’s head (roll, pitch, and yaw) is monitored using IMUs built into the 
display unit. That information, as well as data from the avionics bus such as movement of 
aircraft controls, airspeed, and heading, is combined to generate and precisely register the 
computer-generated imagery.

The Fused Reality system provides two primary operating modes. The first, shown in 
 Figure 17.2, provides a real-world view of the interior of the cockpit, but everything seen 
outside of the windscreen and windows is completely computer generated. Such a capability 
provides infinite flexibility in the creation of training scenarios. The user could actually be flying 
high above a barren desert but be presented with a detailed mountain scene within the display. 
Complicated approaches and precision runway or carrier landings can be practiced thousands 
of feet in the air. Or, as is depicted in Figure 17.2, complex aerial refueling operations and other 
formation flying scenarios can be practiced although there are no other aircraft for miles in any 
direction. It goes without saying that in this operating mode, having a safety pilot in the cockpit 
is highly recommended.
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Figure 17.1 The Fused Reality head-mounted display shown in this image provides the user a 

combined view of the actual cockpit interior and instruments as well as computer-generated imagery 

beginning at the windows.

Credit: Image courtesy of NASA

Figure 17.2 One operating mode of the Fused Reality system displays a completely computer-

generated virtual environment beyond the edge of the pilot’s view of the physical control panel. In 

this snapshot of an aerial refueling simulation, the pilot attempts to connect a virtual receiver probe 

into a drogue receptacle extending from the wing of a computer-generated tanker.

Credit: Image courtesy of NASA
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The second operating configuration, shown in Figure 17.3, is referred to as “stencil mode.” This 
configuration gives the user a real-world view of both the cockpit interior as well as the scene 
outside of the aircraft, but with computer-generated objects such as aircraft added into that 
outside view. Here again, the breadth of potential application scenarios is limitless. Pilots can 
practice and hone skills at a fraction of the cost, and without the danger, of traditional  real-world 
training missions involving other aircraft and crews. If you collide with a virtual  aircraft in these 
simulations, you simply reset the training application and start again (Merlin, 2015).

In addition, the Fused Reality system holds several other distinct advantages over traditional 
ground-based simulators used to develop and hone advanced flight skills. Even the most 
cutting-edge, state-of-the-art, full-motion flight simulators are unable to re-create the internal 
sensations of g-loading and its subtle vestibular effects, airframe buffet cues, or the feel of 
energy bleed. By taking the simulator aloft, these important perceptual cues are preserved.

Figure 17.3 This image shows the Fused Reality system operating in stencil mode, within which a 

computer-generated virtual tanker is displayed over the real scene of the outside world.

Credit: Image courtesy of NASA

Mission Planning and Rehearsal
Simulators and training systems play a critical role in every branch of the U.S. military, as well 
as the defense forces of most other industrialized nations. These simulators range from 
large physical systems such as the U.S. Navy’s USS Trayer (BST 21), a 210-foot-long Arleigh 
Burke-class destroyer simulator where recruits are taught to respond to 17 different ship board 
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emergency scenarios, to state-of-the-art, high-fidelity, full-motion flight simulators used by 
fighter pilots. Every U.S. soldier who deploys to combat zones overseas uses simulators in some 
aspect of their preparation, with an increasingly heavy reliance on immersive virtual training. 
As with all simulator methodologies, these systems provide the opportunities to hone skills, 
rehearse  missions, and make mistakes without actual life or death consequence in a safe and 
cost- effective manner. The next few sections offer an overview of some of these solutions.

Dismounted Soldier Training System

The Dismounted Soldier Training System (DSTS) is a fully immersive virtual reality infantry 
team training solution specifically designed for the U.S. military. In its basic configuration, 
the DSTS is a robust, self-contained training system supporting up to nine soldiers, the current 
size of a standard U.S. Army rifle squad. As shown in Figure 17.4, each soldier is outfitted with a 
 stereoscopic head-mounted display with integrated sensors to track position and orientation of 
the head, stereo speakers, and microphone for simulation of voice and radio communications, 
a small backpack containing graphics hardware for generation of display imagery, additional 
sensors that track movement of the user’s body, and an instrumented weapon.

Figure 17.4 This image shows a U.S. Army soldier geared up and participating in a training scenario 

utilizing the Dismounted Soldier Training System (DSTS).

Credit: Image courtesy of DoD

Each soldier stands on a four-foot diameter rubber pad placed in the center of a 10-foot 
by 10-foot training area. The feel of the pad beneath the soldier’s feet serves to keep each 
 participant in a specific area within the training location. Instead of physically walking, soldiers 
maneuver their position through a virtual model using simple controls on their weapon. This 
specific aspect of the systems allows for training to be held in small, multiuse facilities at a 
 fraction of the cost of live exercises.
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Specifically designed to enhance squad and team tactics such as movement formations and 
room-clearing exercises (as opposed to marksmanship skills), the DSTS system provides infinite 
flexibility in developing training scenarios. The nine-person system is completely portable 
and can be used anywhere you can find electricity and about 1,600 square feet of space. 
Hundreds of these systems are in use around the world and are capable of unlimited 
 networking for larger, geographically distributed training exercises (Koester, 2013).

PARASIM Virtual Reality Parachute Simulator

The very idea of humankind being able to step off into space from a great height and descend 
safely to the ground has been traced as far back as 9th century Chinese civilization. The first 
recorded design for a parachute by a known individual came from Leonardo da Vinci in 1495. 
That design consisted of a pyramid-shaped linen canopy held open by a square wooden frame. 
The first practical parachute and the generally accepted predecessor to modern parachute 
 systems came in 1783 from French physicist Louis-Sebastien Lenormand. His work ultimately 
led to the first military use of the parachute by artillery observers in tethered observation 
balloons during World War I. Because the balloons were dangerously idle targets for enemy 
aircraft, the observers would bail out of the basket as soon as the threat was spotted.

Fast forwarding to the present, the parachute has become an essential tool for most modern 
armies. Parachutes enable the rapid delivery of large numbers of soldiers, equipment, and 
 supplies into a warzone, and they facilitate the silent, nighttime arrival of small groups of 
 special operations forces directly into the backyard of an enemy. But with all the advances 
to the science of parachute design and utilization, the activity, by its very nature, remains 
highly dangerous given the large number of variables and potential fault points. Those whose 
profession makes regular use of parachutes are in a constant search for new technologies and 
methodologies that can help mitigate risk.

One of those advances is the PARASIM Virtual Reality Parachute Simulator shown in Figure 17.5, 
from Systems Technology, Inc. of Hawthorne, California. Initially developed for the U.S. Forest 
Service to help train smokejumpers (wilderness firefighters) in identifying emergencies in 
their chutes, the system has gone on to become a vital training tool for all branches of the 
U.S.  military, Special Operations Command, USDA Forest Service, the Bureau of Land 
 Management, and similar organizations worldwide.

The PARASIM system is available in multiple configurations with the selection based on end 
user needs. For instance, in premeditated static-line and freefall operations, jumpers exit an 
aircraft and either immediately assume a horizontal orientation until a chute is deployed, or in 
the case of a static line jump, are relatively quickly moved into a vertical orientation. To support 
training for these operations, one version of the product includes powered winches, 
which will automatically transition a user from a horizontal to a vertical orientation once a 
virtual chute is deployed within a simulation.
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Figure 17.5 The PARASIM Virtual Reality Parachute Simulator is used by all branches of the U.S. 

military as well as other departments and agencies to train personnel in critical airborne operations.

Credit: Image courtesy of Systems Technology, Inc

Another version of the product is specifically designed to facilitate training in aircrew 
 emergency ejections and bailouts. In most real-world training scenarios, these situations 
result in immediate canopy deployment, thus eliminating the need for extra rigging in 
the simulator.

As shown in Figure 17.6, the general configuration of both versions of the system include a 
 stereoscopic head-mounted display (a variable component based on customer  specifications), 
IMU sensors to track orientation of the user’s head, and control lines/steering toggles. In the 
version of the simulator used for premeditated jumps and delayed openings, a Microsoft 
Kinect sensor (see Chapter 11, “Sensors for Tracking Position, Orientation, and Motion”) is used 
to track hand and arm motions to enable control of the fall through virtual space, just as in an 
actual jump.

The real magic of this simulator is in the software. PARASIM is a high-fidelity, physics-based 
jump simulator that includes more than 50 different chute designs, the detailed performance 
characteristics for which are accurately reproduced within the simulations. This enables high 
precision training using any chute, under any atmospheric conditions. Designed for training 
both novice as well as experienced jumpers, the system allows for simulation of malfunctions 
and emergency procedures, canopy control, development of proper situational awareness, 
variable landing techniques, and more. The software suite also includes a variety of simulation 
environments based on real-world locations (STI, 2013a).

Another highly useful feature of PARASIM is the ability to network an unlimited number of 
systems. In such simulations, all jumpers can see representations of one another, providing an 
ideal means through which to plan and rehearse group operations.
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Figure 17.6 The PARASIM Virtual Reality Parachute Simulator includes a stereoscopic wide field of 

view (FOV) head-mounted display and sensors to track the orientation of the user’s head.

Credit: Image courtesy of DoD

As shown in Figure 17.7, a third variation on the system is available for training jump masters. 
Using the Fused Reality technology described in the previous section, the system is a mixed-
reality application intended to develop and refine the skills necessary to oversee and manage 
a combat-equipped jump and can be used in combination with groups of PARASIM users 
(STI, 2013b).

Figure 17.7 The Jump Master variant for the PARASIM system is a mixed reality application enabling 

in-depth training of jump masters in the management and oversight of airborne operations.

Credit: Image courtesy of Systems Technology, Inc
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Dismounted Soldier 
Situational Awareness
Historically, battlefields have been places of great confusion and uncertainty in situational 
awareness, making information one of the most valuable commodities to a soldier. Indeed, 
even the classic guide to combat strategy, Sun Tzu’s Art of War written in the 6th century B.C., 
carries the underlying theme that victory on the battlefield comes from a commander’s  ability 
to acquire, control, and manipulate information. In modern terms, this means information 
about enemy location and force strength, information about your own squad members and 
their locations, as well as information from remote-sensing platforms such as UAVs and other 
aircraft and satellites. In an ideal situation, and one the armed forces of the United States have 
been working on for decades, every soldier would act as both a consumer and a producer of 
information as part of a larger network. Over the past several years, the foundational elements 
of such a system have begun being deployed.

Nett Warrior

Nett Warrior is an integrated dismounted soldier situational awareness system for use  during 
U.S. Army combat operations. As shown in Figure 17.8, the current implementation of the 
system utilizes an Android-based smartphone-like handheld/chest-worn device that connects 
to the soldier’s Rifleman Radio for the sharing of position information, text messages, photos, 
maps, and other data. This secure radio-based connectivity is referred to as the On-The-Move 
self-forming network.

Figure 17.8 This image shows U.S. Army soldiers using their Android-based Nett Warrior integrated 

and dismounted situational awareness and mission command systems.

Credit: Image courtesy of DoD
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The next phase of the program under active development will add a head-mounted 
 augmented reality display component to the system intended for both day and night 
 tactical applications. This phase of the program is intended to provide networked heads-up 
 situational awareness to further reduce fratricide, as well as increase lethality, survivability, and 
maneuverability.

An example of tactical information to be displayed within such a device is shown in Figure 17.9. 
The baseline software for the system, known as ARC4, was developed by Applied Research 
Associates of Albuquerque, New Mexico, during a six-year collaboration with the Defense 
Advanced Research Projects Agency (DARPA). The display-agnostic ARC4 software gives users 
accurate geo-registered icons overlaid on their real-world view. The precision placement of 
the iconic information will be enabled via a helmet-mounted head tracking/video processing 
unit. The military version of the interface is intended to provide a common operating picture 
(COP) for commanders and small-unit teams, including heads-up blue (friendly force) tracking, 
navigation, target handoff, and nonverbal, non-line-of-sight communication between a team 
leader and individual warfighters (Applied Research Associates, 2015).

Figure 17.9 This image depicts an example of a dismounted soldier tactical information display 

enabled using the ARC4 augmented reality software solution developed by Applied Research 

Associates of Albuquerque, New Mexico.

Credit: Image courtesy of Applied Research Associates, Inc
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Advanced Cockpit Avionics
Aircraft have evolved to become some of the most complex and consequential machines 
 created by man. As their size and capability have steadily increased over the years, so too 
have the challenges involved in their safe operation and effective utilization. In the following 
 sections we look at some of these challenges and the solutions found through the application 
of virtual and augmented reality-enabling technologies.

Military

The cockpit designs of military aircraft, and in particular fighter jets, have changed  significantly 
over the past several decades. Previously, cockpits were filled with dozens of switches,  buttons, 
and other manual controls, in addition to numerous highly coded dials and gauges  providing 
information on aircraft systems, navigation, weapons status, sensors, and more. Often this 
information was presented in alphanumeric form (a combination of alphabetic and numeric 
 characters), the totality of which was intended to communicate critical information and help 
a pilot form a mental image about what was happening outside of the aircraft. This  complex 
mental processing task was over and above the actual job of operating the aircraft and 
 solving problems related to the geometry of flight, aerial combat maneuvering, and  tactical 
 engagement. The great challenge with these early designs was that the pilot was forced to 
spend a significant amount of time with his attention focused inside the cockpit reading 
dials and gauges or interpreting grainy sensor images instead of looking outside the aircraft 
where targets and threats were located. The net result was a frequent sense of information 
overload, high stress, and a loss of situational awareness.

Movement to multifunction displays (small screens surrounded by buttons) within which this 
same information about aircraft systems, navigation, weapons status, sensors, and so on is 
logically organized into multiple pages, rather than everything always being visible, helped the 
information processing task immensely. Similarly, the widespread adoption of HUDs, or heads-
up displays—a transparent screen, or combiner, typically mounted on the cockpit dash at eye 
level—and the conversion of some cockpit avionics information from letters and numbers to 
a symbolic representation further eased this burden. But here, the major limiting factor is that 
the pilot must be looking straight ahead to see this information.

At this point, the next logical step in cockpit design was the movement of the information 
display from the HUD unit to optical elements mounted within, or directly onto the visor of, 
the pilot’s helmet. Such systems allow critical information to be displayed to a pilot regardless 
of where his head is pointing, further maximizing the amount of time a pilot spends  looking 
 outside of the aircraft instead of inside of the cockpit. In many regards, helmet-mounted 
 displays can be considered the first widely deployed augmented reality systems.
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To date, dozens of different helmet-mounted displays have been developed for fixed- and 
rotary-wing aircraft around the world, each of which has served at least one of the following 
purposes:

 ■ Display targeting, navigation, and aircraft performance data to the pilot.

 ■ Direct high off-boresight (HOBS) air-to-air and air-to-ground weapons.

 ■ Slave onboard sensors such as radar and FLIR.

 ■ Display sensor video.

Figure 17.10 shows two modern, currently deployed helmet-mounted displays in use within 
fixed- and rotary-wing aircraft.

Figure 17.10 This image shows two head-mounted displays currently in use within U.S military 

aircraft. On the left is the GENTEX Scorpion Helmet-Mounted Cueing System in use within the A-10 

Thunderbolt and the Air National Guard/Air Force Reserve F-16 Block 30/32 Viper aircraft. On the right 

is the Thales TopOwl Helmet-Mounted Sight and Display that is operational in five major helicopter 

programs across 16 countries, including the Cobra AH-1Z and Huey UH-1Y.

Credit: Photos courtesy of Thales—a global technology leader for aerospace, transport, defense and security 

markets. www.thalesgroup.com

It is important to point out that within this application setting, extremely wide FOV displays 
are actually considered a hindrance and potentially dangerous. The goal is to provide the 
pilot with essential information from airborne weapons and sensor targeting suites without 
 cluttering the visual field, which could have disastrous consequences.

http://www.thalesgroup.com
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F-35 Joint Strike Fighter Helmet-Mounted Display System

The most advanced helmet-mounted display system (HMDS) currently in use and 
 representative of the absolute state-of-the-art in capabilities is that which is deployed with the 
Lockheed Martin F-35 Lightning II Joint Strike Fighter.

Built into the lightweight helmet shown in Figure 17.11 is a 30° × 40° binocular FOV, high- 
brightness, high-resolution display with integrated digital night vision. A fully integrated day 
and night flight weapons and sensor data visualization solution, pilots in aircraft equipped 
with the system have immense capabilities, not the least of which is to aim weapons simply by 
 looking at a target. For night missions, in addition to the cueing of sensors and weapons, the 
system projects the night vision scene directly onto the interior of the visor, eliminating the 
need for separate night-vision goggles.

Figure 17.11 This image shows an oblique view of the F-35A Lightning II helmet-mounted display, 

which provides pilots unparalleled situational awareness, with real-time imagery from six sensor 

packages mounted around the exterior of the aircraft.

Credit: Image courtesy of DoD

One of the most innovative features of this system is the ability to display a spherical 360° 

degree view of the world outside of the cockpit as if the airframe were not present, including 
below and to the sides of the aircraft. Sometimes referred to as a “glass cockpit,” this  capability 
is enabled via an electro-optical Distributed Aperture System, which consists of six high- 
resolution infrared sensors mounted around the F-35 airframe. The overlapping FOV of the six 
sensors are blended to provide unobstructed spherical (4π steradian) imagery as well as missile 
and aircraft detection and countermeasure cueing. Figure 17.12 provides an example of the 
view a pilot would receive within the HMD by combining the infrared scene along with avionics 
and sensor data.
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Figure 17.12 The F-35’s Distributed Aperture System (DAS) fuses real-time imagery from externally 

mounted sensors with data provided by onboard avionics systems.

Credit: Image courtesy of S. Aukstakalnis

Commercial Aviation

Pilots within the commercial aviation sector face many of the same information availability 
and cognitive processing challenges as their military counterparts, but without the added 
burden of combat maneuvering, weapons targeting and deployment, and so on. In particular, 
 challenges for the commercial aviation sector come in the form of takeoffs and landings in 
 low-visibility conditions such as heavy fog and storms, to potential runway incursions when 
taxiing under the same conditions. These problems are obviously not new, and although 
aircraft  manufacturers and avionics suppliers have integrated heads-up display technologies 
into a variety of aircraft, the challenge of the pilot only being able to see the information while 
facing forward remains. As such, several manufacturers are now introducing head-mounted 
displays for commercial aircraft as an option to their cockpit avionics suites. One such company 
is Elbit Systems, Ltd of Haifa, Israel.

Skylens Display

Skylens is the wearable display component of the Elbit Clearvision Enhanced Flight Vision 
System (EFVS). Clearvision uses multispectral sensors mounted outside of the aircraft to capture 
terrain and airport lights in darkness and reduced visibility. This data is fused with topology 
from a global terrain database as well as conformal flight guidance symbology and, typically, 
projected onto a fold-down HUD providing a high-fidelity view of the outside world even when 
actual visibility is limited or zero.
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The Skylens component provides the pilot with the same information that would normally be 
displayed in the HUD, but in a head-mounted device. By tracking the pilot’s head movements, 
critical information and symbology can be stabilized and correlated to the real world as the 
pilot scans the scene, improving the operator’s ability to execute precision and nonprecision 
approaches and reducing the risks of Controlled Flight into Terrain (CFIT) accidents.

The Skylens system itself is a monocular, off-the-visor display, the image source for which is 
a 1280 × 1024 monochromatic (green) microdisplay with an effective area of 1024 × 1024 in a 
circular area. The system uses triple redundant optical sensors for head tracking.

Civilian

The general aviation sector also faces the same information availability and mental  processing 
challenges as their commercial and military counterparts. Although cockpit avionics in 
 general aviation aircraft have made significant advances over the past decade in enabling 
the  visualization of terrain, navigational aids, hazards, weather, and traffic awareness 
 information on state-of-the-art multifunction displays, here again, accessing the information 
still requires the pilot to focus attention inside of the cockpit and off the skies. Further,  current 
display technologies still require pilots to mentally convert this complex assortment of 2D 
information into a 3D mental image of the environment surrounding the aircraft, dramatically 
increasing the workload and stress levels.

But unlike the military and commercial sectors, general aviation enthusiasts have, until recently, 
not had viable (or affordable) solutions on the horizon. Fortunately, the confluence of advances 
in augmented reality software and display hardware, as well as seemingly unrelated  initiatives 
with U.S. and international aviation authorities, is resulting in the development of some 
 amazing alternative information display possibilities for general aviation participants.

 In a nutshell, if you want to operate an aircraft in designated U.S. airspaces (Class A, B, C, 
and parts of D and E) after January 1st, 2020, federal regulations require that your aircraft be 
equipped with what is known as an ADS-B (Automatic Dependent Surveillance-Broadcast) 
 transponder. This small piece of electronics gear, simply referred to as ADS-B OUT,  transmits 
information about your plane’s altitude, airspeed, and GPS-derived location to ground 
 stations, as well as to other aircraft in your vicinity equipped with ADS-B IN receivers. Air 
 traffic  controllers and properly equipped aircraft use this information to “see” participating 
aircraft in real time, with the ultimate goal of improving air traffic management and safety. 
 Typically, the ADS data is shown on a 2D multifunction display within the cockpit.

Aero Glass

Aero Glass, Inc. of San Diego, California, and Budapest, Hungary, is one of several  companies 
developing a means through which to display ADS-B and other instrument data within 
 augmenting head-mounted displays such as the Epson Moverio and Osterhut Design 
Group (ODG) R-7 (both of which are detailed in Chapter 5, “Augmenting Displays”). 
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As shown in Figure 17.13, the visual effect is the overlay of this information in graphics and 
symbolic form onto the user’s real-world view regardless of the position and orientation of the 
pilot’s head or the aircraft.

Figure 17.13 This image depicts a sample of the aeronautical information that can be displayed using 

Aero Glass software, an augmented reality head-mounted display and sensor to track position and 

orientation of the pilot’s head.

Credit: Image courtesy of Aero Glass Corporation

As depicted in this image, several of the raw data types shown that would normally be 
 represented in 2D on a multifunction display or map/chart in the pilot’s lap actually  represent 
static as well as time-varying 3D phenomena, such as controlled or restricted volumes of 
airspace, multiple airways, and the position and movement of nearby aircraft. By displaying 
information in a manner that depicts the actual spatial characteristics of the data, as well as 
its precise position, the pilot is given a greatly increased level of situational awareness and 
visual understanding about the real environment through which one is flying.

The Aero Glass system consists of a software suite that combines ADS-B and other avionics 
data, information from sensors measuring the pilot’s head position and orientation, and the 
actual display device.

Space Operations
Some of the most advanced virtual and augmented reality systems and applications found 
anywhere in the world are located in NASA laboratories spread across the United States in 
 support of manned and unmanned space operations. Significant time, effort, and expense 



 SPACE OPERATIONS 295

have been put toward developing a host of facilities and tools that are now used to train every 
U.S.  astronaut who travels to space. Most of that training takes place in the Virtual Reality 
 Laboratory (VRL) at NASA’s Johnson Space Center in Houston, Texas, a snapshot from which is 
shown in Figure 17.14.

Figure 17.14 This image shows NASA astronaut Michael Fincke using virtual reality hardware in the 

Space Vehicle Mock-up Facility at NASA’s Johnson Space Center.

Credit: Image courtesy of NASA

In addition to years of traditional training and preparation, NASA makes extensive use of 
immersive virtual reality systems and related technologies to train the astronauts in four 
 primary areas:

 ■ Extra-Vehicular Activity (EVA) Training, which prepares the astronauts for space walks 
and the tasks they will be performing while outside of the International Space Station (ISS).

 ■ Simplified Aid for EVA Rescue (SAFER) Training, which teaches the astronauts how to 
use a small, self-contained propulsive backpack system worn during spacewalks. In the 
event that an astronaut becomes detached from the ISS or a spacecraft and floats out of 
reach, SAFER provides a means of self rescue. 

 ■ Robotics Operations, which teaches  astronauts the use of robotic systems such as the 
Canadarm2.

 ■ Zero-G Mass Handling, which simulates zero-g mass characteristics of objects in a 
 microgravity environment. (Remember that while objects in space may be  weightless, 
an object’s mass still presents formidable handling and maneuvering challenges if 
large enough.)
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Project Sidekick

Despite upward of two years of training astronauts undergo prior to space travel, it is 
 impossible to carry out missions without extensive assistance from team members and subject 
matter experts on the ground. From solving engineering problems to proper operation of 
onboard experiments, significant effort is put into assisting astronauts in being able to safely 
and effectively carry out their mission objectives. To this end, NASA is constantly  investigating 
methods with which to render this support beyond standard radio, video, and textual 
 communications. One such investigation underway at the time this book was written is known 
as Project Sidekick.

Leveraging advances in augmenting display technologies such as those provided by 
 Microsoft’s HoloLens (see Chapter 5), the goal of this project is to explore the use of an 
immersive  procedural reference (that is, a manual or guidebook) and remote assistance system 
 developed to provide the crew information and task support whenever it is needed. Based 
on the  concept of a mixed reality setting (combining the physical environment and virtual 
objects),  high-definition holograms displayed within the HoloLens device can be integrated 
into the astronaut’s real-world view within the Space Station, enabling new ways to access and 
exchange key information and guidance between personnel on orbit and individuals on the 
ground. Figure 17.15 shows the HoloLens device in pre-deployment testing.

Figure 17.15 This image shows NASA and Microsoft engineers testing Project Sidekick on NASA’s 

Weightless Wonder C9 jet. Project Sidekick will use Microsoft HoloLens to provide virtual aid and 

ground-based assistance to astronauts working on the International Space Station.

Credit: Image courtesy of NASA
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At the time of this writing, the Sidekick system had two basic operating modes: Standalone 
(a procedural reference system) and Remote Expert:

 ■ Standalone Mode gives the astronaut access to an extensive preloaded manual with 
 instructions, procedures, and checklists displayed as holograms that can be placed 
 anywhere the astronaut finds it most convenient.

 ■ Remote Expert Mode is a video teleconference capability enabling real-time first person 
assistance with ground personnel. In operation, the crew member opens a holographic 
video screen where he can see the flight control team, system expert, or payload developer. 
Using the HoloLens’ built-in camera, the ground crew is able to see the astronaut’s work 
area and offer direct assistance in support of the task objectives.

The Sidekick project is only one of multiple applications for the HoloLens and other head-
mounted augmenting displays within various manned and unmanned space programs. 
Another project referred to as OnSight currently places Earth-based scientists and engineers 
within a virtual re-creation of the operational environment of the Curiosity Rover on Mars. 
Using data sent back from the rover, 3D models are generated and displayed within the 
 HoloLens device, enabling scientists to freely explore the area from a first-person perspective, 
plan new rover operations, and preview the results of past system tasking.

Conclusion
This chapter has only lightly touched on the large number of solid, existing applications for 
virtual and augmented reality technologies within the aerospace and defense sectors. This 
advance stage of adoption and utilization in comparison to other areas is due to a variety 
of reasons, including well-defined, mission-critical needs (which ultimately drives a focused 
development agenda), budgets that support intensive multiyear research, development and 
problem-solving efforts, as well as the technology showing demonstrable results.

To this end, it is impossible to quantify the immense breadth and depth of the contributions of 
the Department of Defense and NASA to the current state of the art in virtual and augmented 
reality systems. From the start of their separate research and development efforts with these 
technologies in the 1960s and 1980s respectively and continuing to the present, their  support 
of small businesses and university researchers in this field through product acquisition and 
grants, collaboration, and the sharing of subject matter knowledge and experts has been, and 
continues to be, absolutely vital to the field’s development. Some of the areas where their 
 contributions are most notable include sensor technologies, user interface design, binaural 
audio, optical systems, and core research on human perception and performance.
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electrostatic stimulation, 184–185
EmergiFLEX CAVE, 117–118
entertainment interfaces, 222–223
environmental noise levels, 125
epidermis, 165
EPOC multichannel EEG acquisition system, 224
Epson Moverio BT-300 augmenting display, 

78–80
ERM (eccentric rotating mass), 180
ethical issues, violent fi rst-person games, 

351–353
Euler angles, 21
EVA (Extra-Vehicular) Activity Training, 295
Eve:Gunjack, 229
exit pupil, 71
exploiting Big Data, 312
extraretinal depth cues, 36–39

accommodation, 36
vergence, 37–39
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eye box, 71
eye relief, 71
the eye. See the human eye
Eyes-On Glass, 272–273

F

F-35 Lightning II Joint Strike Fighter HMD, 
291–292

familiar size, as monocular depth cue, 47–48
FARO Laser Scanner Focus 3D, 347–349
FASTRAK system, 204–206
fi le formats, binaural recording, 155–156
fi ll factor, 67–68
FLEX CAVE, 117
fl ight simulation, Fused Reality, 280–282

head-mounted display, 281
stencil mode, 282

FLIR (Forward-Looking Infrared Radar), 5–6
focusing

depth cues
binocular cues, 39–42
extraretinal cues, 36–39
monocular cues, 42–53

at optical infi nity, 3
force feedback devices, 190–193, 359

CyberGlove Systems CyberGrasp, 191
Geomagic Touch X haptic device, 192–193

Ford Motor Company case study, 253–255
design analysis, 253–254
production simulation, 254–255

FOV (fi eld of view), 70
fovea, 32
free-roam gaming, 232–233
frequency, 122
fully immersive displays, 58

CAVEs, 118
domes, 119–120
hemispheres, 119–120
PC-console driven displays

HTC Vive, 106–109
Oculus Rift CV1, 104–106
OSVR, 111–112
Sony Playstation VR, 109–110

smartphone-based displays
Google Cardboard, 113–114
Samsung GearVR, 114–116

functions, of skin, 164–165
Furness, Dr. Thomas, 10
Fused Reality, 280–282

head-mounted display, 281
stencil mode, 282

future of AR/VR
3D sound, 360
force feedback devices, 359
long-term outlook, 357–358
shift to augmented reality displays, 

358–359
short-term outlook, 356–357
software, 360

G

gaming, 229–233
interfaces, 222–223
location-based entertainment, 231–233

free-roam gaming, 232–233
mixed reality, 231–232

massively multiplayer fi rst-person games, 
230–231

multiplayer fi rst-person games, 230
short-term outlook on virtual reality, 

356–357
single-user fi rst-person games, 229–230
violence in, ethical issues, 351–353

gamma rays, 27
GENTEX Scorpion Helmet-Mounted Cueing 

System, 290
Genuit, Dr. Klaus, 152
Geomagic Touch X haptic device, 

192–193
gesture tracking

AtheerAIR glasses, 84
gloves, 214–217

CyberGlove III, 215–216
Peregrine USB Glove, 216–217

GloveOne, 182–184
gloves, 214–217

CyberGlove III, 215–216
Peregrine USB Glove, 216–217

Golgi tendon organs, 177–178
Google Cardboard, 113–114
Google Expeditions Pioneer Program, 113, 

307–308
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Google Glass, 65, 99–101
inertial sensor technology, 207–208
specifi cations, 100–101

Grubb, Sir Howard, 2–3
gun sights

HMSs, 5–6
HUDs

AV-8B Harrier ground-attack aircraft, 4
Blackburn Buccaneer, 4
components, 4

Oigee Refl ector Sight, 3
refl ex sight, 2–3

H

habituation, 269
Hacker Development Kit, 111
handheld AR systems, 7
haptics, 164

Geomagic Touch X haptic device, 192–193
head-mounted displays

binocular augmenting displays
AtheerAIR glasses, 83–85
DAQRI Smart Helmet, 85–87
Epson Moverio BT-300, 78–80
Lumus DK-50 Development Kit, 80–83
Microsoft HoloLens, 91–93
NVIS nVisor ST50, 89–91
Osterhout Design Group R-7 smartglasses, 

87–89
Sony SmartEyeglass SED-E1, 93–95

binocular overlap, 70
DLP DMDs, 61–63
exit pupil, 71
eye box, 71
eye relief, 71
FOV, 70
fully immersive, 58
Fused Reality, 281
image displays, ocularity, 56–57
IPD, 70
LCDs, 58–60
monocular augmenting displays

Google Glass, 99–101
Vuzix M100 Smart Glasses, 95–97
Vuzix M300 Smart Glasses, 97–98

OLED panels, 60–61
optical architectures, 69

nonpupil forming optics, 71–72
pupil-forming optics, 72–73

optical see-through, 58
PC-console driven displays

HTC Vive, 106–109
Oculus Rift CV1, 104–106
OSVR development kit, 111–112
Sony Playstation VR, 109–110

properties, 67–68
video see-through, 58

head-related transfer functions, 
136–137

head-worn AR displays
optical see-through displays, 6
video see-through HMDs, 7

health and medicine, AR/VR applications, 
263–264

healthcare informatics, 273–276
IRIS Vision system, 276–277
training applications, 264–268

MSICS, 265–266
Simodont dental trainer, 267–268

treatment applications, 268–277
Bravemind, 269–271
for phobias, 271–272
vascular imaging, 272–273

hearing. See mechanics of hearing
hemispheres, 119–120
hertz (Hz), 122
high fi ll factor, 68
history, of virtual reality, 8–10
HMDs (helmet-mounted displays), 289–290. 

See also head-mounted displays
Bell Helicopter HMD, 9
F-35 Lightning II Joint Strike Fighter, 

291–292
GENTEX Scorpion Helmet-Mounted Cueing 

System, 290
Thales TopOwl Helmet-Mounted Sight and 

Display, 290
HMSs (helmet-mounted sights), 5–6

VTAS, 5
holographic computers, 91
holographic waveguides, 73–74
horopter, 40–41
HRIR (head-related impulse response), 157

measuring, 157–158
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HRTFs (head-related transfer functions), 156–157
HTC Vive, 106–109

specifi cations, 108–109
HTC Vive SteamVR controllers, 217–218
HUDs (head-up displays), 4–7

AV-8B Harrier ground-attack aircraft, 4
Blackburn Buccaneer, 4
components of, 4

human auditory system
auditory pathway, 125
dynamic range of hearing, 124–125
inner ear, 128–132

auditory nerve, 131–132
cochlea, 128–129
Organ of Corti, 130–131
oval window, 129–130
round window, 129–130
semicircular canals, 128

middle ear, 127–128
outer ear, 125–127
the human eye, 25. See also mechanics of 

human sight
cornea, 27–28
crystalline lens, 29–31

accommodation, 29–30
image inversion, 31

functions of, similarity to cameras, 27
pupil, 28–29

IPD, 70
retina, 32–33
rods and cones, 33–35
visual space, 14–15
vitreous body, 31

hypodermis, 166

I

IID (interaural intensity diff erence), 134–136
illuminance, 66

inverse-square law, 199–200
image displays

binocular augmenting displays
AtheerAIR glasses, 83–85
DAQRI Smart Helmet, 85–87
Epson Moverio BT-300, 78–80
Lumus DK-50 Development Kit, 80–83
Microsoft HoloLens, 91–93

NVIS nVisor ST50, 89–91
Osterhout Design Group R-7 smartglasses, 

86–87
Sony SmartEyeglass SED-E1, 93–95

DMDs, 61–63
fully immersive, 58

CAVEs, 118
Oculus Rift CV1, 104–106

fully immersive displays
domes, 119–120
hemispheres, 119–120

LCDs, 58–60
LCoS, 63–65
monocular augmenting displays

Google Glass, 99–101
Vuzix M100 Smart Glasses, 95–97
Vuzix M300 Smart Glasses, 97–98

ocularity, 56–57
binocular displays, 57
biocular displays, 57
monocular displays, 57

OLED panels, 60–61
AMOLED, 60–61
PMOLED, 60

optical see-through, 58
properties, 67–69
smartphone-based displays

Google Cardboard, 113–114
Samsung GearVR, 114–116

video see-through, 58
image inversion, 31
immersive video, 233–235
impulse responses, measuring, 

157–158
Impulsonic, Inc. 248
incus, 127–128
inertial sensors, 206–208

in Google Glass, 207–208
proof mass, 206

inner ear, 128–132
auditory nerve, 131–132
cochlea, 128–129
Organ of Corti, 130–131
oval window, 129–130
round window, 129–130
semicircular canals, 128

Innovega iOptik system, 358–359
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input devices
dual wand/paired controllers, 217–220

HTC Vive SteamVR controllers, 217–218
Oculus Touch, 218–219
Sony Playstation Move VR controllers, 

219–220
gloves, 214–217

CyberGlove III, 215–216
GloveOne
Peregrine USB Glove, 216–217

Oculus Touch, 184
inside-out tracking, 198
internal refl ection, waveguides, 73–75

diff ractive waveguides, 74
holographic waveguides, 73–74
refl ective waveguides, 75

interposition, 43–44
InVenSense MPU-9150, 207–208
inventions, refl ex sight, 2–3
inverse-square law, 199–200
iOptik, 358–359
IPD (interpupillary distance), 70, 337–338
iris, 28–29
IRIS Vision system, 276–277
IS-900 system, 208–209
ISS (International Space Station), Robonaut 2, 

322–324
ITD (interaural time diff erence), 133–134

J-K

key technology factors in VIMS
display fi eld of view, 338
frame rate, 338–339
incorrect interpupillary distance settings, 

337–338
latency, 335–336
optical distortion of scene geometry, 338
persistence, 339

kinesthetic sense, 164, 176–178, 180
force feedback devices, 190–193

CyberGlove Systems CyberGrasp, 191
Geomagic Touch X haptic device, 192–193

proprioceptors, 176–178
Golgi tendon organs, 177–178
muscle spindles, 177

kinetic depth eff ect, 46–47

L

Lanier, Jaron, 8–9
latency, 68, 335–336
layers, of skin, 165–166
LCDs (liquid crystal displays), 58–60
LCoS (Liquid Crystal on Silicon) displays, 63–65
Leap Motion Controller, 199–201
legal issues

money laundering, 350
product liability, 344

collateral damage, 346
distraction, 347
personal injury/property damage, 344
VIMS, 345–346

theft, 351
trademark infringement, 349–350

Lenormand, Louis-Sebastien, 284
light

aerial perspective, 48–49
brightness, 66–67
candela, 66
electroluminescence, 60
illuminance, 66

inverse-square law, 199–200
lumens, 66
luminance, 66
luminous fl ux, 66
luminous intensity, 66
structured light, 201–202
waveguides, 73–75

diff ractive waveguides, 74
holographic waveguides, 73–74
refl ective waveguides, 75

Lighthouse tracking system, 204
lighting, as monocular depth cue, 51
linear perspective, 45–46
localization, 132
locating, blinds spots in eyes, 35
location-based entertainment, 231–233

free-roam gaming, 232–233
mixed reality gaming, 231–232

Lockheed Martin case study
aeronautics, 257–258
space systems, 256–257

longitudinal axis, 19
longitudinal study data, scientifi c visualization, 

313–316
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long-term outlook on virtual reality, 357–358
low fi ll factor, 68
low vision, 276
LRA (linear resonant actuator), 182
lumens, 66
luminance, 66
luminous intensity, 66
Lumus DK-50 Development Kit, 80–83

polarization waveguide optics modules, 80–81
specifi cations, 83

M

macula, 32
Magic Leap, 358
magnifi cation, 69
malleus, 127–128
Mangan Group Architects case study, 238–240
mannequin head recording systems, 150–155

3DioSound Free Space Pro, 153–154
Head Acoustics HMS IV, 152–153

manual interfaces, importance of, 213–214. 
See also input devices

massively multiplayer fi rst-person games, 
230–231

Matthew Hood Real Estate Group case study, 
246–247

MAVEN (Mars Atmosphere and Volatile 
EvolutioN Mission) space probe, 257

measuring, impulse responses, 157–158
mechanics of hearing. See also mechanics of 

human sight
auditory pathway, 125
binaural sound, 132–137

azimuth cues, 133–136
pinna spectral cues, 136–137

dynamic range of hearing, 124–125
inner ear, 128–132

auditory nerve, 131–132
cochlea, 128–129
Organ of Corti, 130–131
oval window, 129–130
round window, 129–130
semicircular canals, 128

localization, 132
middle ear, 127–128
outer ear, 125–127

mechanics of human sight
camera analogy, 27
depth cues, 36–53

binocular cues, 39–42
extraretinal cues, 36–39
monocular cues, 42–53

image formation and detection, 31
light, 26
spectral refl ectance, 27

mechanoreceptors, 166–176
classifying, 167–170
comparing, 175
distribution, 169–170
Meissner corpuscles, 172–173
Merkel disks, 171–172
Pacinian corpuscles, 173–174
receptive fi elds, 169
Ruffi  ni endings, 174
spatial resolution, 170

medical fi eld, AR/VR applications, 
263–264

healthcare informatics, 273–276
IRIS Vision system, 276–277
training applications, 264–268

MSICS, 265–266
Simodont dental trainer, 267–268

treatment applications, 268–277
Bravemind, 269–271
for phobias, 271–272
vascular imaging, 272–273

Medium, 229
Meissner corpuscles, 172–173
MEMS (micro-electric-mechanical-systems), 

61–62
Merkel disks, 171–172
microphones, binaural recording

3DioSound Free Space Pro, 
153–154

in-ear mics, 154–155
Head Acoustics HMS IV, 152–153

Microsoft HoloLens, 91–93
specifi cations, 92–93

Microsoft Kinect, 201–203
middle ear, 127–128
military simulators

DSTS, 283–284
Nett Warrior, 287–288
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PARASIM Virtual Reality Parachute Simulator, 
284–286

USS Trayer, 282–283
mixed reality gaming, 231–232
MOCAP (motion capture), 220–221

nonoptical, Perception Neuron, 221–222
Modha, Dharmendra, 223
monaural sound, 142
monocular augmenting displays

Google Glass, 99–101
Vuzix M100 Smart Glasses, 95–97
Vuzix M300 Smart Glasses, 97–98

monocular depth cues, 42–53
aerial perspective, 48–49
deletion and accretion, 44–45
familiar size, 47–48
kinetic depth eff ect, 46–47
lighting, 51
linear perspective, 45–46
motion parallax, 42–43
occlusion, 43–44
optical expansion, 51–52
relative height, 52–53
relative size, 48
shading, 51
shadows, 51
texture gradient, 49–50

monocular displays, 57
motion parallax, 42–43
On The Move self-forming network, 287
MP3 compression, 155
MSICS (Manual Small Incision Cataract Surgery) 

simulator, 265–266
multicamera optical tracking, 196–198

inside-out tracking, 198
outside-in tracking, 198

multidisciplinary mining data, scientifi c 
visualization, 316–318

multiplayer fi rst-person games, 230
muscle spindles, 177

N

Nabholz Construction case study, 245–246
NAMRC (Nuclear Advanced Manufacturing 

Research Center), 259
NASA VR training applications, 295–297

naval architecture and marine engineering, 
AR/VR applications

British Royal Navy Astute Class nuclear 
submarines, 252–253

British Royal Navy Type 26 Global Combat 
Ship, 251–252

navigating
with the mind, 223–224
in virtual space, 22–23

manual interfaces, 22
VirtuSphere, 22

navigation-system voice directions, 146
Nett Warrior, 287–288
neuromuscular stimulation, 184–185
“A New Collimating-Telescope Gun-Sight for 

Large and Small Ordnance”, 2–3
nociceptors, 166
nonoptical MOCAP (motion capture), 

Perception Neuron, 221–222
nonpupil forming optics, 71–72
nuclear engineering and manufacturing, AR/VR 

applications, 258–260
NVIS nVisor ST50, 89–91

specifi cations, 90–91

O

object space, 15
object-based surround sound, 149–150
occlusion, 43–44
OceanOne, 325–326
O’Connell, D.N. 47
ocularity, 56–57

binocular displays, 57
biocular displays, 57
monocular displays, 57

Oculus Rift CV1, 104–106
specifi cations, 106

Oculus Touch, 184, 218–219
Oigee Refl ector Sight, 3
OLED (Organic Light-Emitting Diode) panels, 

60–61
AMOLED, 60–61
PMOLED, 60

optic nerve head, 35
optical architectures of head-mounted 

displays, 69
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nonpupil forming optics, 71–72
pupil-forming optics, 72–73

optical expansion, 51–52
optical see-through displays, 6, 58
optical sensors, Leap Motion Controller, 

199–201
optical tracking, 196–203

Microsoft Kinect, 201–203
multicamera optical tracking, 196–198

inside-out tracking, 198
outside-in tracking, 198

Optische Anstalt Oigee, Oigee Refl ector Sight, 3
Organ of Corti, 130–131
orientation, 20

six degrees of freedom, 20
Orion Multi-Purpose Crew Vehicle, 256
Osterhout Design Group R-7 smartglasses, 

86–87
specifi cations, 88–89

OSVR (Open Source Virtual Reality) 
development kit, 111–112

outer ear, 125–127
oval window, 129–130

P

Pacinian corpuscles, 173–174
Paintometer, 303–304
pancake vibrator motor, 181
Panos, Gregory, 350
Parmenides, 14
PC-console driven displays

HTC Vive, 106–109
Oculus Rift CV1, 104–106
OSVR development kit, 111–112
Sony Playstation VR, 109–110

Perception Neuron, 221–222
Peregrine USB Glove, 216–217
persistence, 68, 339
PersonaForm, 350
personal injury/property damage liability 

issues, 344
perspective gradient, 50
“the perspective of disappearance”, 48–49
phobias, AR/VR treatment applications, 271–272
photoreceptors, rods and cones, 33–35
photosensitive epilepsy, 203

physical side eff ects of virtual and augmented 
reality, 332

VIMS
physiological factors, 334–335
symptomatology, 334

physical space, 14
physiological factors in VIMS, 334–335
pigment edepithelium, 33
pincushion distortion, 72
pinna, 125

simplifi ed pinna, 152
pinna spectral cues, 136–137
pixel pitch, 67
Plato, 14
PMOLED (Passive Matrix OLED) displays, 60
polarization waveguide optics modules, 80–81
Polhemus FASTRAK electromagnetic tracker, 

204–206
position. See also navigation
coordinate systems

Cartesian coordinates, 17–18
cylindrical coordinates, 19
spherical polar coordinates, 18

dead-reckoning, 208
six degrees of freedom, 20

position-stabilized binaural sound, 159
prioreceptors, Golgi tendon organs, 

177–178
product liability issues

collateral damage, 346
distraction, 347
personal injury/property damage, 344
VIMS, 345–346

Project Morpheus, 109
Project Sidekick, 296–297
projector unit (HUDs), 4
prolonged-exposure therapy, 269
proof mass, 206
properties, of image displays, 67–69
proprioceptors, 176–178
PTSD (post-traumatic stress disorder), AR/VR 

treatment applications, 269–271
public domain HRTF databases, 158
pupil, 28–29

IPD, 70
pupil-forming optics, 72–73
pure tones, 122
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Q-R

quaternions, 21
rapidly adapting receptors, 168–169
rate of adaptation, as skin classifi cation, 167–170
real and virtual worlds, comparing, 333
real-time synthesis of binaural sound, 156–157
receptive fi elds, 169
refl ection, echoes, 124
refl ective waveguides, 75
refl ex sight, 2–3
refraction, 124
relative height, as monocular depth cue, 52–53
relative size, as monocular depth cue, 48
relay, 69
response characteristics

of Meissner corpuscles, 173
of Merkel disks, 172
of Pacinian corpuscles, 174

response time, 68
retina, 32–33
reverberation, 124
Robonaut 2, 322–324
robotic surgery, 324–325
rods and cones, 33–35
rotation, 21. See also navigation

Euler angles, 21
quaternions, 21

round window, 129–130
Ruffi  ni endings, 174

S

saccule, 138–139
SAFER (Simplifi ed Aid for EVA Rescue) 

Training, 295
Samsung GearVR, 222
science and engineering, AR/VR applications

aerospace engineering, 255–258
automotive engineering, 253–255
British Royal Navy Astute Class nuclear 

submarines, 252–253
British Royal Navy Type 26 Global Combat 

Ship, 251–252
naval architecture and marine engineering, 

250–251
nuclear engineering and manufacturing, 

258–260

scientifi c visualization, 313
of longitudinal study data, 313–316
of multidisciplinary mining data, 316–318

semicircular canals, 128, 138
sensor fusion, 209
sensors, 196–203

acoustic sensors, 208–210
inertial sensors, 206–208

in Google Glass, 207–208
proof mass, 206

mechanoreceptors, 166–176
classifying, 167–170
distribution, 169–170
Meissner corpuscles, 172–173
Merkel disks, 171–172
receptive fi elds, 169
Ruffi  ni endings, 174
spatial resolution, 170

optical sensors, 196–203
Leap Motion Controller, 199–201
multicamera optical tracking, 196–198

proprioceptors, 176–178
Golgi tendon organs, 177–178
muscle spindles, 177

in vestibular system, 138–139
sensory adaptation, 168–168
shading, as monocular depth cue, 51
shadows, as monocular depth cue, 51
short-term outlook on virtual reality, 356–357
Simodont dental trainer, 267–268
simplifi ed pinna, 152
SimSpray training system, 302–304
simulator sickness, liability issues, 345–346
simulators, military simulators

DSTS, 283–284
Nett Warrior, 287–288
PARASIM Virtual Reality Parachute 

Simulator, 284
USS Trayer, 282–283

single-user fi rst-person games, 229–230
Si-OLED (silicon-based OLED), 78
six degrees of freedom, 20
skin, 164–178

functions of, 164–165
kinesthetic sense, 176–178
layers, 165–166
mechanoreceptors, 166–176
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classifying, 167–170
distribution, 169–170
Meissner corpuscles, 172–173
Merkel disks, 171–172
Pacinian corpuscles, 173–174
receptive fi elds, 169
Ruffi  ni endings, 174
spatial resolution, 170

Skylens display, 292–293
slow-adapting receptors, 168–169
smart glasses

AtheerAIR glasses, 83–85
gesture recognition, 84
specifi cations, 84–85

Epson Moverio BT-300, 78–80
Google Glass, 99–101
Osterhout Design Group R-7 smartglasses, 

86–87
Sony SmartEyeglass SED-E1, 93–95
Vuzix M100 Smart Glasses, 95–97
Vuzix M300 Smart Glasses, 97–98

smartphone-based displays
Google Cardboard, 113–114
Samsung GearVR, 114–116

smartphones, handheld AR systems, 7
Snow, William B. 149
somatic sensory system, 164, 180. 

See also tactile perception
kinesthetic sense, 164, 176–178

proprioceptors, 176–178
tactile perception, 164

SoniStrips, 208–209
Sony Playstation Move VR controllers, 

219–220
Sony Playstation VR, 109–110

specifi cations, 110
Sony SmartEyeglass SED-E1, 93–95

specifi cations, 94–95
sound, 122

acoustic sensors, 208–210
amplitude, 122–123
attenuation, 137
azimuth cues, 133–136

IID, 134–136
ITD, 133–134

binaural sound, 132–137. See also binaural 
recording

over speakers, 160
position-stabilized, 159

Doppler shift, 137
dynamic range of hearing, 124–125
echoes, 124
environmental noise levels, 125
frequency, 122
localization, 132
monaural sound, 142
pinna spectral cues, 136–137
reverberation, 124
stereo sound, 143–146

artifi cial stereo, 144
true stereo, 144

surround sound, 146–150
5.1 format, 147–148
7.1 format, 148
object-based, 149–150

tactile sound transducers, 187–190
SubPac S2, 187–188
Woojer, 188–189

sources of computed data, 312
space

object space, 15
physical space, 14
virtual space, 13
visual space, 14–15

spacetime, 14
spatial light modulators, 61–62
spatial resolution, 67, 170
spatial visualization, 238
speakers

binaural sound playback, 160
positioning

5.1 surround sound format, 147–148
7.1 surround sound format, 148
for stereo sound, 145

specifi cations
AtheerAIR glasses, 84–85
DAQRI Smart Helmet, 86–87
Epson Moverio BT-300 augmenting display, 

79–80
Google Glass, 100–101
HTC Vive, 108–109
Lumus DK-50 Development Kit, 83
Microsoft HoloLens, 92–93
NVIS nVisor ST50, 90–91
Oculus Rift CV1, 106
Osterhout Design Group R-7 smartglasses, 

88–89
OSVR development kit, 112
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Samsung GearVR, 115–116
Sony Playstation VR, 110
Sony SmartEyeglass SED-E1, 94–95
Vuzix M100 Smart Glasses, 96–97
Vuzix M300 Smart Glasses, 98

spectral refl ectance, 27
spectral shape cues, 126
spherical polar coordinates, 18
stapes, 127–128
stencil mode (Fused Reality), 282
stereo sound, 143–146

artifi cial stereo, 144
sweet spot, 145
true stereo, 144

stereocilia, 130–131
stereopsis, 40–42
structured light, 201–202
structures of the human eye

cornea, 27–28
crystalline lens, 29–31

accommodation, 29–30
image inversion, 31

pupil, 28–29
IPD, 70

retina, 32–33
rods and cones, 33–35
vitreous body, 31

subcutis, 166
subjective analysis, 306
SubPac S2, 187–188
surround sound, 146–150

5.1 format, 148
7.1 format, 148
object-based, 149–150

binaural audio, 149–150
binaural sound, 149–150

susceptibility to VIMS, 339
Sutherland, Ivan, 9
sweet spot, 145
symptomatology of VIMS, 334

T

tablets, handheld AR systems, 7
tactile editor, 186
tactile feedback devices, 180–190

ERM, 180
GloveOne, 182–184

LRA, 182
Oculus Touch, 184
pancake vibrator motor, 181
TeslaSuit, 184–186

tactile perception, 180
mechanoreceptors

classifying, 167–170
distribution, 169–170
Meissner corpuscles, 172–173
Merkel disks, 171–172
Pacinian corpuscles, 173–174
receptive fi elds, 169
Ruffi  ni endings, 174
spatial resolution, 170

tactile sound transducers, 187–190
SubPac S2, 187–188
Woojer, 188–189

tectorial membrane, 130–131
telepresence, 322

DORA, 326–327
Transporter3D system, 327–328

telerobotics, 322
OceanOne, 325–326
Robonaut 2, 322–324
robotic surgery, 324–325

TeslaSuit, 184–186
texture gradient, 49–50
TFT (thin fi lm transistor) layer, 61
Thales TopOwl Helmet-Mounted Sight and 

Display, 290
thermoreceptors, 166
threshold of hearing, 124
threshold of pain, 124–125
Tilt Brush, 228
Timaeus, 14
touch. See somatic sensory system; 

tactile perception
trademark infringement, 349–350
training applications

Fused Reality, 280–282
head-mounted display, 281
stencil mode, 282

military simulators, 282–288
DSTS, 283–284
Nett Warrior, 287–288
PARASIM Virtual Reality Parachute 

Simulator, 284
USS Trayer, 282–283
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NASA, 295–297
SimSpray training system, 302–304
VRTEX 360 Arc Welding Simulator, 300–302

transduction, 127
sound transducers

Clark Synthesis TST329 Gold Transducer, 
189–190

SubPac S2, 187–188
Woojer, 188–189

Transporter3D system, 327–328
true stereo, 144

U

undersea telerobotics applications, 325–326
USS Trayer, 282–283
utricle, 138–139

V

vascular imaging, 272–273
VCASS (Visually Coupled Airborne Systems 

Simulator), 10
vergence, 37–39
vergence-accommodation confl icts, 339–341
vestibular system, 138–139

saccule, 138–139
semicircular canals, 138
utricle, 138–139

video generation computer (HUDs), 4
video see-through displays, 7, 58
VIMS (visually induced motion sickness)

adaptation, 339
key technology factors in

display fi eld of view, 338
frame rate, 338–339
incorrect interpupillary distance settings, 

337–338
latency, 335–336
optical distortion of scene geometry, 338
persistence, 339

liability issues, 333–339, 345–346
physiological factors in, 334–335
susceptibility to, 339
symptomatology, 334
visual side eff ects, 339–341

violent fi rst-person games, ethical issues, 
351–353

virtual overlays, 306–307
virtual reality, 8–10

architecture and construction applications, 
237–238

Mangan Group Architects case study, 
238–240

Mortenson Construction case study, 
241–245

Nabholz Construction case study, 
245–246

spatial visualization, 238
for artistic expression, Tilt Brush, 228
versus augmented reality, 1
CAVEs, 8
development

Bell Helicopter HMD, 9
VCASS, 10

development of, 8–10
educational applications, 300

Google Expeditions Pioneer Program, 
307–308

SimSpray training system, 302–304
VRTEX 360 Arc Welding Simulator, 

300–302
immersive video, 233–235
Lanier, Jaron, 8–9
physical side eff ects, 332
in real estate, Matthew Hood Real Estate 

Group case study, 246–247
in space operations, 294–297
Sutherland, Ivan, 9

virtual space, 13
content, 15–16
navigation, 22–23

manual interfaces, 22
VirtuSphere, 22

VirtuSphere, 22
visual side eff ects of virtual and augmented 

reality displays, 339–341
visual space, 14–15
VitalStream, 274–276
vitreous body, 31
The Void, 231–232
VRL (Virtual Reality Laboratory), 294–297
VRTEX 360 Arc Welding Simulator, 

300–302
VTAS (Visual Target Acquisition System), 5
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Vuzix M100 Smart Glasses, 95–97
specifi cations, 96–97

Vuzix M300 Smart Glasses, 97–98
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Wallach, Hans, 47
WAV fi le format, 155–156
waveguides, 73–75

diff ractive waveguides, 74
holographic waveguides, 73–74
polarization waveguide optics modules, 

80–81
refl ective waveguides, 75

wavelengths, 26–27
gamma rays, 27

wearable AR displays, 6–7
optical see-through displays, 6
video see-through displays, 7

whole body tracking, 220–222
Perception Neuron, 221–222

Wizard Online, 231
Woojer, 188–189

X-Y-Z

Xbox One gamepad, 222
Zero Latency, 232
Zero-G Mass Handling, 295
zonules, 29
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