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Abstract

This report presents a solution to the NeurIPS 2020 education challenge, which is
positioned in first place in task 1 and second place in task 2. Our solution is based on
useful feature extraction through target encoding, time-related features, user history
features, subject features, and several strategies to achieve high accuracy, including
feature selection and meta features. The code for the solutions is available at https:
//github.com/haradai1262/NeurIPS-Education-Challenge-2020.

1 Introduction

With the widespread use of online education systems, educational data mining technologies, which
extract useful information from educational data and utilize it to improve student learning outcomes,
are becoming increasingly important. A diagnostic question, representing a multiple choice ques-
tion with four possible answers, has attracted much attention in this research area. The selection
of incorrect answers by students learning the diagnostic questions reveals something about their
misconceptions and is a key for understanding students’ knowledge.

The NeurIPS 2020 education challenge [1] was held. The competition focuses on students’ records of
their answers to multiple-choice diagnostic questions in an educational system. It sets tasks to predict
whether students answer correctly (task 1) and which choices they answer (task 2). These tasks can
impact education through applications such as recommending questions at an appropriate level of
difficulty that best fit the student’s background and uncovering potential common misconceptions
that students may have.

This report presents a solution for task 1 and task 2 of the NeurIPS 2020 education challenge. The
main contributions to the performance of the solutions are as follows:

• We extracted useful features for student response prediction. The features derived from the
students’ age, learning experience, and the subjects worked well. To extract these features,
target encoding [2, 3] was useful.

• We introduce several strategies to improve accuracy. We removed redundant features through
feature selection based on feature importance. Furthermore, by inputting meta features
extracted from the prediction models’ output into other prediction models, we solved task 1
and task 2 cooperatively.

2 Challenge

2.1 Dataset

Task 1 and task 2 provides a dataset of 15,867,850 answers by 118,971 students to 27,613 multiple-
choice diagnostic questions. The dataset is provided by the online education provider Eedi, which

1st NeurIPS Education Challenge (NeurIPS 2020), Vancouver, Canada.

https://github.com/haradai1262/NeurIPS-Education-Challenge-2020
https://github.com/haradai1262/NeurIPS-Education-Challenge-2020


Main	Features
Time-related	features,	User
history	features,	Subject

features,	etc.

Selected	Features	100Selected	Features	50

LightGBM Task1

Dataset

Task2

Feature	Selection

XGBoost Task1
Task2

CatBoost Task1

LightGBM Task1
Task2

XGBoost Task1
Task2

CatBoost-2 Task1

CatBoost	 Task1
Task2

MLP Task1
Task2

MLP-MULTI Task1
Task2

Meta Features
Task 1 and Task 2 predictions

Aggregations of Task 1 predictions
Aggregations of Task 2 predictions
Multiplication of Task 1 predictions

and Task 2 predictions

Top	50	most	higher
importance	features	in

task1	or	task2	or	the	mean	of
task1	and	task2

Top	100	most	higher
importance	features	in

task1	or	task2	or	the	mean	of
task1	and	task2

XGBoost Task1
Task2

CatBoost Task1

XGBoost Task1
Task2

MLP-MULTI Task1
Task2

Ridge Task1
Task2

Final	prediction

Task1	accuracy:	Public	0.7728,	Private	0.7729
Task2	accuracy:	Public	0.6763,	Private	0.6764

Meta Features 2
Task 1 and Task 2 predictions

Aggregations of Task 1 predictions
Aggregations of Task 2 predictions
Multiplication of Task 1 predictions

and Task 2 predictions

LightGBM-2 Task1

Figure 1: Overview of our solution. First, we extracted features from the dataset. The obtained
features were used to train the models for task 1 and task 2. Next, redundant features were removed
through feature selection, and new models were trained using the selected features. Furthermore, meta
features were extracted from the models’ predictions and inputted into new models. An ensemble of
several models obtained the final prediction results.

offers crowdsourced diagnostic questions for elementary school students through high school, between
September 2018 and May 20201. More details of the dataset can be found in [1].

2.2 Task Description

Task 1 is to predict whether a student answers a question correctly,—a binary classification problem.
In task 1, prediction accuracy (#correct predictions / #total predictions) is used as an evaluation
metric. To predict whether a student answers unknown questions correctly is crucial for estimating
the student’s ability level in education systems and forms the groundwork for more advanced tasks.

Task 2 is to predict which choices a student answers,—a multi-class classification problem. Task 2
also uses prediction accuracy, which is the same metric as above except that the true answers are
categorical instead of binary. Predicting the actual multiple-choice option for a student’s answer
allows the analysis of likely common misconceptions that a student may hold on a topic and thus
forms the basis for personalized advice and guidance on education systems.

3 Method

3.1 Features

An overview of the solution is shown in Figure 1. First, we extract useful features that effectively
represent students and problems from the dataset. This report describes only those features that
contribute significantly to the performance among the extracted features. Please refer to the published
code for strict processing or other features.

Target Encoding First, we describe target encoding [2, 3], a technique we have utilized for many
feature extractions in our solution. Target encoding calculates statistics from a target variable
segmented by the unique values of one or more categorical features. The target variables are labels
indicating whether the user answered correctly (IsCorrect) for task 1 and the user’s answered value
(AnsweredValue) for task 2. Target encoding is well known as a useful feature extraction technique
in machine learning competitions. In both task 1 and task 2 that we worked on, it was expected that
the features obtained by target coding would also be intuitively important, such as the user’s average
percentage of correct answers and which options were more likely to be selected for a question.

Specifically, we smoothed the target encoding features to avoid overfitting for low-frequency cate-
gories as in [3] as follows:

TEtarget([Categories]) =
count([Categories]) ∗meantarget([Categories]) + wsmoothing ∗meantarget

count([Categories]) + wsmoothing
(1)

1https://eedi.com/
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where count(·) is the number of observations for that category, and wsmoothing is a smoothing
hyperparameter, which we set to 5. [Categories] is a list of categorical features whose values are
tuples with combinations of features that occur in the dataset.

Time-Related Features The dataset includes timestamp of answered time and users’ date of birth.
We extracted the day, hour, weekday, and week of the month of a students’ answered time. Students’
ages were also extracted. Student age features effectively worked in combination with other attributes.
For example, questions’ correctness with each age could be expressed by combining them with
question id and applying target encoding.

User History Features We extracted features about the users’ learning history. More specifically,
we extracted features that represent students’ experience to date, such as the number of students’
answers, the number of quizzes, the number of classes to which questions were assigned, the number
of subject types answered, and the duration of the course. We also extracted features representing the
most recent situation, such as the most recent answer’s elapsed time.

Subject Features The subjects are in the area of mathematics, including topics such as “Algebra,”
“Data and Statistics,” and “Geometry and Measure.” These are essential concepts for students’
knowledge states. One of the features that worked well in our solution was features obtained by
decomposing into the student-subject matrix, which is derived from the students’ answer records,
using singular value decomposition [4]. The features can represent the relationship between the
subjects by the co-occurrence of the students’ answers. Other features that worked well were max,
min, and standard deviation aggregations of target encoding values by the combination of each user
id and subject id. The features allow us to represent the degree to which students are good or poor at
a particular subject included in a question.

3.2 Modeling

Next, we describe several strategies we have implemented to improve the performance of our
prediction models.

First, we created a set of five fold-out validation sets. We conducted a stratified sampling of each
fold-out in the validation sets to get the same ratio for user id and IsCorrect, known as stratified k-fold
cross-validation.

We used a gradient boosting decision tree (GBDT) and multilayer perceptron (MLP) as algorithms to
train the prediction models. Here, we predict the task 1 target and task 2 target in the same manner.
Using the same features and algorithms, when solving Task1, IsCorrect is set as the target of binary
classification. When solving task 2, AnswerValues is set as the target of multi-class classification,
and only the target is changed to create a prediction model. We used well-known implementations of
GBDT, LightGBM [5], XGBoost [6], and CatBoost [7]. We expected that the use of multiple models
would result in robust results when ensembled. We used an MLP that includes batch normalization
[8] and dropout [9]. Unlike GBDT, the numerical features were applied to min-max scaling and
converted to a scale from zero to one. Also, we transformed categorical features into low-dimensional
vectors using the embedding layers. We also used a multi-task MLP (MLP-MULTI) that optimized
loss function for both task 1 and task 2 in a single training session.

Feature Selection To reduce redundant features and train the models effectively, we introduced
feature selection. We used the feature importance implemented in LightGBM. The importance-type
parameter was set to “gain,’ which can obtain the total gains of splits that use the feature. In the
solution, the importance of the task 1 model, task 2 model, and their mean values were used to obtain
the top 100 features (selected features 100) and the top 50 features (selected features 50), respectively.
A subset of the features obtained by feature selection is used to train a new prediction model.

Meta features We use the models’ predicted values to extract the new features (meta features) to
input other models. The predicted value of task 1 is the probability value of predicting IsCorrect;
the predicted value of task2 is the 4-dimensional probability value of AnsweredValue. In addition
to the predictions themselves, max, min, mean, standard deviation aggregation of multiple models’
predicted values are also used. The mean predicted values of task1 models multiplied by the mean
predicted values of task2 models are also used. It is expected that the meta features can effectively
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Table 1: Results of the prediction models included in our solution.

Features Model Task 1 Accuracy Task 2 Accuracy
Main Features LightGBM 0.76767 0.67026
Main Features LightGBM-2 0.76760 —
Main Features XGBoost 0.76778 0.67075
Main Features CatBoost 0.76807 —

Selected Features 100 LightGBM 0.76793 0.67081
Selected Features 100 XGBoost 0.76844 0.67107
Selected Features 100 CatBoost 0.76806 0.66862
Selected Features 100 CatBoost-2 0.76867 —
Selected Features 100 MLP 0.76272 0.66659
Selected Features 100 MLP-MULTI 0.76280 0.66653

Selected Features 50 + Meta Features XGBoost 0.76952 0.67239
Selected Features 100 + Meta Features XGBoost 0.76954 0.67248
Selected Features 50 + Meta Features CatBoost 0.76954 —
Selected Features 50 + Meta Features MLP-MULTI 0.77014 0.67281

Meta Features 2 Ridge 0.77023 0.67293

transfer the potential representation of the students’ ability obtained from task 1 to task 2 and the
state of the students’ knowledge obtained from task 2 to task 1.

4 Results

Table 1 shows the results of the models included in our solution. These models combine several
features and strategies described in the previous sections. From these results, we can see the gains to
the accuracy of each strategy.

First, the accuracy of the prediction model using GBDT with all the features is already 0.76807
for task 1 and 0.67075 for task 2 (the difference from the final accuracy is about 0.002 in both
tasks). Therefore, it can be confirmed that feature extraction in the solution makes an outstanding
contribution. It should be noted that many of the features that occupy the top of the prediction model’s
feature importance are those to which the target encoding is applied.

Next, we confirmed the model using selected features 100 that performed feature selection. With the
model using the main features, the accuracy improvement of task 1 is 0.0008 and task 2 is 0.0003,
and it was confirmed that removing redundant features contributes to accuracy improvement. This
process was also valuable from the viewpoint of efficiency, shortening the learning time.

Furthermore, the accuracy of the model using meta features can be confirmed to be improved by
0.0017 for task 1 and 0.0018 for task 2 from the model using selected features 100. We believe that
this accuracy improvement is due to the effective transfer of the potential features in task 1 to task 2
and the potential features in task 2 to task 1.

Finally, the final prediction results were obtained from the ensembles of many models. Stacking ridge
regression [10], a method of blending each model’s prediction results by a linear sum based on the
weights learned by ridge regression, was adopted as the ensemble method. As a result, the score of
task 1 was public 0.7728, private 0.7729, and the score of task 2 was public 0.6763, private 0.6764 on
the leaderboard, and they could be positioned as first place and second place, respectively.

5 Conclusion

In this report, we presented a solution for task 1 and task 2 of the NeurIPS 2020 education challenge.
Our solution was based on useful feature extraction, that is, target encoding, time-related features,
user history features, subject features, and several strategies to achieve high accuracy, —feature
selection, meta features. As a result, we were able to archive task 1 in first place and task 2 in second
place in the challenge.
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