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Why do well-designed engineering systems fail?

« Example: faulty braking system leads to
windmill disaster
— https://youtu.be/-YJuFvitM0s?t=39s

= Systems like these cost millions of
dollars

= Failures can be dangerous

= Maintenance also very expensive and
dangerous


https://youtu.be/-YJuFvjtM0s?t=39s
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Types of Maintenance

= Reactive — Do maintenance once there’s a problem
— Example: replace car battery when it has a problem
— Problem: unexpected failures can be expensive and potentially dangerous

= Scheduled — Do maintenance at a regular rate
— Example: change car’s oil every 5,000 miles
— Problem: unnecessary maintenance can be wasteful; may not eliminate all failures

= Predictive — Forecast when problems will arise

— Example: certain GM car models forecast problems with the battery, fuel pump, and
starter motor

— Problem: difficult to make accurate forecasts for complex equipment
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Predictive Maintenance: Example

oo & DeL-QA0E

Pump-15, location-
Rocky Mountain Site,
needs Urgent
maintenance.

Details: One of it's
cylinders is blocked. It

will shut down your
line in hours.
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Benefits of Predictive Maintenance

Increase “up time” and safety Reliability

Minimize maintenance costs Cost of Ownership

Optimize supply chain Reputation
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Baker Hughes Develops Predictive Maintenance Software
for Gas and Oil Extraction Equipment Using Data Analytics
and Machine Learning

Challenge

Develop a predictive maintenance system to reduce
pump equipment costs and downtime

Solution

Use MATLAB to analyze nearly one terabyte of
data and create a neural network that can predict
machine failures before they occur

Truck with positive displacement pump.

‘MATLAB gave us the ability to convert previously unreadable

Results data into a usable format; automate filtering, spectral analysis,
= Savings of more than $10 million projected and transform steps for multiple trucks and regions; and
- Development time reduced tenfold ultimately, apply machine learning techniques in real time to

predict the ideal time to perform maintenance.”

= Multiple types of data easily accessed _
- Gulshan Singh, Baker Hughes

Link to user story
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https://www.mathworks.com/company/user_stories/baker-hughes-develops-predictive-maintenance-software-for-gas-and-oil-extraction-equipment-using-data-analytics-and-machine-learning.html

Predictive Maintenance Solution Framework - lloT

In Operation
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Workflow for developing a predictive maintenance algorithm

[ Acquire Data \

' i Y
Generated

Data

-+ Sensor Data

., v :
r ™

Preprocess
Data

o

/E)evelnp Detection or Prediction MndeI\

[

Identify

Condition ] |::>[ Train Model ]

Indicators

+

Deploy & _
E> Integrate

Sensor data from machine on which algorithm is deployed

4\ MathWorks
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Access Data

Datastore

Read large collections of data

Session

at
pm

4\ MathWorks
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data from machine on which algorithm = deployed

The datastore function creates a datastore, which is a repository for collections of data that are too
large to fit in memory. A datastore allows you to read and process data stored in multiple files on a
disk, a remote location, or a database as a single entity. If the data is too large to fit in memory, you
can manage the incremental import of data, create a tall array to work with the data, or use the
datastore as an input to mapreduce for further processing. For more information, see Getting Started

with Datastore.

Functions

YV  Create Datastore

datastore
‘TabularTextDatastore

SpreadsheetDatastore
‘ImageDatastore

FileDatastore

Create datastore for large collections of data
Datastore for tabular text files

Datastore for spreadsheet files

Datastore for image data

Datastore with custom file reader

expand all

datastore

']
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http://hadoop.apache.org/

Preprocess Data & Extract Features
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Failure Data (Sensors/Simulation)

Preprocessed Data

Health Indicators

16




4\ MathWorks:

Documentation Search Help

— CONTENTS

Identify Condition Indicators

Explore data to identify features that can indicate system state or predict future states

A condition indicator is a feature of system data whose behavior changes in a predictable way as the system degrades or operates in different operational modes. A
condition indicator can be any feature that is useful for distinguishing normal from faulty operation or for predicting remaining useful life. A useful condition indicator
clusters similar system status together, and sets different status apart.

You can derive condition indicators from signal analysis, by extracting time-domain or frequency-domain features of system data. You can also derive condition
indicators by fitting static or dynamic models to your data, and examining model parameters or model behavior to distinguish fault states or predict system
degradation. For more information, see Condition Indicators for Monitoring, Fault Detection, and Prediction.

Functions expand all

> Signal-Based Features
) Model-Based Features and Residuals

>  Feature Selection

17



4\ MATLAB R20183

< B [ > > Uses » sboru » Desktop » Expo2018 » FinalDemo » Demo.Files » DataReductin » -~

' Current Folder
[l Name ~

=

1] pdmRecipPump_log_1.mat
-+ pdmRecipPump _log_2.mat
tH pdmRecipPump_log_3.mat
tH pdmRecipPump_log_4.mat
1 pdmRecipPump_log_5 mat
(1 pdmRecipPump_log_6.mat
HH pdmRecipPump_log_7.mat
{1 pdmRecipPump_log_8.mat
| pdmRecipPump_log_9.mat
[ pdmRecipPump_log_10.mat
- pdmRecipPump_log_11.mat
1 pdmRecipPump_log_12.mat
- pdmRecipPump_log_13.m:
{1 pdmRecipPump_log_14 mat
- pdmRecipPump_log_15 mat
t pdmRecipPump_log_16.mat
- pdmRecipPump _log 17 mat
- pdmRecipPump_log_18.mat
- pdmRecipPump_log_19 mat
- pdmRecipPump_log_20.mat
] pdmRecipPump_log_21.mat
{1 pdmRecipPump_log_22 mat
i pdmRecipPump_log_23.mat

@ | E] Live Editor - C:\Users\abaru\DAesktop\E;(por 201 S\Finalbemo\biemo_FAirl.es\lr)ata_Reduction\Expo_Diat'a_APreprocessing_deeGén.mbc

~

N

- pdmRecipPump_log_13.mat (MAT-file)

J Expo_Data_Preprocessing_CodeGen.mlx :’] featureExtractionBuffer.m 7(1 + l

NN B W N e

i@
11
12
13
14
15
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Algorithm Development for Feature Extraction at the Edge

Processing and Extracting Features from the Simulation Results

The model is configured to log the pump output pressure, output flow, motor speed and motor current.

ens = simulationEnsembleDatastore(’.\Data');

ens.SelectedVariables = ["qOut_meas”, “"SimulationInput"];

reset(ens)

data = read(ens);

[flow,time_unit] = preprocess(data);
figure;

plot(flow.Time,flow.Data);

% Decide which features to extract

ens.DataVariables = [ens.DataVariables;
"qMean"; "agVar"; "qgSkewness”; “gKurtosis"; ...
"qPeak2Peak"; "gCrest"; "gRMS"; "gMAD"; "qCSRange"];
ens.ConditionVariables = ["Time Unit"];

feat = extractCI(flow);
dataTolrite = [time_unit, feat];
writeTolLastMemberRead(ens,dataTolWrite{:})




Feature Selection

function m = monotonicity(x)

% Compute monotonicity given a vector x
n = length(x);

dx = diff(x);

m = abs(sum(dx>0) - sum(dx<0))/(n-1);
end

Monotonicity
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gMean

qCSRange

qMAD

gVar

qPeak2Peak

qCrest

gSkewness
gKurtosis
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Learn Further: Techniques for Preprocessing Data

& Extracting Features

Time Domain

+ Data smoothing, outlier
removal, resampling

+ Signal statistics (e.g. mean,
moving average, etc.)

* Rain flow counting

« Time series models (linear &

nonlinear)

* Non-linear time series
features

 Recursive and batch based
models

« Kalman filters (linear,
unscented, & extended)

r

Frequency Domain

Filtering

Time synchronous averaging
Spectral analysis and
statistics (e.g. FFT, peak-to-

peak values, bandwidth, etc.)

Modal analysis using
models/frequency data

Envelope analysis

Order analysis

~N

Access anvd
Explore Data

Generated
Data

pLrmmJo (LS om0

Sensor data from machine on which algdthm = deployed

I—

Time — Frequency
Domain

Wavelet transforms
Short-time Fourier transform
Empirical mode
decomposition, Hilbert-Huang
transform

Spectral Kurtosis

Spectral Entropy

Time-frequency moments

~N

J

*Focus and functionality in the Predictive Maintenance Toolbox

4\ MathWorks
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Integrate Domain Knowledge with Machine

Learning

Domain
Knowledge

o Mg || o | oo |

i

I ——

Sensor data from machine on whichfalgorithm = deployed

Type of Learning

Categories of Algorithms

Regression

Supervised
Learning

Machine
Learning

Develop predictive
model based on both
input and output data

Classification

Unsupervised
Learning

Group and interpret
data based only
on input data

4\ MathWorks:
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Train Models to Predict Failures
& Isolate Faults

& Tguel
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Demo video

4\ MATLAB R2018a

LIVE EDITOR INSERT VEW

. » G » Users » abaru » Desktoy A
) ® x %Variables—da’ta_ﬁS_pca_tt
: I RULModel_Estimation.mlx
— S .
\ Predictive Modeling and Deplo mend =
9 ploy I ]
N
N
1,$ mdl = exponentialDegradationModel('LifeTimeUnit',"hours", 'SlopeDetectionLevel’,0.5);
2§ t1.: = table(idz:xta{t?_pca:tt;data_45_pca_tt;data_SO_pca_tt;data_se_pca_tt});
33 fit(mdl,tt, "Time","PCAL")
4 g mdl
N
N
5 healthIndicator = data_55_pca_tt.PCAl;
6 threshold = -9;
7 timeUnit = 'hours';
il
Keep records at each iteration
8 totalDay = length(healthIndicator) - 1;
9 estRULFused = zeros(totalDay, 1);
ie trueRULFused = zeros(totalDay, 1);
11 CIRULFused = zeros(totalDay, 2);
12 pdfRULFused = cell(totalDay, 1);
13 % Create figures and axes for plot updating
14 figure('visible','on")
15 axl = gca;

23



RUL Methods and when to use them

Requirement: Need to know what constitutes failure data

4\ MathWorks

R2018a

—Have run-to-failure history

v

SimilarityRULEstimator

Data is large

h 4

Hash
Similarity
Model

Know the

Match signal st
atch SIgnal SAPES  Jegradation dynamics

v 4
Pairwise Residual
Similarity Similarity

Model Model

RULEstimator

Have lifetime data with/without covariates

T

Know failure Threshold

v

DegradationRULEstimator

SurvivalRULEstimator

Log scale signal or

non-cumulative damage

A 4

Linear

Model

Degradation

Cumulative damage

Life time data +

Only have life time data
! : Covariate (Environment Variable)

Exponential
Degradation

\ 4 v \ 4
Reliability Covariate
Survival Survival
Model Model Model

No equivalent RUL libraries in OSS

24



Learn Further: Techniques for Training Diagnostic

& Prognostic Models

Diagnostic Models

» Classification models
*  Support vector machines
*+ Ensembles
* Naive Bayes, etc.

*  Neural networks

¢ Change point detection

*  Hypothesis testing

*  Probability distributions

o [ oo |

Sensor data from machine on which|

gorthm 5 deployed

I—— |

SUPPORT VECTOR MACHINES

Linear VM  Quadratic  Cubic SWM Fine Medium Coarse

SVM Gaussian ... Gaussian .. Gaussian ...

AllSVMs

MEAREST NEIGHEOR CLASSIFIERS

Fine KNN  Medium KMN Coarse KNM Cosine KNN  Cubic KNN  Weighted
KNM

2

All KNNs

EMSEMBLE CLASSIFIERS

Boosted Bagged Subspace  Subspace RUSBoost.. Al
Trees. Trees Discriminant KNN Ensembles

DECISION TREES

CY

Medium Tree Simple Tree

DISCRIMINANT ANALYSIS

All

Linear Quadratic
Discriminant Dizcriminant Discrimina...
LOGISTIC REGRESSION CLASSIFIERS

Logistic
Regression

All Trees

*Focus and functionality in the Predictive Maintenance Toolbox

4\ MathWorks:
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Learn Further: Techniques for Training Diagnostic
& Prognostic Models

o " o[ e | e |o

i
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<

data from machine on whichfaigorithm = deployed

PouDola ¥ Forecmt — — —Fakew Trvshont — — o C1]

E s / - ' ' ' '— RU;. Probabil '&mll
. \ Emou- J — — —Trua RUL N ﬂ
Prognostic Models for RUL :

0012 1
% 1400 / "Jl
§ 1200 001 [\
. . / i
«  Static regression models (e.g. Rl / / 1\
. . . . — |
linear, logistic, nonlinear, etc.) 2 ot / s '\
PO L L0 Al e € /' i
. . Alpha Lambda Curve \
*  Dynamic regression models (e.g. 0 —= LA S SR N A A B 7R i\
3 | True RUL i Bl
ARMAX, ARMA, etc.) 200 i Predicted RUL § A
180 & ———10.00Cl : \
N
« Linear and nonlinear time series wof N DRSS : i
N . N —
models 140 1 D 1 Is0 100 150 200 250 300
120t \\ | Remaining Useful Life (RUL)
«  Kalman filter prediction 2 100l
- b
«  Similarity based methods & N
80 ~ \\
~
. N
Hidden Markov Models 40 o
27 N
5 ;
) 20 40 60 80 100 120 140 160 180 200
Time

*Focus and functionality in the Predictive Maintenance Toolbox
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Learn Further: Classification Learner App
App to apply advanced classification methods to your data

= Added to Statistics and Machine Learning
Toolbox in R2015a

= Point and click interface — no coding
required

= Quickly evaluate, compare and select
classification models

. Export and share MATLAB code or B
trained models

27



4\ Classification Learner - Confusion Matrix

[ CLASSIFICATION LEARNER

2 B e @

@Mu_-

2. I

4

Plot

O Number of observations

True Positive Rates

False Negative Rates

Positive Predictive Values

False Discovery Rates

What is the confusion matrix?

-
Mew Feature PCA All Quick-To- Al Complex Advanced Use | Train  Scatter Confusion ROC Curve Parallel
Session w  Selection Train Tree Plat Matrix Coordinates Plot
FILE | FEATURES | MODEL TYPE | TRANNG [ FLOTS | Export Model
Data Browser ® | Scatter Plot | Confusion Matrix E Export the currently selected model in the History
. ' list to the workspace to make predictions with new data
¥ History
] ~ Export Compact Model
1.1 Tree Accuracy: 98.9% Mode E Export the currently selected model in the History list without
Last change: Complex Tree 60/60 features its training data to the workspace to make predictions with new data
1.2 Tree Accuracy: 98.0% " Generate Code
Last change: Medium Tree 60,60 features Sitting |_:-'Zak, Generate MATLAB code for training the currently selected
maodel in the History list, including validation predictions.
1.3 Tree Accuracy: 94.0%
Last change: Simple Tree 60/60 features.
1.4 KNN Accuracy: 98.3%
Last change: Fine KNN 60/60 features Standing
1.5 KNN Training *
Last change: Medium KNN 60/60 features W
0
¥ Current Model 0
. A S Walkin
Model 1.1: Trained < 9
=
Results
Accuracy 98.9%
Prediction speed ~100000 obs/sec )
L - Running
Training time 14.511 sec
Model Type
Preset: Complex Tree .
- e Dancing
Maximum number of splits: 100
Split criterion: Gini's diversity index
Surrogate decision splits: Off
Sy Sy 2, Te)
s, %, =y < W, T Fal
i 7 oy % 2 o, rue alse
E:?tuze Select[liqn e ol bafore A & 7% % % % Positive  Negative
eatures used in the model, berore .
v Predicted class Rate Rate
Dataset: Dataset_train  Observations: 21668  Size: 10 MB  Predictors: 60 Response: Activities Response Classes: 5 Validation: 5-fold Cross-Validation

28



and Many More MATLAB Apps for Data Analytics

Regression Learner
Distribution Fitting

System ldentification

Signal Analysis

Wavelet Design and Analysis
Neural Net Fitting

Neural Net Pattern Recognition

Training Image Labeler

and many more...

- E = —_

Neural Network

Hidden

Algorithms

Data Division:
Training:
Performance:
Derivative:
Progress
Epoch:

Time:
Performance:
Gradient:

Random (dividerand)

Scaled Conjugate Gradient (trainscg)
Cross-Entropy  (croszentropy)
Default (defaultdeny)

| 0:00:00 |

Validation Checks: 0 | 6 | 6

4\ MathWorks
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Workflow for developing a predictive maintenance algorithm

[ Acquire Data \

' i Y
Generated

Data

., v

r N

Preprocess
Data

o

Sensor Data

/E)evelnp Detection or Prediction MndeI\

[ ] |::>[ Train Model ]

Identify
Condition
Indicators

9|

Deploy &
Integrate

}_

Sensor data from machine on which algorithm is deployed
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Why Generating failure data?

= Sensor data isn‘t always available

— Failure conditions difficult to reproduce
— Time consuming or costly to generate

Multiple failure modes and failure combinations possible

Different machines can show different behavior for the same failure

4\ MathWorks:
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Generating failure data from Simulink models

Sensor Data

2. Fine tune
model

—

1. Build
model

Simulink Model

1

Inject Failures

3. Incorporate
failure modes

4. Run
simulations

Generated
Failure Data

4\ MathWorks
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Different Approaches for Modeling Dynamic Systems

4\ MathWorks
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Simulink

F=mx+bx+kx
¥=1m(F —bx—kx)

<].

Spring Force
L
—p
Add

u

1 X
Szdx

Divide by Mass  Integrator, Second-Order

<].

Damping Force

Scope

Simscape

4\ MathWorks:

*RANN-e= Spring

Mass

Damper

o —
Simscape
f(x)=0 p p— W\M MTR2
N - = F’EE _——
Solver Ideal Translational —
Configuration Motion Sensor PS-Simulink
L R £ AVAVAY SRR Converter
2—4. Translational Spring ! l:"_{
MTR =
R)e X Mass
Translational Damper .

Force(N)

S PS |-

S

Converter

[/ﬁ\\ ] Ideal Force Source

1

Simulink-PS MTR1
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1. Build "
Simscape Model

i g s - Svten
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HO-E-wQqOP » M-

Input Manifold

|

_,S@o_

s Gear Box
@ Motor M
%)
NI
ANNAY

‘ 4\ Mechanics Explarers - Mechanics Explarer-CAT.  — =
| File Taplorer: Simulaton View Tools Window Help
BE QS & X a ™S D vewonvention ~

‘ Mechanics Expiorer-CAT_Pump_1051_imported

B
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Part.STEP

<o wf—<2>
' 4 In2 Plunger 1 Out2
P20 w-_.o cb—— deo
D e L outf—<>
wi C In1 Plunger 2 Out1
P3p——&W chg——@P3
6> o = | EED
In3 Plunger 3 Out3
Crank [ G B .}E
I [
Housing Crank Bearing

Crank

U 8/ X ‘J Time 0
w B P —Ee‘z—EC-—IP EIB’J:}E—l
N
Cylinder f. ’ L Plunger Revolute 3}
Prismatic Rod Plunger
. @ Plunger Cyl Rod
f
L) <
& pI—
Hydraulic
Check = Actustor SA PS Revolute
Valve . Rod Crank
Outlet «
L»—%
Co—5—20NE (@
In Seal Leak
Check Valve off
Inlet
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Estimate Parameters
Using Measured Data

2. Fine tune
model

Model:

e U8t Yew Dapley Dagrem Selston fAodyos (o Tooh e
LRS- | HO-FEB-wqOP » - - S D k-
@ Out }—+) 7\\“
+ N ) .
2 [_r_- —[EF Out2 }—i] o
#d pp— |
s [ & outd f—{]
‘ ; Intp—~
>——| L&I—E B - 939 mb—{_
— 7 In3 }—f) J/
- - . " SRS
g Driver: Dyno Pump Input Manlfold
| Fondy s Ve obveiderdto

Challenge: Simulation results do
not match behavior of real system

Solution: Use Simulink Design Optimization
to automatically tune model parameters

4\ MathWorks'

Pump Outlet Pressure
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d D 6 O viewconvention:' ~ "0 o

Mechanics Exphorer-sm_pump_trplex

4. sm_pump tripléy

+ % Pump
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725
7271
®
S 7151
&
?
o AT
2
o
7.05 |
Initial
7R Measured | A
Tuned
6.95 : : : :
0 0.02 0.04 0.06 0.08 0.1
Time (s)
' ‘ Me(r.amcs- Explorers - Mechanics Explorer-sm_pu., - D X
Fite Explorer Simulation View Tools Window Heip - X CheCk Valve

Characteristic

AP

(@) e @) 132x | ime 0065

AP,
Closed Open

[

36



| 4\ MathWorks:

3.1 t .
Model Component Failure

R e S
. . z ) 2 C = ” > Féx >
= Generic faults in many components Y. T o]
— Short circuit, open circuit, friction, fade, etc.
— Trigger based on time or conditions o RevoluteJoint: Crank Bearing = U X
: ‘ Damping Coefficient  |bearing_visc_frict ‘ —H B ®
= Adjust parameter values L
— Worn bearing adds friction Crank Bearing
— Blocked inlet has reduced passage area Block Parameters: Check Valve Inlet A~ B
AL
: AdJUSt network Maximum passage area: |chkv_in_maxA Check Valve
— Seal leakage adds flow path
. . . T_ref d—
= Custom effects in Simulink | & Off (Off) I
— Broken winding applies no torque r On (On) [ | Windings

<—PS S

for 1/3 of every revolution

Seal Leak —I . o
Off 52%2 g@ Motor

T ¥ o
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T 4

File Edit Vie Display Diagrar mulati Anal Code T felp File Explorer Simulation View Tools Window Help ¥ X
= = = = = v vaa O®E QeI a o ig|EE L | [H B view convention: |v|| @ |k &SP QL[| L. L0 v
Mechanics Explorer-sm_pump_triplex
sm_pump_triplex P—
= o 2 sm_pump_triple)
@ 53 Driver v’-.\_
-5 Pump -
®s E-Connection
t —H{4
= + l’ :
= . | (
(= : f y
L g [
%
. P < > ‘
E= Driver: Motor ump —
» | ¢ = Q‘.,
Ready 210% auto(ode23t) o d .
=TT TpTEX PUMP WITI FAUTTS OVErVIeEw 7 [ 5] H W S ‘ =
@ b C 2 “ Location: |le:///C./SMILLER/TMW/Simscape/Demos/ssczAll/Pumps/Triplex_Pump/Scr v L‘ E o }-\ 4
“ || "4 Pressure with Noise - O X >
Set Faults : o g
File Tools View Simulation Help »
8- AP ® =-a- - @) 132x = }—— | Time|15
All Faults Off Plunger 1 Plunger 2 Plunger 3 0-|60>0 > 8 = il =
Simulation
Seal Leak Off, On Off, On Off, On \ ®©
] l“?‘ ‘“f? Rl Buhdid }' ‘1 Jlx.r i} l'v't' LY
N lll“Wi!“ I " rhI]J‘PP | n"x | RH | ]5 q“ \| | “ “’HM JI I{“
Blocked Inlet  Off, On  Off, On | Off, On i 1Y AL LALILRL I
Worn Bearing Off, On
Broken Winding Off, On

]Ready Sample based T=1.500 L
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|
4. Run
Generate Synthetic Data

Running simulations in parallel
speeds up your testing process.

Workers

g Computer Cluster ~N

{1

- §

. b':l:q ﬁL? y”l:‘

= =

=)
k=)

A U e - Lo
Fe BM W Dgly Dagae feeddmos Madss Code Tooi el
Sro-@e @R eqEb 1w
5 Outt
:—F{:"J gl out?
8 Out3
‘\
i L Im
-8 g8 ,,_:ﬁg’mz
. i
&l
2 Pump Model

Simulation 2

- Desktop System I\

Workers

4\ MathWorks:

for ct = 1:length(final_block)
time_WKSP = ct;
simInput(ct) = Simulink.SimulationInput(mdl);
simInput(ct) = setVariable(simInput(ct),'leak_cyl area WKSP',final_leak(1));
simInput(ct) = setVariable(simInput(ct), 'block_in_factor WKSP',final_block(ct));
simInput(ct) = setVariable(simInput(ct), 'bearing fault frict _WKSP',final_bearing(1));
simInput(ct) = setVariable(simInput(ct), 'noise_seed offset WKSP',ct-1);
simInput(ct) = setVariable(simInput(ct), time WKSP',time_WKSP);

fx >> simOut = parsim(simlnput) E:)PumpDatal.csv

PumpDataE.csv

PumpDataS.csv
PumpData4.csv
PumpDataS.csv
PumpDataE.csv

PumpD; — "
g2 pumpn. SiMulationEnsembleDatastore

B PumpD. Manage ensemble data generated by
T ~ generateSimulationEnsemble or by logging simulation
PumpD‘ data in Simulink

PumpDatP
PumpData12.csv
PumpDataH.csv
PumpDa‘ca14.1::5.\;r
PumpData15.csv
PumpData15.csv
PumpData1?.csv

lib‘in. P L I T TP, [ By
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Workflow for developing a predictive maintenance algorithm

[ Acquire Data \

-

.,

Generated
Data

o

7

-

Sensor Data

o

g

Preprocess
Data

o

/E)evelnp Detection or Prediction MndeI\

[ ] |::>[ Train Model ]

Identify
Condition
Indicators

0
(=

Deploy &
Integrate

Sensor data from machine on which algorithm is deployed
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Feature Extraction Algorithm at the Edge

Pump flow sensor 1 sec ~ 1000 samples ~16kB

- | - lday~1.3GB
e L ]
L W l ll : luifml 'jllhllil u| - 20 sensors/pump ~26 GB/day
=2 Y
Asset w. smart ” ZZ W”W kil WM M" “M ’?C . 3 pumps ~ 78 GB/day

Sensors

Challenge:
Data transmission cost is pretty high

Solution:
Extract only relevant information and send it to predictive model
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VEW

Current ‘Folder @

1

|1 Name =

= Folder
£ codegen
@ | Copy of Data
& Data
= Function
] featureExtraction.m

&1 helperSortedBarPlot. m
] monotonicity. m
= MEXfile
#) featureExtraction_mex mexw64
#] featureExtractionBuffer_ mex. mexw64

= Live Script

5| Expo_Data_Preprocessing_CodeGe.._

=l MATLAB Coder Project
||| featureExtraction.prj
featureExtractionBuffer prj

 featureExtractionBuffer.m (Function) ~

- |

[ Expb_Data_Preprbcesiing_CodeGen.mix ><| featureExtractionBufferm | + |
1 =l function [feature 1ist] = featureExtractionBuffer (data,timestamp) TD
2
3= persistent Ilow array
4 — persistent time array
TR Np = 1000; I
3
= if isempty (flow array)
8 — flow array = nan(Np,1});
9= end
ia
I = if isempty(cime array)
32— time array = nan(Np,1l):
I3 = end -
14
IS — Tlow array = [data; Tlow array(l:Np-1}]:
16 — data = flow array’
17
8= cims array = [timestamp; times array (l:Np-1)7i:
39 = timestamp = Time array;
20
21
> if isempty(find(isnan(datsa),l))
23
24 — flow = data;
25
26 % Ensure the fiow is sampled at a uniform sample rate
2= L flow = Limestamp: Y
| featureExtractionBuffer Ln 17 Col 1
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What do your end users want?

Flexible Deployment ZG¥ Cassandra aws. il

« Maintenance needs simple, quick
Information
— Hand held devices, Alarms

be.f.ee@ |83

= Operations needs a birds-eye view fous
— Integration with IT & OT systems = iﬁﬁiﬁwms 9 @ © Spotiire
Data Sources Analytics Platforms
- Fleet & Inventory Analysis
- Customers expect easy to digest Hand neld Levices

Information
— Automated reports
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Y Figure 1

File Edit View Insert Tools

Desktop Window Help

DEES kAR ODEL-S[0E =D

-5

Health Indicator

Estimated Remaining Useful Life ~ 7.1 hrs

Degradation Model
Confidence Interval
Health Indicator
m— Threshold

{

| |

5

10

15

20

25 30
Time (hours)
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Integrate analytics with systems

MATLAB Analytics
run anywhere

W Maias @
] !

3
__For k=1:max r_‘

r 1 x = fft(dat \ = j
or k=1l:max v_= 20*logl —jfor k=1:max
x = £ft(dat A s
v = 20*logl 'I' o] — T
- 1 - - J »
Embedded Hardware Enterprise Systems

Standalone MATLAB
ek Excel Hadoop/ i

(" =

MATLAB _
\Runtime %\J

4\ MathWorks:
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One Platform for the entire workflow
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Key Takeaway: Predictive Maintenance using MATLAB and Simulink platform

Build Digital twin of the plant to
generate sensor data and Simulate
fault scenarios

Use Simulink + Simscape

Access data in BIG DATA - large text
files, databases, or other file formats

Use datastore + tall

Apply MACHINE LEARNING for
developing predictive models

Use Apps +
Documentation

INTEGRATE machine learning models
to work in
CLOUD/BUSINESS/Embedded

system

Use Compiler / Coder

Twin

Sensor Data

( Obtain and
L Explore Data

2 Sm ep Test of Faults (Individual and

/=

Run an_srnan_zr ak_2

0.0062 03152 0.0006 Le
Preprocess § )i“z Q00w 03319 00008 18
Training Data :\ omz 00704 03319 00073 Bk

f Build Digital }
Ji

0.0107 03319 0.0075 .., Bk
I 00021 00109 03319 0.0077 Bk

Develop
Predictive Model
Deploy m“ g_]E
Algorithm AT " Control

S|mulat|on] Unit |
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How can you get started?

R2018a

- How do | get started with developing algorithms?

— Reference examples Predictive Maintenance Toolbox  oninear state Esimation of a Derading Battery System s
— Documentation based on the workflow oo I——

This exampé=s shows how to estimats the sises of 3
e e

fommm e e Ol BT T cmede

e simulations and create an ensamble to manage the simulation results

S\ - u -

=]

3  mkdir('.\Data') % Create directory to store results
o runill = true;

o 31f runAll

gns = createSimulationEnsemble([gridSimulationInput, randomSimulationInput], ...
[pwd '\Data'], 'Usefarallel’', true);

- HOW do I man age my data? ﬂuens = createSimulationEnsemble(gridSimulationInput(1:18), [pwd Data‘])
— ensembleDatastores to manage and label data

— Examples for Simulink models generating failure data

- How do | choose which feature extraction and i1t aoavn] omletd 4 of 2h tmlacion
predictive modeling techniques to use? GRS B D e
— Functions provided for estimating RUL e e e

L Cycle

— Functions for computing condition indicators T

Implement and deploy condiion-mondtoring and predictive-maintenance algorithms

P ST Ty MO s T

Applications
Examples of predictive-maintenance slgorithm development
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|
Learn Further

Predictive Maintenance Toolbox newereouer

Search MathWorks.com

Overview Features Videos

Capabilities

By Unot v L i PR | P b

Remaining Useful Life

(RUL) Estimation

Use time-series data and lifetime
data to forecast RUL and compute
confidence intervals.

» Learn more

Condition
Indicator

Model-Based
Condition Indicators

Signal-Based

Condition Indicators

Condition Indicator Design

Extract features from sensor data
that can be used as inputs to
diagnostic and machine learning
algorithms.

» Learn more

flletocation = fulifile| WilingE inmerthasring
fllefxtanaion « ' wat

sntenhletata » filafnsemblotatartorsfilniocation, Fllebxtention),
snsenh laDats « InitializetnsemblosesantlaDota

entesti laQataTable « tall{ensenbisCata)

. iaNTATeR e
el takie

Visrotion Data . rete Tt - L

Data Organization and
Labeling

Access and manage data from
files stored locally, on the cloud, or
in HDFS.

» Learn more

§ Trial software {, Contact sales

[stotus,E] = generateSimulationEnsemdle(simin,location
ensemble « simulationfnsembleDatastore(location);
ensembleData » tall(ensemble)

ensesblefata =
5«4 tall tadle

Sisulationlnput Tache

{20202l zimetrable)

(=1 Simulink,Sisclationinput)

[3s1 Simulink.Sisylationlinput] [20215+1 timetable)
[1«2 Sirulink.Sisulationlnput) [202e4«1 timetable)
[1=2 Simulink.Sisuiationlnput] [0311«i timerable]

Failure Data Generation
from Simulink

Create simulation data that is
representative of failures and
store it automatically in MAT files.

» Learn more

Predictive Maintenance Toolbox uses Signal Processing Toolbox, System Identification Toolbox, Statistics and Machine Learning Toolbox
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Learn Further: Predictive Maintenance Success Stories

o,
_5_9__, SAFRAN

Snecma

Pump Health Monitoring System Online engine health monitoring Production machinery failure warning
= Spectral analysis and filtering on binary sensor = Real-time analytics integrated with = Reduce waste and machine downtime
data and neural network model prediction enterprise service systems - MATLAB based HMI warns operators of
= More than $10 million projected savings = Predict sub-system performance (oil, fuel, potential failures
liftoff, mechanical health, controls = > 200,000 € savings per year
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mathworks.com/big-data
o &

A, Corwcadn

Ponchicten A-clynior wik (AT AR
T PEE T ST T
FEPET T aRr T L R D

B Dowr s MEs g

WATL MY Femadat 3 rlrgi, b pertoemans Aer e 120 ooy 4 55 A JANT a0 b Y

Caay — v “amd v MO LAT Arstione aned T 0ae 0 anek Wit N 2eies b, semn Oy 4271 8 0 ey Advencee Crech Dotection Tre Pood
trom Deplavmezat o Procuciin:

Taranrbanl — ® e Earn T e meky e, KA Trg 1zEae Le mrarn, SOL

Vol NG = VN adaa i dn

Sealvein — Warte v
WAL EATAY AT ST

Simscape Overview

1 MathWorks

(® Watch video

Introducing
Machine Learning

mathworks.com/simscape



../mathworks.com/machine-learning
https://www.mathworks.com/solutions/big-data-matlab.html
https://in.mathworks.com/products/simscape.html

MathWorks Services

= Consulting
— Integration
— Data analysis/visualization
— Unify workflows, models, data

www.mathworks.com/services/consulting/

= Training
— Classroom, online, on-site

Welcome back!

Floot Summary

[T Rrra— ’ Outest Thow

Wareten FLigucy rtegiates wii seoertank | ‘ ‘

b pedeteee

Tawnlopreert Proce

Mofee Mavereg Mavagevnre vl e snrerees
Sappedt el Mobwntons

— Data Processing, Visualization, Deployment, Parallel Computing

www.mathworks.com/services/training/

4\ MathWorks

Tmts Barngenar

Virssfirsten

Iobavsie bems ez
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http://www.mathworks.com/services/training/

Speaker Details Contact MathWorks India

Email: Amit.Doshi@ mathworks.in Products/Training Enquiry Booth
Call: 080-6632-6000

LinkedIn: https://www.linkedin.com/in/amit-doshi/

Email: info@mathworks.in

Share your experience with MATLAB & Simulink on Social Media

= Use #MATLABEXPO on LinkedIn / Twitter

Share your session feedback:
Please fill in your feedback for this session in the feedback form

4\ MathWorks:
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