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Foreword

The TOEFL Monograph Series features commissioned papers and reports for TOEFL 2000 and
other Test of English as a Foreign Language™ (TOEFL") test development efforts. As part of the
foundation for the TOEFL 2000 project, a number of papers and reports were commissioned
from experts within the fields of measurement and language teaching and testing. The resulting
critical reviews and expert opinions have helped to inform TOEFL program development efforts
with respect to test construct, test user needs, and test delivery. Opinions expressed in these
papers are those of the authors and do not necessarily reflect the views or intentions of the
TOEFL program.

These monographs are also of general scholarly interest, and the TOEFL program is pleased to
make them available to colleagues in the fields of language teaching and testing and international
student admissions in higher education.

The TOEFL 2000 project is a broad effort under which language testing at Educational Testing
Service®™ (ETS™) will evolve into the 21st century. As a first step, the TOEFL program revised
the Test of Spoken English™ (TSE®) and introduced a computer-based version of the TOEFL
test. The revised TSE test, introduced in July 1995, is based on an underlying construct of
communicative language ability and represents a process approach to test validation. The
computer-based TOEFL test, introduced in 1998, takes advantage of new forms of assessment
and improved services made possible by computer-based testing, while also moving the program
toward its longer range goals, which include

e the development of a conceptual framework that takes into account models of
communicative competence

e aresearch agenda that informs and supports this emerging framework

e a better understanding of the kinds of information test users need and want from the
TOEFL test

e a better understanding of the technological capabilities for delivery of TOEFL tests into
the next century

Monographs 16 through 20 were the working papers that laid out the TOEFL 2000 conceptual
frameworks with their accompanying research agendas. The initial framework document,
Monograph 16, described the process by which the project was to move from identifying the test
domain to building an empirically based interpretation of test scores. The subsequent framework
documents, Monographs 17-20, extended the conceptual frameworks to the domains of reading,
writing, listening, and speaking (both as independent and interdependent domains). These
conceptual frameworks guided the research and prototyping studies described in subsequent
monographs that resulted in the final test model.

As TOEFL 2000 projects are completed, monographs and research reports will continue to be
released and public review of project work involved.

TOEFL Program Office
Educational Testing Service
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Abstract
To date, there have been few large-scale empirical investigations of academic registers, and
virtually no such investigations of spoken academic registers. Given this lack of basic
knowledge, it has been nearly impossible to evaluate the representativeness of English as a
Second Language/English as a Foreign Language (ESL/EFL) materials and assessment
instruments. Specifically in the context of the TOEFL 2000 effort, we have lacked the tools to
determine whether the texts used on listening and reading exams accurately represent the

linguistic characteristics of spoken and written academic registers.

The TOEFL 2000 Spoken and Written Academic Language (T2K-SWAL) Corpus was
constructed and analyzed to help fill this gap. This report describes the design and analysis of the
corpus. Two major stages of analysis were completed: First, linguistic analyses of the text
categories in the T2K-SWAL Corpus were completed to identify the salient patterns of language
use in each academic register (across registers, disciplines, and levels). Then, based on those
findings, diagnostic tools were developed to indicate whether the language used in T2K

Listening and Reading Comprehension tasks is representative of real-life language use.

Key words: academic registers, corpus linguistics, discourse analysis, ESP, multidimensional

analysis, register studies
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1. Statement of the Problem

The development of materials for language instruction and assessment requires repeated
judgments about language use, to decide on the words and structures that should be represented
in these materials. These decisions have usually been based on gut-level impressions and
anecdotal evidence of how speakers and writers use language: impressions that often operate
below the level of consciousness but are regarded as accepted truths. Unfortunately, such
intuitions about language use are often wrong. As a result, teaching and assessment materials
often fail to provide an accurate reflection of the language actually used by speakers and writers
in natural situations.

For example, English as a Second Language (ESL) teachers and textbook authors share
the widespread belief that progressive verbs are the basic verb form used in conversation (e.g.,
Cathy is eating pizza). This belief is reflected in the sequence of topics found in most ESL
grammar books, where the progressive is presented as one of the fundamental building blocks of
English grammar: Most ESL textbooks introduce the progressive in the very first chapters, and
many books introduce the progressive before covering the simple present (Biber & Reppen,
2002). Given the nature of this coverage, it would be entirely natural for learners to use
progressive verbs as their first choice, at least in conversation.

Empirical analyses of representative corpora can provide a much more solid foundation
for descriptions of language use, and the results of these analyses are often surprising to Teachers
of English as a Second Language (TESL) professionals, running counter to strongly held
intuitions about use. For example, corpus analysis of progressive aspect verbs shows that they
are not the norm in conversation. In fact, simple aspect verb phrases are more than 20 times as
common as progressives in conversation (Biber, Johansson, Leech, Conrad, & Finegan, 1999,

p. 461; Biber & Conrad, 2001). It is not at all uncommon to hear teachers commenting on the
overuse of the progressive by students. Such overuse is not surprising, however, because ESL
instructional materials and teaching practices suggest that progressives are more important (and
far more common) than they actually are. We could cite numerous other examples of this type.
As language professionals, we tend to have strong intuitions about use, but recent empirical
analyses of large corpora show that these intuitions are often wrong.

For the assessment of university-level English language skills — the focus of the present

study — the first issue is to fully understand the linguistic challenges faced by students in



university contexts. There are obviously special demands presented by academic reading and
writing, especially in relation to textbooks, research papers, and student essays and term papers.
There are also special demands associated with academic listening, required for success in
classroom teaching contexts.

However, there has been considerably less attention given to other university registers,
like study groups, office hours, and course packs. Institutional registers are probably the most
important of these: written registers like handbooks, catalogs, program Web pages, and course
syllabi; and spoken registers like service encounters with the registrar or departmental staff, or
the classroom management talk provided by instructors at the beginning of class sessions.
Students must successfully negotiate these registers before receiving instruction. However, we
know little about the linguistic characteristics of these registers.

Given our lack of basic knowledge, it has been nearly impossible to evaluate the extent to
which textual materials for ESL/EFL instruction and assessment actually represent the linguistic
characteristics of the target registers. The one directly relevant study that we know of, Biber and
Jamieson (1998), indicates that TOEFL exam texts are often quite different from the target
registers. For example, passive constructions were much more likely to occur frequently in long
conversations and lectures from TOEFL exams than in the associated target registers. Further,
there was an extremely wide range of variation within the categories of long conversations,
lectures, and reading passages with respect to their use of relative clause constructions and
passive constructions. Findings such as these show that we need additional tools to ensure that
the texts used on listening and reading exams accurately represent the linguistic characteristics of
spoken and written academic registers.

To better understand the nature of the tasks that incoming international students
encounter in the university, and ultimately to help students develop the language skills required
for those tasks, we need a comprehensive linguistic description of the range of university spoken
and written registers that are predominant in the university context. Then, based on the results of
such analyses, we can begin to develop procedures for assuring that the language used in

assessment tasks is representative of real-life language use.



The TOEFL 2000 Spoken and Written Academic Language (T2K-SWAL) Project was
undertaken to help fill this gap. The project involved the construction of a large corpus of spoken
and written university registers (the T2K-SWAL Corpus) and the description of language use
within the university context, based on extensive linguistic analysis of the corpus. This report
describes the design, construction, and analysis of the corpus, together with the major patterns of

language use identified by those analyses.

2. Background to the T2ZK-SWAL Project

Over the past 20 years we have witnessed an explosion of work on academic discourse
(see, e.g., the extensive survey of research in Grabe & Kaplan, 1996). Many of these studies
adopt a rhetorical or social/historical perspective, describing the rhetorical structure of academic
texts and how the conventions of academic genres are shaped by the practices of researchers in
particular discourse communities. Most of these focus on written scientific or medical prose
(see, e.g., the book-length studies by Atkinson, 1999; Bazerman, 1988; Berkenkotter & Huckin,
1995; Gilbert & Mulkay, 1984; Halliday & Martin, 1993; Swales, 1990; Valle, 1999).

The development of computer-based approaches to discourse analysis has facilitated
numerous other studies describing the surface linguistic characteristics of academic texts. Again,
most of these focus on written academic registers, especially academic research articles in
science or medicine. The types of hedging devices used in academic texts have been an
especially popular area of research (see, e.g., Crompton, 1997; Grabe & Kaplan, 1997; Holmes,
1986; Hyland, 1994, 1996a, 1996b). Several other studies document the special classes of verbs
used in research articles (e.g., Hunston, 1995; Thompson & Ye Yiyun, 1991; Williams, 1996)
and the complex types of noun phrase structures typical of scientific prose (e.g., Halliday, 1988;
Love, 1993, Varantola, 1984). Hundt and Mair (1999) investigate ways in which written
academic genres become more colloquial over time, taking on more features of spoken genres.

The use of more specialized linguistic features has also been described, such as
imperatives (Swales, Ahmad, Chang, Chavez, Dressen, & Seymour, 1998), conditionals
(Ferguson, 2000), personal pronouns (Chih-Hua, 1999), existential there (Huckin & Pesante,
1988), politeness markers (Myers, 1989), citation patterns (Salager-Meyer, 1999), procedural
vocabulary (Marco, 1999; Williams, 1998), and collocational frames or networks (Marco, 2000).

At the other extreme, Biber et al. (1999) describe the full range of grammatical features in



academic prose, in comparison to conversation, fiction, and newspaper reportage (as part of a
corpus-based reference grammar). Atkinson (1992, 1996, 1999) describes the characteristics of
professional written registers with respect to a large number of co-occurring linguistic features
(see also Section 3 below).

Surprisingly, most of the above studies have focused on scholar-to-scholar
communication (e.g., analysis of the subsections of research articles or the development of
medical research prose over time), rather than on the types of discourse encountered by and used
by students in colleges and universities. More recently, though, scholars have become interested
in task-based syllabi and in needs-based analyses of the communication required of students in
their college study (e.g., Carson, 2001; Crookes & Gass, 1993; Long & Crookes, 1992). Task-
based syllabi and realistic assessment of language proficiency cannot be achieved without
identification and analysis of the language demands of the college-university setting. Studies of
this type have investigated a variety of topics: The nature of the teacher-lecture, communication
patterns in the college classroom, academic vocabulary, academic writing, and the linguistic
and/or rhetorical characteristics of published textbooks and other written materials assigned by
teachers for student use.

While numerous studies describe the rhetorical organization of lower level classroom
discourse (see, e.g., Cazden, 1988), fewer have analyzed the use of language by college and
university teachers and students in classroom settings. Studies of the teacher-lecture have
focused for the most part on discourse markers and other relatively fixed lexical “chunks” (e.g.,
Chaudron & Richards, 1986; Flowerdew & Tauroza, 1995; Khuwaileh, 1999; Nattinger &
DeCarrico, 1992; Strodt-Lopez, 1991), as well as the overall discourse organization of the lecture
(see, e.g., the papers in Flowerdew, 1994). A few studies have focused on the linguistic
characteristics of lectures. Several of these are based on the Michigan Corpus of Academic
Spoken English (MICASE; see Powell & Simpson, 2001), such as Mauranen (2001), who looks
at the use of reflexive language in academic lectures, and Swales and Malczewski (2001), who
explore discourse management in academic lectures. Even fewer studies describe the linguistic
characteristics of other spoken registers common in university life. Cutting (1999), who analyzes

the conversations of a group of postgraduate students, is a recent exception to this generalization.



Rather than considering how a single language skill is used in college and university
classes, some studies consider academic communication patterns that require integration of
speaking and writing. Carson, Chase, Gibson, and Hargrove (1992) discuss how undergraduates
are required to integrate written and spoken registers, specifically reading textbooks in
preparation for listening to lecures. Carell, Dunkel, and Mollaun (2002) demonstrate the
effectiveness of note taking during lectures as students combine writing with listening to capture
information for use on examinations.

Study of academic vocabulary is also a rapidly expanding area of research, with
considerable interest in the development of word lists based on corpora of texts that might
reasonably be encountered by students (e.g., Coxhead, 2000). Additionally, much attention is
now focused on the act of learning specialized vocabulary (including academic vocabulary; see
Huckin, Haynes, & Coady, 1995; Nation, 2001; Schmitt, 2000; Schmitt & McCarthy, 1997).

The literacy demands of academic writing have also been studied, especially considering
the growth of student control over academic writing conventions (e.g., Johns, 1997; Silva &
Matsuda, 2001). Hale et al. (1996) study academic writing from a task-based point of view. One
result of these studies has been a growing awareness of the limited and specialized writing
required of undergraduates in most U.S. universities, especially during entry-level courses
(Carson, Chase, & Gibson, 1993). Studies of academic reading are often connected to academic
writing (e.g., Belcher & Hirvela, 2001).

College and university textbooks are the focus of an expanding number of studies.
Conrad (1996, 2001) uses a multidimensional approach to analyze biology and history
textbooks, while Carkin (2001) focuses on lower division textbooks and lectures in economics
and biology. Other studies investigate specialized aspects of textbook language in college and
university settings (e.g., Byrd, 1997; Hyland, 1999).

Other studies focus on special subcommunities within the academic world. These range
from work that focuses on graduate and professional education at research universities (e.g.,
Feak, Reinhart, & Sinsheimer, 2000; Swales, Barks, Ostermann, & Simpson, 2001) to studies on
the academic language of resident nonnative speakers of English in U.S. community colleges
(e.g., Harkalou, Losey, & Siegal, 1999). Leki and Carson (1997) describe observations by
nonnative speakers of English about the differences between ESL and non-ESL/EFL academic

courses. In addition, many studies have focused on the spoken communication of international



teaching assistants (ITAs) as well as on the cultural issues involved in interactions between ITAs
and U.S. undergraduates (e.g., Madden & Myers, 1994). For example, Axelson et al. (1999)
provide transcripts of ITA classroom communication. Finally, several of the papers in Granger
(1998) systematically investigate and compare English language learners' academic language to
that of native speakers.

Taken together, these studies provide insights into the use of spoken and written English
in college and university settings in the United States. However, no previous study sets out to
characterize the range of spoken and written university registers. The T2K-SWAL Project was
designed to help fill this gap by investigating the linguistic characteristics of a wide range of

spoken and written registers that students will encounter during their university education.

2.1. Overview of the T2K-SWAL Project

The T2K-SWAL Project proceeded in three major stages: (1) design, construction, and
grammatical “tagging” of the T2K-SWAL Corpus; (2) linguistic analysis of the patterns of
register variation in the T2K-SWAL Corpus; and (3) development of diagnostic tools for
evaluating exam prompts, using the corpus analyses as a baseline.

In the first stage of the project, we constructed the T2ZK-SWAL Corpus, which was
designed to represent both spoken and written university registers, as well as the major academic
disciplines (e.g., humanities, natural sciences) and academic levels (lower division, upper
division, and graduate). The corpus included both academic registers, such as lectures, textbooks,
and course reading packets, and institutional registers, such as university catalogs, course syllabi,
and service encounters. The T2K-SWAL Corpus is described in detail in Section 3.

In the second stage, we analyzed the linguistic patterns of variation in the T2K-SWAL
Corpus, considering differences associated with register, discipline, and level. All linguistic
features included in Biber (1988) were analyzed, as well as many additional features from Biber
et al. (1999). In addition, we carried out extensive analyses of vocabulary distribution and
lexical bundles, and exploratory analyses of the language used in definitions. The procedures for
these analyses are described in Section 4. Section 5 briefly summarizes the distributional
findings for each individual linguistic feature, including vocabulary distributions and lexical

bundles; details for those findings are given in Appendix D. Section 5 also provides a detailed



description of the overall patterns of register variation (using the multidimensional framework
developed in Biber, 1988) and a discussion of the findings regarding definitions.

Finally, in the third stage of the project, we shifted our attention to the development of
diagnostic tools that could be used by ETS. These tools analyze the linguistic characteristics of a
particular text and assess the extent to which that text is representative of a target register. For
example, a test writer might want to evaluate the representativeness of a new text constructed as
an upper division science lecture, or assess whether a certain textbook passage in the T2K-
SWAL Corpus is representative of the textbook category overall. The tools present the linguistic
characteristics of the target register as the baseline for comparison, and then they analyze the
linguistic characteristics of the selected text in relation to that baseline. These diagnostic tools
are described in Section 6, while the overall implications for the TOEFL 2000 project are

surveyed in Section 7.

3. The TOEFL 2000 Spoken and Written Academic Language Corpus
The first stage of the project was to construct the TOEFL 2000 Spoken and Written
Academic Language Corpus (T2K-SWAL Corpus). We designed the T2K-SWAL Corpus to be
relatively large (2.7 million words), as well as representative of the range of spoken and written

registers that students encounter in U.S. universities.

3.1. Collection of Texts for the T2K-SWAL Corpus

The register categories chosen for the corpus are sampled from across the range of
spoken and written activities associated with academic life, including classroom teaching, office
hours, study groups, on-campus service encounters, textbooks, course packs, and institutional
written materials (e.g., university catalogs, brochures). The depth of sampling for each register
category reflects our assessment of its relative availability and importance. Table 1 shows the

overall composition of the corpus by register category.



Table 1
Composition of the T2K-SWAL Corpus

Register Number of texts Number of words
Spoken:
Class sessions 176 1,248,800
Classroom
management* (40) 39,300
Labs/in-class
groups 17 88,200
Office hours 11 50,400
Study groups 25 141,100
Service encounters 22 97,700
Total speech: 251 (+40) 1,665,500
Written:
Textbooks 87 760,600
Course packs 27 107,200
Course
management 21 52,400
Institutional
writing 37 151,500
Total writing: 172 1,071,700
TOTAL CORPUS: 423 2,737,200

*Classroom management texts are extracted from the class session tapes,
so they are not included in the total tape counts.

Data collection focused on capturing naturally occurring discourse. One major obstacle
that we needed to address is that the presence of research assistants in spoken settings is intrusive
and likely to result in somewhat artificial discourse. As a result, we employed target participants
to carry tape recorders and record academic speech as it occurred spontaneously. We obtained
high-quality, natural interactions using this approach; the major disadvantage was that we did not
observe the interactions firsthand and thus were not able to obtain detailed information about the
setting and participants.

For the spoken corpus, we used students as our primary participants, recruiting them to
record classroom teaching, study groups, and other academic conversations. We also recruited
faculty members to help with the recording of office hours, and university staff for service

encounters. Student participants recorded the class sessions and study groups that they were



involved in during a two-week period, keeping a log of speech events and participants to the
extent that it was practical.

The collection of texts from class sessions was designed to include a range of teaching
styles, as measured by the extent of interactiveness. Three levels of interactiveness are
distinguished:

Low interactiveness: Fewer than 10 turns per 1,000 words (i.e., average length longer than 100
words per turn)

Medium interactiveness: Between 10 and 25 turns per 1,000 words (i.e., average length
between 40 and 100 words per turn)

High interactiveness: More than 25 turns per 1,000 words (i.e., average length shorter than 40

words per turn)

The breakdown of classroom teaching texts by interactiveness is shown in Table 2.

Table 2
Breakdown of Classroom Teaching Texts by Interactiveness
Interactiveness Number of tapes Number of words
Low 54 337,800
Medium 64 448,400
High 75 550,900

Service encounters were recorded wherever students regularly interact with university
staff conducting the business of the university. We distinguish two major types of service
encounters: for regular commerce (coffee shop, university book store, copy shop) and for other
university services (student business services, academic department offices, the library reference
desk, the front desks in dormitories, the media center). As Table 3 shows, we collected 22 tapes

at these locations; these represent 97,700 words and hundreds of individual service encounters.



Table 3
Breakdown of Service Encounters by Type and Location

Location Number of tapes | Number of words
Commerce:
Coffee shop 4 14,900
Bookstore 2 11,200
Copy shop 4 11,200
Institutional:
Student business
services 4 26,700
English department 2 11,700
Library reference desk 2 10,000
Dormitory front desk 2 7,000
Media center (library) 2 5,000
Total: 22 97,700

For classroom teaching and textbooks, we sampled texts from six major disciplines
(business, education, engineering, humanities, natural science, and social science) and three
levels of education (lower division undergraduate, upper division undergraduate, and graduate).
Table 4 shows the breakdown of class sessions by discipline and level for classroom teaching,
and Table 5 shows the breakdown for textbooks.

Recognizing the existence of systematic variation within each of these high-level
disciplines, we also targeted specific subdisciplines (e.g., chemistry, philosophy, psychology).
Table 6 shows the breakdown of class sessions by subdiscipline, while Table 7 shows the
breakdown of textbooks by subdiscipline. Rather than aiming for an exhaustive sampling of
subdisciplines, we attempted to target specific subdisciplines within each major discipline and to
represent those by at least three text samples. While these distinctions will enable register
comparisons at a more specific level in future research, we have restricted ourselves to the major

disciplinary categories in the present study.
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Table 4
Breakdown of Class Sessions by Discipline and Level

Category Number of texts | Number of words
Business:

Freshman/sophomore 8 44,400

Junior/senior 20 126,000

Graduate 8 66,000
Total Business: 36 236,400
Education:

Freshman/sophomore 4 26,200

Junior/senior 4 25,900

Graduate 8 85,100
Total Education: 16 137,200
Engineering:

Freshman/sophomore 8 45,900

Junior/senior 14 72,200

Graduate 8 53,200
Total Engineering: 30 171,300
Humanities:

Freshman/sophomore 10 66,000

Junior/senior 12 91,700

Graduate 9 90,900
Total Humanities: 31 248,600
Natural Science:

Freshman/sophomore 9 48,600

Junior/senior 7 40,400

Graduate 9 71,800
Total Natural Science: 25 160,800
Social Science:

Freshman/sophomore 15 124,400

Junior/senior 15 107,300

Graduate 8 62,700
Total Social Science: 38 294,400

11



Table 5
Breakdown of Textbooks by Discipline and Level

Category Number of texts | Number of words
Business:

Freshman/sophomore 4 29,700

Junior/senior 4 28,400

Graduate 7 58,100
Total Business: 15 116,200
Education:

Freshman/sophomore 2 18,600

Junior/senior 2 15,800

Graduate 2 15,700
Total Education: 6 50,100
Engineering:

Freshman/sophomore 3 18,600

Junior/senior 3 24,900

Graduate 3 28,500
Total Engineering: 9 72,000
Humanities:

Freshman/sophomore 6 56,300

Junior/senior 6 52,900

Graduate 6 54,900
Total Humanities: 18 164,100
Natural Science:

Freshman/sophomore 6 53,600

Junior/senior 6 42,600

Graduate 6 49,000
Total Natural Science: 18 145,200
Social Science:

Freshman/sophomore 7 75,300

Junior/senior 7 71,200

Graduate 7 66,500
Total Social Science: 21 213,000
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Table 6
Breakdown of Class Sessions by Subdiscipline

Subdiscipline Number of texts Number of words
Accounting 7 28,600
Actuarial (Business) 5 29,000
Anthropology 12 72,400
Astronomy 8 36,300
Bilingual education 13 71,200
Biology 9 43,800
Botany 3 18,500
Business administration 17 88,700
Business communication 2 10,400
Business management 8 65,700
Business marketing 4 19,100
Business information systems 2 11,300
Chemical engineering 11 56,600
Chemistry 9 43,100
Classical studies 1 6,000
Computer information systems 7 34,000
Computer programming 3 12,600
Economics 1 1,500
Education 8 50,900
Educ. curriculum and instruction 6 48,100
Educational psychology 1 8,700
Electrical engineering 16 97,800
English 12 83,000
Finance 4 26,100
Geography 1 9,500
Geology 16 94,900
Health care policy 1 15,100
History 17 108,700
Mechanical engineering 2 7,000
Philosophy 8 57,700
Physics 4 23,500
Political science 12 87,000
Psychology 9 49,000
Rhetoric 4 39,100
Sociology 14 101,800
Other 12 10,400
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Table 7
Breakdown of Textbooks by Subdiscipline

Subdiscipline Number of texts Number of words
Accounting 3 27,900
Anthropology 6 47,100
Art history 3 29,000
Botany 3 25,900
Business administration 3 29,500
Business management 3 29,500
Business marketing 3 29,300
Chemical engineering 3 24,900
Chemistry 3 17,700
Computer science 3 21,400
Ecology 3 25,200
Economics 3 27,600
Educ. curriculum and instruction 3 23,800
Elementary education 3 26,300
English literature 3 29,700
Geology 6 54,400
History 6 53,200
Mechanical engineering 3 25,700
Philosophy 3 28,300
Physics 3 21,900
Political science 3 28,200
Psychology 6 56,400
Rhetoric 3 24,000
Sociology 6 53,700
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Course packs include written texts of several types: lecture notes, study guides, and
detailed descriptions of assignments or experimental procedures written by the instructor, in
addition to photocopies of published journal articles and book chapters. Similar to the sampling
procedures used for textbooks, course packs were collected from all major disciplines and a
range of subdisciplines.

Finally, the category of “institutional written material” includes any of the miscellaneous
written texts that students encounter on campus. Many of these texts are among the first material
that a prospective student receives from a university, either through paper copy or on the Web —
for example, informational brochures about student services and academic programs and
university catalogs (including discussion of both general requirements and specific programs).
Although not often considered “academic discourse,” written material of this type is ubiquitous
on campus and required reading for prospective students attempting to navigate the maze of
university requirements and services. Many of these texts are very short (e.g., from academic
program brochures), so in some cases we include multiple texts in a single computer file. The

breakdown of texts within institutional writing is shown in Table 8.

Table 8
Breakdown of Texts Within Institutional Writing
Number of
Category computer files Number of words
Academic program brochures 7 22,000
University catalogs:
academic program descriptions 10 27,400
University catalogs:
admissions, requirements, etc. 9 52,500
Student handbooks 9 43,800
University magazine articles 2 2,700
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We collected spoken texts at four academic sites (Northern Arizona University, lowa
State University, California State University at Sacramento, and Georgia State University);
Table 9 shows the breakdown of transcribed texts by university. (Many additional texts were
tape-recorded but could not be transcribed within the scope of the present project.) Although we
have not achieved full demographic/institutional representativeness, we aimed to avoid obvious
skewing for these factors. Thus, the corpus materials have been collected from four major
regions in the United States: West Coast, Rocky Mountain West, Midwest, and the Deep South.
Further, we have collected materials from four different types of academic institutions: a
teacher's college (California State University, Sacramento), a midsize regional university
(Northern Arizona University), an urban research university (Georgia State University), and a
Research 1 university with a national reputation in agriculture and engineering (Iowa State
University). The collection procedures were approved by the Human Subjects Review Boards at

all the universities.

Table 9
Breakdown of Spoken Texts by University
University Number of texts Number of words
Northern Arizona University 140 787,700
Georgia State University 56 369,200
Iowa State University 49 275,400
Cal. State University, Sacramento 34 222,800

3.2. Transcription, Scanning, and Editing of Texts in the T2K-SWAL Corpus

All texts in the corpus are coded with a header to identify content area and register.
Spoken texts were transcribed using a consistent transcription convention (see Edwards &
Lampert, 1993), and to the extent possible speakers are distinguished and some demographic

information supplied in the header for each speaker (e.g., their status as instructor vs. student).
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Spoken texts were transcribed using the following conventions:
, Short pause or phrasal boundary
Sentence boundary or final intonation
? Questions or rising intonation
. Long pause (count to 3)
... Very long pause (count to 4 or longer)
() Unsure if word is correct
[] Insert comments inside brackets
{ Beginning of an utterance that overlaps with the previous utterance

Conventional spellings were used for all words except the following: OK, cuz, yup, nope,
mm, mhm, um, uh.

Beyond these, the set of phonetic reductions was too large to itemize and standardize, so
other reductions are not represented in the transcription. Grammatical dysfluencies were
transcribed exactly as they occurred.

Transcribers inserted tape counter numbers into the text about every five minutes to
facilitate later cross-reference between the tape and the transcription. Square brackets [ ] were
used for comments, as in: [2 unclear words]; [unclear]; [break between service encounters].

All texts were edited to ensure accuracy in transcribing and scanning.

3.3 Grammatical Tagging and Tag-Editing

All texts in the T2K-SWAL Corpus were grammatically annotated using an automatic
grammatical “tagger” (developed and revised over a 10-year period by Biber). The tagger takes
ASCII text-only files as input and has been used extensively for both written and spoken
(transcribed) texts. It has various rules built in for the tokenization of words (e.g., contractions
are separated and treated as two words, multiword prepositions or subordinators are marked with
ditto tags, phrasal verbs are identified as such). However, it does not have rules to disambiguate
punctuation marks (especially “.”).

The tagset is an extended version of the CLAWS tagset (see Garside, Leech, & Sampson,
1987). For example, the CLAWS VBN tag (past participle) is extended by several tags that
actually identify grammatical function, such as perfect aspect verb, passive voice verb

(distinguishing finite clause by passives from agentless passives, and distinguishing those from
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passive verbs beginning a nonfinite postnominal modifier), and participial adjectives. Appendix
A lists the full set of grammatical tags assigned by the tagger.

The tagger has four major components: A simple “look-up” component for closed classes
and multiword fixed phrases (e.g., multiword prepositions); a probabilistic component for
individual words (e.g., the probabilities for abstract as a noun, verb, or adjective); a probabilistic
component to compare the likelihood of each possible tag sequence (working on a four-word
window); and a rule-based component.

Tagged texts are produced in a vertical format: The running text appears in the left-hand
column, and the tags associated with each word are given to the right (beginning with the

A

delimiter “*”). Table 10 shows an example of tagged text from a university textbook, while
Table 11 shows an example of tagged text from classroom teaching.

Five tag fields are used. The first field identifies the major part of speech for each word.
For example, jj marks an adjective, and nn marks a noun. The remaining fields identify
particular grammatical functions or larger syntactic structures. For example, atrb in Field 2
marks an adjective as attributive. The tag sequence tht+rel+subj++ is used to characterize the
word that functioning as a relative pronoun, where the gap in the following relative clause is in
subject position.

The grammatical tags were subsequently edited using an interactive grammar checker.
While this step is labor-intensive and extremely time-consuming, it assures a high degree of
accuracy for the final annotated corpus (see Biber, Conrad, & Reppen, 1998, Methodology
Boxes 4 and 5). We paid special attention to words that are multifunctional and hard to
disambiguate automatically, including that, WH words, the form’s, and past participles when
they are not in main clauses (e.g., passive verbs as postnominal modifiers). We also checked the

tagging of words not found in the dictionaries.
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Table 10
Sample of Tagged Text From a University Textbook

The ~ati ++++

di ssol ved *jj +at r b++xvbn+

components “nns++++

t hat ~tht+rel +subj ++

preci pitate Avb++++

to M"o++++

form Avbi ++++

t hese ~dt +dem+++

rocks ~nns++++

are “vb+ber +taux++

deconposed ~vpsv++agl s+xvbnx

from "N n++++

pre-existing *jj+atrb++xvbg+

rocks ~nns++++

and ~cc++++

m neral s A"nns++++
A+clp ++4+

I ron Ann++++

rich 7jj+atrb+++

rocks ~nns++++

and ~cc++++

evaporites Anns++++

make “vb++++

up rpt+tt++

| ess “~rbr++++

t han ~in++++

2 Ncd++++

% " %o-+++

of Nin++++

the ~ati ++++

total ~jj-+atrb+++

sedi mentary *jj+atrb++++

rocks ~nns++++

on Nin++++

Earth ~“nn++++

, N, At

but "cc++++

they “pp3a+pp3+++

are “vb+ber +vrb++

maj or "jj+atrb+++

sources ~nns++++

of "in++++

iron ~nn++++

A s

many “ap++++

salts "nns++++

, N, Rt

and ~cc++++

ot her “ap++++

chemical s "nns++++

AL+l prt+t
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Table 11
Sample of Tagged Text From Classroom Teaching

| "ppl a+ppl+++
want "vb++++
you " pp2+pp2+++
to MMot+++
have ~vbi +hv+vrb++
two “cd++++
books “nns++++
for "in++++
the ~ati ++++
class “nn++++
. Notcl pttt
Um “uh++++
A R
a Mapt+++
few Map” ++++
ways “nns++++
you “pp2+pp2+++
can “nd+pos+++
do "vb+do+vrb++
this ~dt +pdem+++
. No+cl pHtt
One "cdl++++
you “pp2+pp2+++
buy ~vb++++
t hem "pp3o+pp3+++
at "Nion++++
the Mati ++++
bookstore "“nn++++
, N, At
or "cc++++
uh A"uh++++
, N,
two “cd++++
you “pp2+pp2+++
can "nd+pos+++
become "vb++++
a "at ++++
national "jj+atrb+++
associ ati on “nn+nomt++
menber ~Ann++++
and ~cc++++
get "vb++++
t hem "pp3o+pp3+++
cheap 7] j ++++

AL +cl pH+++
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4. Analytical Procedures
A number of computer programs were developed for linguistic analysis of the tagged
version of the T2K-SWAL Corpus. In the most straightforward case, these programs simply
counted the occurrence of grammatical tags. However, most programs were designed with more
ambitious goals, analyzing the distribution of particular syntactic constructions in particular
lexicogrammatical contexts. For example, that-complement clauses were analyzed for each of
the major syntactic types (e.g., controlled by a verb, adjective, or noun) and for the major
semantic classes of the controlling word (e.g., mental verbs or likelihood adjectives). Lexico-
grammatical analyses at these more specific levels allow much more insightful descriptions of
register differences than can be achieved by more generalized analyses. In developing these
programs, we were guided primarily by the previous research tools and analytical distinctions
used in the Longman Grammar of Spoken and Written English (LGSWE; Biber et al., 1999).
Linguistic analyses of four major types were undertaken:
1. analyses of lexicogrammatical features, vocabulary distributions, and lexical bundles (see
4.1-4.3 below)
2. amultidimensional analysis of register differences, applying the Biber (1988) “dimensions of
variation” (see 4.4 below)
3. anew multidimensional analysis, based on a factor analysis of 90 linguistic features in the
T2K-SWAL Corpus (see 4.5 below)
4. an analysis of explicit definitions (see 4.6 below)
The full set of features analyzed in the T2K-SWAL Project — including grammatical,
lexicogrammatical, vocabulary, and lexical bundle features — are listed in Table 12. The
following subsections provide additional information about the procedures used to analyze these

features.
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Table 12
List of Grammatical, Lexicogrammatical, Vocabulary, and Lexical Bundle Features Analyzed
in the T2K-SWAL Project

1. Pronouns and pro-verbs

first person pronouns

second person pronouns

third person pronouns (excluding if)

pronoun it

demonstrative pronouns (this, that, these, those as pronouns)
indefinite pronouns (e.g., anybody, nothing, someone)
pro-verb do

2. Reduced forms and dispreferred structures

contractions

complementizer that deletion (e.g., | think [0] he went)
stranded prepositions (e.g., the candidate that I was thinking of)
split auxiliaries (e.g., they were apparently shown to...)

3. Prepositional phrases

4. Coordination

phrasal coordination (NOUN and NOUN; ADJ and ADJ; VERB and VERB; ADV and ADV)
independent clause coordination (clause initial and)

5.  WH questions

6. Lexical specific

type/token ratio
word length

7.  Nouns

nominalizations (ending in -tion, -ment, -ness, -ity)
nouns

7a. Semantic categories of nouns

animate noun (e.g., teacher, child, person)

cognitive noun (e.g., fact, knowledge, understanding)
concrete noun (e.g., rain, sediment, modem)
technical/concrete noun (e.g., cell, wave, electron)

quantity noun (e.g., date, energy, minute)

place noun (e.g., habitat, room, ocean)

group/institution noun (e.g., committee, bank, congress)
abstract/process nouns (e.g., application, meeting, balance)
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7b.

8a.

8b.

8c.

8d.

8e.

Frequency features for noun
(see 4.2.3 and Appendix B)

common noun
moderately common noun
text-specific noun
discipline- specific noun
mode-specific noun

Verbs

Tense and aspect markers

past tense
perfect aspect verbs
nonpast tense

Passives

agentless passives
by passives

Modals

possibility modals (can, may, might, could)
necessity modals (ought, must, should)
predictive modals (will, would, shall)

Semantic categories of verbs

be as main verb

activity verb (e.g., smile, bring, open)
communication verb (e.g., suggest, declare, tell)
mental verb (e.g., know, think, believe)
causative verb (e.g., let, assist, permit)
occurrence verb (e.g., increase, grow, become)
existence verb (e.g., possess, reveal, include)
aspectual verb (e.g., keep, begin, continue)

Frequency features for verbs
(see 4.2.3 and Appendix B)

common verb
moderately common verb
text-specific verb
discipline-specific verb
mode-specific verb
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(Table 12 continued)

8f.

9a.

9b.

10.

10a.

Phrasal verbs

intransitive activity phrasal verb (e.g., come on, sit down)
transitive activity phrasal verb (e.g., carry out, set up)
transitive mental phrasal verb (e.g., find out, give up)
transitive communication phrasal verb (e.g., point out)
intransitive occurrence phrasal verb (e.g., come off, run out)
copular phrasal verb (e.g., turn out)

aspectual phrasal verb (e.g., go on)

Adjectives

attributive adjectives
predicative adjectives

Semantic categories of adjectives

size-attributive adjectives (e.g., big, high, long)

time-attributive adjectives (e.g., new, young, old)
color-attributive adjectives (e.g., white, red, dark)
evaluative-attributive adjectives (e.g., important, best, simple)
relational-attributive adjectives (e.g., general, total, various)
topical-attributive adjectives (e.g., political, economic, physical)

Frequency features of adjectives
(see 4.2.3 and Appendix B)

common adjectives
moderately common adjectives
text-specific adjectives
discipline-specific adjectives
mode-specific adjectives

Adverbs and adverbials

place adverbials
time adverbials

Adverb classes

conjuncts (e.g., consequently, furthermore, however)
downtoners (e.g., barely, nearly, slightly)

hedges (e.g., at about, something like, almost)

amplifiers (e.g., absolutely, extremely, perfectly)

emphatics (e.g., a lot, for sure, really)

discourse particles (e.g., sentence initial well, now, anyway)
other adverbs
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10b.

10c.

11.

12.

13.

13a.

13b.

Semantic categories of stance adverbs

nonfactive adverbs (e.g., frankly, mainly, truthfully)

attitudinal adverbs (e.g., surprisingly, hopefully, wisely)
factive adverbs (e.g., undoubtedly, obviously, certainly)
likelihood adverbs (e.g., evidently, predictably, roughly)

Frequency features of adverbs
(see 4.2.3 and Appendix B)

common adverb
moderately common adverb
text-specific adverb
discipline-specific adverb
mode-specific adverb

Adverbial subordination

causative adverbial subordinator (because)
conditional adverbial subordinator (if, unless)
other adverbial subordinator (e.g., since, while, whereas)

Nominal postmodifying clauses

that relatives (e.g., the dog that bit me, the dog that I saw)

WH relatives on object position (e.g., the man who Sally likes)

WH relatives on subject position (e.g., the man who likes popcorn)

WH relatives with fronted preposition (e.g., the manner in which he was told)

past participial postnominal (reduced relative) clauses (e.g., the solution produced by this process)

That complement clauses

That clauses controlled by a verb (e.g., we predict that the water is here)

nonfactive verb (e.g., imply, report, suggest)

attitudinal verb (e.g., anticipate, expect, prefer)

factive verb (e.g., demonstrate, realize, show)

likelihood verb (e.g., appear, hypothesize, predict)

That clauses controlled by an adjective (e.g., it is strange that he went there)

attitudinal adjectives (e.g., good, advisable, paradoxical)
likelihood adjectives (e.g., possible, likely, unlikely)

(Table continues)
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(Table 12 continued)

13c.  That clauses controlled by a noun (e.g., the proposal that he put forward was accepted)

nonfactive noun (e.g., comment, proposal, remark)
attitudinal noun (e.g., hope, reason, view)

factive noun (e.g., assertion, observation, statement)
likelihood noun (e.g., assumption, implication, opinion)

14. WH clauses
15. To clauses

15a. To clauses controlled by a verb (e.g., He offered to stay)

speech act verb (e.g., urge, report, convince)

cognition verb (e.g., believe, learn, pretend)
desire/intent/decision verb (e.g., aim, hope, prefer)
modality/cause/effort verb (e.g., allow, leave, order)
probability/simple fact verb (e.g., appear, happen, seem)

15b. 7o clauses controlled by an adjective

certainty adjectives (e.g., prone, due, apt)
ability/willingness adjectives (e.g., competent, hesitant)
personal affect adjectives (e.g., annoyed, nervous)
ease/difficulty adjectives (e.g., easy, impossible)
evaluative adjectives (e.g., convenient, smart)

15¢c.  To clauses controlled by a noun (e.g., agreement, authority, intention)

16.  Lexical bundles
(see Appendix C for a complete list)

preposition initial lexical bundles (e.g., in the form of)
other lexical bundles (e.g., last day of class)

noun phrase initial lexical bundles (e.g., those of you who)
pronoun initial lexical bundles (e.g., that's pretty much it)
WH - initial lexical bundles (e.g., what you're saying is)
it — initial lexical bundles (e.g., it is possible that)

verb initial lexical bundles (e.g., is known as)

4.1. Procedures for Grammatical, Lexicogrammatical, and Semantic Class Analyses
As noted above, the tagged corpus enabled a straightforward identification of many

grammatical features, including word classes (e.g., nouns, verbs, adjectives, adverbs,
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prepositions) and syntactic constructions (e.g., relative clauses, adverbial clauses, WH
complement clauses). However, many of the major distinctions in the T2K-SWAL Corpus —
for example, across disciplines and levels — reflected content differences. As a result, we were
aware that some of the most important linguistic differences among university text categories
would involve semantic rather than structural linguistic differences. To reflect those differences,
we included analyses of semantic classes as well as analyses of syntactic constructions in
particular lexicogrammatical contexts.

The T2K-SWAL analyses incorporated consideration of semantic classes for the core
grammatical classes (nouns, verbs, adjectives, and adverbs). Our analyses here also included
several lexicogrammatical features; these are especially important for the analysis of stance,
which is realized in English through specific word sets controlling specific syntactic
constructions. For example, the T2K-SWAL analyses distinguish among fo clauses controlled by
verbs, adjectives, and nouns, and further distinguish among several semantic classes of these
controlling elements (e.g., cognition verbs and probability verbs).

Table 13 gives the defining characteristics of the semantic classes for nouns, verbs, and
adjectives, and lists all words included in each class. Some words belong to more than one
category. Table 14, then, identifies the major lexicogrammatical features used for our analyses of
stance, and lists the sets of controlling words for each feature.

Most of these lexical classes are taken directly from the LGSWE. These lists include only
the words that occurred commonly in the 40-million-word LGSWE corpus. The one major
exception is the semantic classes for nouns, since these were not investigated in the LGSWE. For
that analysis, we produced a list of all common nouns in the T2K-SWAL Corpus (lemmas*

occurring more than 20 times per million words) and grouped those into major semantic classes.

Table 13
Words Included in the Semantic Classes for Nouns, Verbs, and Adjectives

1. Noun classes

*The base form for each word, disregarding inflectional morphemes.

(Table continues)
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(Table 13 continued)

1a. Animate: humans or animals

family, guy, individual, kid, man, manager, member, parent, teacher, child, people, person,
Student, woman, animal, applicant, author, baby, boy, client, consumer, critic, customer, doctor,
employee, employer, father, female, friend, girl, god, historian, husband, American, Indian,
instructor, king, leader, male, mother, owner, president, professor, researcher, scholar, speaker,
species, supplier, undergraduate, user, wife, worker, writer, accountant, adult, adviser, agent,
aide, ancestor, anthropologist, archaeologist, artist, artiste, assistant, associate, attorney,
audience, auditor, bachelor, bird, boss, brother, Buddha, buyer, candidate, cat, citizen,
colleague, collector, competitor, counselor, daughter, deer, defendant, designer, developer,
director, dog, driver, economist, engineer, executive, expert, farmer, officer, official, participant,
partner, patient, personnel, peer, physician, plaintiff, player, poet, police, processor,
professional, provider, psychologist, resident, respondent, schizophrenic, scientist, feminist,
freshman, ecologist, hero, host, hunter, immigrant, infant, investor, Jew, judge, lady, lawyer,
learner, listener, maker, manufacturer, miller, minister, mom, monitor, monkey, neighbor,
observer, secretary, server, shareholder, Sikh, sister, slave, son, spouse, supervisor, theorist,
tourist, victim, faculty, dean, engineer, reader, couple, graduate

1b. Cognitive: mental/cognitive processes or perceptions

analysis, decision, experience, assessment, calculation, conclusion, consequence, consideration,
evaluation, examination, expectation, observation, recognition, relation, understanding,
hypothesis, ability, assumption, attention, attitude, belief, concentration, concern, consciousness,
concept, fact, idea, knowledge, look, need, reason, sense, view, theory, desire, emotion, feeling,
Jjudgment, memory, notion, opinion, perception, perspective, possibility, probability,
responsibility, thought

lc. Concrete: inanimate objects that can be touched

tank, stick, target, strata, telephone, string, telescope, sugar, ticket, syllabus, tip, salt, tissue,
screen, tooth, sculpture, sphere, seawater, spot, ship, steam, silica, steel, slide, stem, snow,
sodium, mud, solid, mushroom, gift, muscle, glacier, tube, gun, nail, handbook, newspaper,
handout, node, instrument, notice, knot, novel, lava, page, food, transcript, leg, eye, lemon,
brain, magazine, device, magnet, oak, manual, package, marker, peak, match, pen, metal, pencil,
block, pie, board, pipe, heart, load, paper, transistor, modem, book, mole, case, motor,
computer, mound, dollar, mouth, hand, movie, flower, object, foot, table, frame, water, vessel,
arm, visa, bar, grain, bed, hair, body, head, box, ice, car, item, card, journal, chain, key, chair,
window, vehicle, leaf, copy, machine, document, mail, door, map, dot, phone, drug, picture,
truck, piece, tape, note, liquid, wire, equipment, wood, fiber, plant, fig, resistor, film, sand, file,
score, seat, belt, sediment, boat, seed, bone, soil, bubble, solution, bud, water, bulb, portrait,
bulletin, step, shell, stone, cake, tree, camera, video, face, wall, acid, alcohol, cap, aluminum,
clay, artifact, clock, rain, clothing, asteroid, club, automobile, comet, award, sheet, bag, branch,
ball, copper, banana, counter, band, cover, wheel, crop, drop, crystal, basin, cylinder, bell, desk,
dinner, pole, button, pot, disk, pottery, drain, radio, drink, reactor, drawing, retina, dust, ridge,
edge, ring, engine, ripple, plate, game, cent, post, envelope, rock, filter, root, finger, slope, fish,
space, fruit, statue, furniture, textbook, gap, tool, gate, train, gel, deposit, chart, mixture
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1d. Technical/concrete: tangible objects that are not normally perceived and/or cannot
normally be touched

cell, unit, gene, wave, ion, bacteria, electron, chromosome, element, cloud, sample, isotope,
schedule, neuron, software, nuclei, solution, nucleus, atom, ray, margin, virus, mark, hydrogen,
mineral, internet, molecule, mineral, organism, message, oxygen, paragraph, particle, sentence,
play, star, poem, thesis, proton, unit, web, layer, center, matter, chapter, square, data, circle,
equation, compound, exam, letter, bill, page, component, statement, diagram, word, DNA, angle,
fire, carbon, formula, graph, iron, lead, jury, light, list

le. Place: places, areas, or objects in a fixed location

apartment, interior, bathroom, moon, bay, museum, bench, neighborhood, bookstore, opposite,
border, orbit, cave, orbital, continent, outside, delta, parallel, desert, passage, estuary, pool,
factory, prison, farm, restaurant, forest, sector, habitat, shaft, hell, shop, hemisphere, southwest,
hill, station, hole, territory, horizon, road, bottom, store, boundary, stream, building, top,
campus, valley, canyon, village, coast, city, county, country, court, earth, front, environment,
district, field, floor, market, lake, office, land, organization, lecture, place, room, library,

area, location, class, middle, classroom, mountain, ground, north, hall, ocean, park, planet,
property, region, residence, river

1f. Quantity: nouns specifying a quantity, amount, or duration

cycle, rate, date, second, frequency, section, future, semester, half, temperature, height, today,
amount, week, age, day, century, part, energy, lot, heat, term, hour, time, month, mile, period,
moment, morning, volume, per, weekend, percentage, weight, portion, minute, quantity, percent,
quarter, length, ratio, measure, summer, meter, volt, voltage

1g. Group/institution: nouns that denote a group or institution

airline, institute, colony, bank, flight, church, hotel, firm, hospital, household, college,
institution, house, lab, laboratory, community, company, government, university, school, home,
congress, committee

1h. Abstract/process: intangible, abstract concepts or processes

action, activity, application, argument, development, education, effect, function, method,
research, result, process, accounting, achievement, addition, administration, approach,
arrangement, assignment, competition, construction, consumption, contribution, counseling,
criticism, definition, discrimination, description, discussion, distribution, division, eruption,
evolution, exchange, exercise, experiment, explanation, expression, formation, generation,
graduation, management, marketing, marriage, mechanism, meeting, operation, orientation,
performance, practice, presentation, procedure, production, progress, reaction, registration,
regulation, revolution, selection, session, strategy, teaching, technique, tradition, training,
transition, treatment, trial, act, agreement, attempt, attendance, birth, break, claim, comment,

(Table continues)
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(Table 13 continued)

comparison, conflict, deal, death, debate, demand, answer, control, flow, service, work, test, use,
war, change, question, study, talk, task, trade, transfer, admission, design, detail, dimension,
direction, disorder, diversity, economy, emergency, emphasis, employment, equilibrium, equity,
error, expense, facility, failure, fallacy, feature, format, freedom, fun, gender, goal, grammar,
health, heat, help, identity, image, impact, importance, influence, input, labor, leadership, link,
manner, math, matrix, meaning, music, network, objective, opportunity, option, origin, output,
past, pattern, phase, philosophy, plan, potential, prerequisite, presence, principle, success,
profile, profit, proposal, psychology, quality, quiz, race, reality, religion, resource, respect, rest,
return, risk, substance, scene, security, series, set, setting, sex, shape, share, show, sign, signal,
sort, sound, spring, stage, standard, start, stimulus, strength, stress, style, support, survey,
symbol, topic, track, trait, trouble, truth, variation, variety, velocity, version, whole, action,
account, condition, culture, end, factor, grade, interest, issue, job, kind, language, law, level,
life, model, name, nature, order, policy, position, power, pressure, relationship, requirement,
role, rule, science, side, situation, skill, source, structure, subject, type, information, right, state,
system, value, way, address, absence, advantage, aid, alternative, aspect, authority, axis,
background, balance, base, beginning, benefit, bias, bond, capital, care, career, cause,
characteristic, charge, check, choice, circuit, circumstance, climate, code, color, column,
combination, complex, connection, constant, constraint, contact, content, contract, context,
contrast, crime, criteria, cross, current, currviculum, curve, debt, density

2. Verb classes (based on Biber et al., 1999; pp. 361-71)

2a. Activity: “primarily denote actions and events that could be associated with choice, and so
take a subject with the semantic role of an agent” (Biber et al., 1999, pp. 361-62)

buy, make, get, go, give, take, come, use, leave, show, try, work, move, follow, put, pay, bring,
meet, play, run, hold, turn, send, sit, wait, walk, carry, lose, eat, watch, reach, add, produce,
provide, pick, wear, open, win, catch, pass, shake, smile, stare, sell, spend, apply, form, obtain,
arrange, beat, check, cover, divide, earn, extend, fix, hang, join, lie, obtain, pull, repeat, receive,
save, share, smile, throw, visit, accompany, acquire, advance, behave, borrow, burn, clean,
climb, combine, control, defend, deliver, dig, encounter, engage, exercise, expand, explore,
reduce

Phrasal activity verbs: come along, come on, come over, get out, get up, go ahead, go off, sit
down, shut up, sit up, stand up, carry out, get back, get in, get off, look up, make up, pick up, put
on, set up, take off take on, take over, take up

2b. Mental verbs: “denote a wide range of activities and states experienced by humans; they
do not involve physical action and do not necessarily entail volition. Their subject often has

a semantic role of a recipient” (Biber et al., 1999, p. 362). Mental verbs include cognitive
meanings (e.g., think, know), emotional meanings expressing various attitudes and desires (e.g.,
love, want), perception (e.g., see, taste), and receipt of communication (e.g., read, hear)

see, know, think, find, want, mean, need, feel, like, hear, remember, believe, read, consider,
suppose, listen, love, wonder, understand, expect, hope, assume, determine, agree, bear, care,
choose, compare, decide, discover, doubt, enjoy, examine, face, forget, hate, identify, imagine,
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intend, learn, mind, miss, notice, plan, prefer, prove, realize, recall, recognize, regard, suffer,
wish, worry, accept, afford, appreciate, approve, assess, blame, bother, calculate, conclude,
celebrate, confirm, count, dare, deserve, detect, dismiss, distinguish, experience, fear, forgive,
guess, ignore, impress, interpret, judge, justify, observe, perceive, predict, pretend, reckon,
remind, satisfy, solve, study, suspect, trust

2c. Communication verbs: “a special subcategory of activity verbs that involve
communication activities (speaking, writing)” (Biber et al., 1999, p. 362)

say, tell, call, ask, write, talk, speak, thank, describe, claim, offer, admit, announce, answer,
argue, deny, discuss, encourage, explain, express, insist, mention, offer, propose, quote, reply,
shout, sign, sing, state, teach, warn, accuse, acknowledge, address, advise, appeal, assure,
challenge, complain, consult, convince, declare, demand, emphasize, excuse, inform, invite,
persuade, phone, pray, promise, question, recommend, remark, respond, specify, swear,
threaten, urge, welcome, whisper, suggest

2d. Existence or relationship verbs: These verbs “report a state that exists between entities.
Some of the most common verbs of existence or relationship are copular verbs” (e.g., be, seem,
appear; Biber et al., 1999 p. 364). Other verbs in this category “report a particular state of
existence (e.g., exist, live, stay) or a particular relationship between entities (e.g., contain,
include, involve, represent)” (ibid.)

seem, look, stand, stay, live, appear, include, involve, contain, exist, indicate, concern,
constitute, define, derive, illustrate, imply, lack, owe, own, possess, suit, vary, deserve, fit,
matter, reflect, relate, remain, reveal, sound, tend, represent

2e. Occurrence verbs: “report events (typically physical events) that occur apart from any
volitional activity: Often their subject has the semantic affected role” (Biber et al., 1999, p. 364)

become, happen, change, die, grow, develop, arise, emerge, fall, increase, last, rise, disappear,
flow, shine, sink, slip, occur

2f. Facilitation or causation verbs: “indicate that some person or inanimate entity brings
about a new state of affairs. These verbs often occur together with a nominalized direct object or
complement clause following the verb phrase, which reports the action that was facilitated”
(Biber et al., 1999, p. 363)

help, let, allow, affect, cause, enable, ensure, force, prevent, assist, guarantee, influence, permit,
require

2g. Aspectual verbs: “characterize the stage of progress of some other event or activity,
typically reported in a complement clause following the verb phrase” (Biber et al., 1999, p. 364):

start, keep, stop, begin, complete, end, finish, cease, continue

(Table continues)

31



(Table 13 continued)

3. Adjective classes (based on Biber et al., 1999, pp. 508-9)

3a. Descriptors: “denoting such features as color, size and weight, chronology and age,
emotion” (Biber et al., 1999, p. 508)

There are several subclasses of descriptors:
Color (denoting color and brightness): black, white, dark, red

Size/quantity/extent (denoting size, weight, extent): big, little, long, small, great, high,
low, large

Time (denoting chronology, age, frequency): new, old, young

Evaluative/emotive (denoting judgments, affect, emphasis): simple, good, best right,
nice, important, special

3b. Classifiers: function to “to delimit or restrict a noun’s referent, by placing it in a category in
relation to other referents. They are typically non-gradable” (Biber et al., 1999, p. 508)

There are several subclasses of classifiers:

Relational/classification al/restrictive (delimiting the referent of a noun, particularly in
relation to other referents): same, whole, different, full, general, major, final, main, basic,
common, following, higher, individual, lower, particular, similar, specific, total, various

Topical (giving the subject area or showing a relationship with a noun): political, public,
social, human, international, national, economic, local, natural, normal, oral, physical,
public, sexual

4. Adverb classes (functioning as stance adverbials; based on Biber et al., 1999, pp. 557-8;
853-74)

Nonfactive (expressing opinion or commenting on the quality of information):
accordingly, according to, confidentially, figuratively, speaking, frankly, generally,
honestly, mainly, strictly, technically, speaking, truthfully, typically, reportedly

Factive: actually, always, certainly, definitely, indeed, inevitably, in fact, never, of
course, obviously, really, undoubtedly, without doubt, no doubt

Likelihood: apparently, evidently, kind of, most cases, most instances, perhaps, possibly,
predictably, probably, roughly, sort of

Attitudinal: amazingly, astonishingly, conveniently, curiously, disturbingly, hopefully,
even worse, fortunately, importantly, ironically, regrettably, rightly, sadly, sensibly,
surprisingly, unbelievably, unfortunately, wisely
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Table 14
Lexicogrammatical Features Used for Stance Analyses

1.

1a.

1b.

2a.

Constructions controlled by nouns

Noun + that clause (see Biber et al., 1999, pp. 648-51)

Factual nouns (expressing information as fact or a true state of affairs): assertion,
conclusion, conviction, discover, doubt, fact, knowledge, observation, principle,
realization, result, statement

Likelihood nouns (assessing the likelihood of the information in the that clause):
assumption, belief, claim, contention, expectation, feeling, hypothesis, idea, implication,
impression, indication, notion, opinion, possibility, presumption, probability, rumor,
sign, suggestion, suspicion, thesis

Nonfactual nouns (expressing nonfactual or opinionated information):
comment, news, proposal, proposition, remark, report, requirement

Attitudinal nouns (expressing attitudes or feelings): ground, hope, reason, view, thought
Noun + 7o clause (see Biber et al., 1999, pp. 652-53)

Controlling nouns: agreement, authority, commitment, confidence, decision, desire,
determination, duty, failure, inclination, intention, obligation, opportunity, plan,
potential, promise, proposal, readiness, reluctance, responsibility, right, scheme,
temptation, tendency, threat, wish, willingness

Constructions controlled by verbs

Verb + that clause (see Biber et al., 1999, pp. 661-70)

Speech act verbs and other communication verbs: add, announce, advise, answer,
argue, allege, ask, assert, assure, charge, claim, confide, confess, contend, convey,
convince, declare, demand, deny, emphasize, explain, express, forewarn, grant, hear,
hint, hold, imply, inform, insist, maintain, mention, mutter, notify, order, persuade,
petition, phone, pray, proclaim, promise, propose, protest, reassure, recommend, remark,
reply, report, respond, reveal, say, shout, state, stress, suggest, swear, sworn, teach,
telephone, tell, urge, vow, warn, whisper, wire, write

Attitudinal/evaluative/emotional verbs: accept, admit, agree, anticipate, boast,
complain, concede, cry, dream, ensure, expect, fancy, fear, feel, forget, foresee,
guarantee, hope, mind, prefer, pretend, reflect, require, resolve, trust, wish, worry

(Table continues)
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(Table 14 continued)

2b.

3a.

Factual verbs (expressing information as fact or a true state of affairs): acknowledge,
affirm, ascertain, calculate, certify, check, conclude, confirm, decide, deem, demonstrate,
determine, discover, find, know, learn, mean, meant, meaning, note, notice, observe,
prove, realize, recall, recognize, recollect, record, remember, see, show, signify, submit,
testify, understand

Likelihood verbs: appear, assume, believe, bet, conceive, consider, deduce, detect,
doubt, estimate, figure, gather, guess, hypothesize, imagine, indicate, intend, perceive,
postulate, predict, presuppose, presume, reckon, seem, sense, speculate, suppose,
suspect, think, wager

Verb + to clause (see Biber et al., pp. 693-715)

Speech act verbs and other communication verbs: ask, advise, beg, beseech, call,
claim, challenge, command, convince, decline, heard, invite, offer, pray, promise, prove,
remind, report, request, say, said, show, teach, tell, urge, warn

Cognition/perception verbs: assume, believe, consider, estimate, expect, felt, find,
forget, hear, imagine, judge, know, learn, presume, pretend, remember, see, suppose,
take, trust, understand, watch

Desire/intention/decision verbs: aim, agree, bear, care, choose, consent, dare, decide,
design, desire, dread, hate, hesitate, hope, intend, like, look, love, long, mean, need, plan,
prefer, prepare, refuse, regret, resolve, schedule, stand, threaten, volunteer, wait, want, wish

Verbs of causation/modality/effort: afford, allow, appoint, arrange, assist, attempt,
authorize, bother, cause, counsel, compel, defy, deserve, drive, elect, enable, encourage,
endeavor, entitle, fail, forbid, force, get, help, inspire, instruct, lead, leave, manage,
oblige, order, permit, persuade, prompt, require, raise, seek, strive, struggle, summon,
tempt, try, venture

Probability verbs: appear, happen, seem, tend
Constructions controlled by adjectives

Adjective + that clause (see Biber et al., 1999, pp. 671-74)

Attitudinal adjectives: acceptable, adamant, advisable, afraid, alarmed, amazed,
amazing, amused, angry, annoyed, annoying, anomalous, appropriate, astonished,
aware, awful, careful, concerned, conceivable, critical, crucial, curious, depressed,
desirable, disappointed, dissatisfied, distressed, disturbed, dreadful, embarrassing,
encouraged, essential, extraordinary, fitting, fortunate, frightened, funny, glad, good,
grateful, great, happy, hopeful, horrible, hurt, imperative, incidental, inconceivable,
incredible, indisputable, interesting, ironic, irritated, lucky, mad, natural, neat,
necessary, nice, notable, noteworthy, noticeable, obligatory, odd, okay, paradoxical,
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3b.

peculiar, pleased, preferable, reassured, relieved, ridiculous, sad, satisfied, sensible,
shocked, shocking, silly, sorry, strange, stupid, sufficient, surprised, surprising,
thankful, tragic, typical, unacceptable, unaware, uncomfortable, understandable, unfair,
unfortunate, unhappy, unlucky, unthinkable, untypical, unusual, upset, upsetting, vital,
wonderful, worried

Certainty/factual adjectives (also with extraposed constructions): accepted, apparent,
certain, clear, confident, convinced, correct, evident, false, impossible, inevitable,
obvious, positive, proved, plain, right, sure, true, well-known

Likelihood adjectives (with extraposed constructions): doubtful, likely, possible,
probable, unlikely

Adjective + to clause (see Biber et al., 1999, pp. 716-21; many of these occur with
extraposed constructions)

Certainty adjectives: apt, certain, due, guaranteed, liable, likely, prone, unlikely, sure

Ability or willingness adjectives: able, anxious, bound, careful, competent, determined,
disposed, doomed, eager, eligible, fit, greedy, hesitant, inclined, insufficient, keen, loath,
obliged, prepared, quick, ready, reluctant, set, slow, sufficient, unable, unwilling,
welcome, willing

Personal affect adjectives: afraid, amazed, angry, annoyed, ashamed, astonished,
concerned, content, curious, delighted, disappointed, disgusted, embarrassed, free,
furious, glad, grateful, happy, impatient, indignant, nervous, perturbed, pleased, proud,
puzzled, relieved, sorry, surprised, worried

Ease or difficulty adjectives: difficult, easier, easy, hard, impossible, pleasant, possible,
tough, unpleasant

Evaluation adjectives: awkward, appropriate, bad, best, better, brave, careless,
convenient, crazy, criminal, cumbersome, desirable, dreadful, essential, expensive,
foolhardy, fruitless, good, important, improper, inappropriate, interesting, logical, lucky,
mad, necessary, nice, reasonable, right, safe, sick, silly, smart, stupid, surprising, useful,
useless, unreasonable, unseemly, unwise, vital, wise, wonderful, worse, wrong

4.2. Procedures for Vocabulary Analyses

Vocabulary plays a central role in determining the difficulty of a text, and there have

been many word lists produced over the past 20 years based on corpus analysis (e.g., Coxhead,

2000, Xue & Nation, 1984). However, there are certain limitations shared by most previous

studies. First, the most influential word lists comprise relatively few words (i.e., the 1,000 or

2,000 most frequent words). Although a surprising amount of natural discourse is constructed

from these words, these lists represent less than 1% of the total word stock of English (which
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includes well over 200,000 words). Second, while words are lemmatized in almost all studies
(that is, all morphological variants of a word represent a single lemma, and are treated as a single
word type [e.g., eat, eats, ate, eaten are variants of the lemma EAT)), there is generally no
consideration of part of speech differences. However, many of the common orthographic words
in English occur with multiple part-of-speech categories (e.g., like, fight, shop, break, land,
round, object), and these often have quite different meanings and uses. Finally, most previous
studies use frequency as the sole determining factor for the word lists, with no consideration of
register differences or other distributional factors.

In the T2K-SWAL analyses of vocabulary, we tried to extend previous research efforts
by taking account of these additional considerations:

1. We analyzed the distribution of all words in the T2K-SWAL Corpus, approximately

45,000 different words.

2. Because we based our analysis on a tagged corpus, we were able to treat each part-of-

speech form as a separate word.

3. We analyzed the distributions across different registers and academic disciplines.

Our vocabulary analyses are based on word lemmas: the base form for each word,
disregarding inflectional morphemes. For example, eat, eats, ate, eating, and eaten are all
realizations of a single lemma: EAT. Inflectional morphemes express only grammatical
meaning and do not influence part-of-speech. Thus, in the above example, all inflected forms
express the same core meaning associated with the verb EAT.

An alternative approach, advocated by Nation and his colleagues (Coxhead, 2002,
Nation, 2001) is to use “word families” as the basis for vocabulary analysis. Word families
include the “closely related derived forms” in addition to all inflected variants for a word
(Nation, 2001, p. 8). One problem with this approach is deciding which derivational variants
should be included within a single word family. Nation (2001, p. 266) gives two examples:

Transparent derivatives: think, thinker, unthinking sure, surely, ensure

Less transparent derivatives: unthinkable surety, assure

In practice, however, we concluded that the meanings of most technical derived forms were not
transparent from the parts, and that there were no reliable methods for distinguishing between the
transparent and nontransparent derivatives. (We even question Nation’s example above: Neither

ensure nor assure seems to be transparently derived from the meaning of sure.) In addition,
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there was certainly no simple way to group the approximately 45,000 lemmas in our corpus into
word families. As a result, we used lemma rather than word family as the basic unit of analysis in
our vocabulary studies.

4.2.1. Dictionary of all word forms in the T2K-SWAL Corpus. The first step for our
vocabulary analyses was to build a database — Baseline.db — as a dictionary listing all word
forms in the T2K-SWAL Corpus. In this database, we simply listed every orthographic word in
its original morphological form, with no distinction between grammatical categories. For
example, orthographic words like buy, buys, bought were listed as separate entries, but
morphologically identical words from different grammatical categories were not distinguished
(e.g., work as a noun vs. a verb).

The computer program used to build the baseline database recorded the overall frequency
count for each orthographic word and the number of texts the word occurs in. When the entire
T2K-SWAL Corpus had been processed, the program then made a second pass through the
database to compute a normed count for each word. Thus, the baseline database includes three
types of frequency information (shown in Figure 1):

1. Overall token count — how often the orthographic word occurs in the T2ZK-SWAL Corpus

2. Text count for token — how many texts the orthographic word occurs in

3. Normed count —the rate of occurrence per 100,000 words

#% Database Desktop - [Table : baseline3 DB] [_T5] %]
[0 Fie Edt View Table Recod Took Window Heb =18] x|
3:%J$| IR eofficd

basehne3 Lexical tem COwerall token count Text count for token Normed count ;]
44352 wordy 4 1 0.15
44353 wore 21 16 0.77
44354 work 3083 408 11286
44355 workable b 4 D 22
44356 workaholic 1 1 004
44357 workaholics 1 1 004
44358 workbenck 1 1 0.04
44359 workbook 3 3 011
44360 workcoefficients 1 1 004
44361 workcoordinates | 1 D04
44362 worked 304 152 1113
44363 workenerqy 1 1 004
44364 worker 3B 2 139
44365 workers 22 62 809
44366 workforce B 4 D18
44367 workin 2 1 00
44368 working 844 275 30.90
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Figure 1. Screenshot from the dictionary of all word forms in the T2K-SWAL Corpus
(Baseline.db).
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4.2.2. Dictionary of all lemmas in the T2K-SWAL Corpus. The second step for our
vocabulary analyses was to build a database listing each lemma in the T2K-SWAL Corpus —
Lemma.db — and to then compute various frequency measures to assess the distribution of each
lemma.

As described above, lemmas are the base form of a word minus any inflectional
morphemes. For example, buy, buys, bought are all realizations of the single lemma BUY. For
the four major content word classes — noun, verb, adjective, adverb — words occurring with a
different part of speech were treated as separate lemmas (e.g., work as a noun vs. verb). To our
knowledge, this is the first vocabulary study to utilize part-of-speech distinctions, in large part
because tagged corpora have not been available for this purpose previously.

Given our goal of including all word forms in the T2K-SWAL Corpus (44,882 different
word forms), and processing the entire corpus of 2.7 million words, it was not feasible to
manually check the lemmatization of each word. Further, our goal of incorporating grammatical
distinctions based on analysis of the tagged corpus created its own set of analytical problems:
Although many tags in the corpus had been carefully checked and edited, there were still mistags
for other words. In addition, the corpus has some errors resulting from scanning or transcription
typos. While such errors are randomly scattered throughout the corpus, and thus do not affect the
quantitative analyses of texts, they do result in the occurrence of nonsense words in our
comprehensive dictionaries for the corpus. While many of these incorrect forms have been
removed from the dictionaries, we were not able to exhaustively check all entries by hand.

Lemmatization was carried out automatically, using a series of algorithms specific to
each part of speech (described below). We were able to achieve much more accurate results by
targeting specific lemmatization rules to each different part of speech (see below). Only the four
major content word classes (nouns, verbs, adjectives, and adverbs) were lemmatized. Lemmas

are listed in the lemma database with their part of speech (e.g., work/n vs. work/v; see Figure 2).
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Figure 2. Screenshot from the dictionary of all lemmas in the T2K-SWAL Corpus
(lemma.db).

One negative consequence of the reliance on part-of-speech tagging has to do with -ed
and -ing participles. In most grammatical contexts, these forms are tagged automatically with a
high degree of accuracy (e.g., as a main clause progressive/passive/perfect verb, a postnominal
nonfinite verb, an adjective, or a noun). In some contexts, though, the tagger is not able to
determine the correct part of speech, and no tag is assigned. As a result, these occurrences were
not lemmatized. For example, Figure 1 shows that the word form worked occurs 304 times in
the T2K-SWAL Corpus. Figure 2 shows that two of these occurrences were tagged as an
adjective (and thus listed as the lemma worked/j), but one of these occurrences was not tagged,
and thus it is listed as a separate lemma. (The remaining 301 occurrences of worked were tagged
as verbs, and thus they are included under the lemma work/v, which has a total count of 1,632.)

Typos and errors from scanning resulted in a number of nonsense word forms that
occurred only once in the corpus. Automatic lemmatization of those forms only compounded
this problem. Thus, words occurring only one time in the T2ZK-SWAL Corpus were not
lemmatized.

Further, we adopted a conservative approach in using the complete listing of all word
forms in the corpus (in Baseline.db) to determine whether the automatic rules have correctly

lemmatized a form. That is, the lemmatization rules automatically strip off inflectional

39



morphemes to determine the base lemma of a word form. However, that lemma is added to the
lemma dictionary only if it exists as a word form in its own right in the corpus (i.e., if the
possible lemma actually exists as a word in the complete listing of word forms in Baseline.db).
For example, worked (tagged as a verb) is lemmatized as work; because work exists as a word
form in Baseline.db, this lemmatization is assumed to be correct. In contrast, workcoefficients is
lemmatized as workcoefficient, but because that word form does not exist in Baseline.db, this
lemmatization is considered to be suspect. In these latter cases, the original word form is simply
entered into the lemma dictionary (see the listing for workcoefficients in Figure 2). This is a
conservative approach: It results in a few rarely occurring word forms being listed with
inflections in the lemma dictionary, but more importantly, it results in an extremely high degree
of accuracy for the automatic lemmatization of most forms.

The lemmatization program used separate lists for irregular verbs (e.g., run — ran —
run), irregular plural nouns (e.g., woman — women), and irregular comparative/superlative
adjectives (e.g., good — better — best). For regular word forms, lemmatization was attempted in
the following cases:

1. words tagged as verbs and ending in -ing or -ed

2. words tagged as adjectives or adverbs and ending in -er or -est

3. words tagged as verbs or nouns and ending in -s

For these cases, the following lemmatization rules were applied (in the order given, that
is, starting from the most restrictive context and then moving to more general contexts):

[C denotes any consonant; V denotes any vowel.]

-s/-es
C-ies = Cy (e.g., cities —> city)

C-es = C (e.g., bosses — boss)

C-s = C (e.g., walks — walk)

V(e)-s = V(e) (autos — auto, potatoes — potato)
-d/-ed

CC-ed > C

C-ied - Cy

C-ed > C

V(e)-d > V(e)
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-ing

CC-ing > C
Cy-ing — Cy
C-ing—>C
V(e)-ing > V(e)

-er/-est
CC-er/-est > C

C-ier/-iest > Cy
C-er/-est > C
V(e)-er/-est > V(e)

After each word in the corpus is lemmatized, information about the word is entered into
the lemma dictionary (Lemma.db). The first time a lemma is encountered, a new entry is created
in Lemma.db; for subsequent occurrences of the same lemma, the frequency information is
updated in Lemma.db.

Several different frequency counts are calculated as the corpus is processed, providing
the basis for detailed analyses of vocabulary distributions. In each category, the program keeps
track of both the frequency count and the number of different texts that a lemma occurs in. In
addition to the overall corpus counts, separate frequency counts and text counts are calculated for
each of the following categories:

Modes: speech, writing

Registers: classroom teaching, classroom management, academic discussions (including
office hours, study groups, and labs), service encounters, textbooks, course management,
institutional writing

Disciplines (for classroom teaching and textbooks): humanities, natural sciences, social

sciences, engineering, business

Level of instruction (for classroom teaching and textbooks): lower division undergraduate,

upper division undergraduate, graduate

Interactivity (for classroom teaching): low, medium, high
Figure 3 shows some of these additional frequency fields in Lemma.db (e.g., the separate

normed counts for all spoken texts vs. all written texts).
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Figure 3. Screenshot from the dictionary of all lemmas in the T2K-SWAL Corpus
(Lemma.db), showing some of the additional fields.

After the entire corpus has been lemmatized and all raw frequency counts for each lemma
have been computed, a separate procedure is run to normalize the counts to their rate of
occurrence per 1 million words. All subsequent distributional analyses are based on these
normed counts, since they allow meaningful comparisons across categories.

For example, work as a noun occurs 1,095 times in spoken texts in the corpus, and the
total word count for the spoken part of the corpus is approximately 1,665,000 words. Thus, the
normed count for work/n in the spoken mode is: 1,095/1,665,000 * 1,000,000 = 657.15. (See the
entry for work/n in Figure 3.)

4.2.3. Computer programs for analysis of vocabulary distributions in the T2K-SWAL
Corpus. Because there are so many different words in English, no single quantitative measure
adequately captures the range of vocabulary distributions across different kinds of texts. For this
reason, we approached vocabulary from several different perspectives. First, we included
variables to measure the use of major semantic classes for common nouns, verbs, adjectives, and
adverbs (see 4.1 above). In addition, we included several quantitative measures to reflect
vocabulary distributions, again treating each content word class separately (nouns, verbs,

adjectives, and adverbs). These variables are based on the specific frequency information for
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each word in the corpus, stored in Lemma.db (described in 4.2.2 above). Specifically, we
analyzed five quantitative variables for each content word class: extremely common words,
moderately common words, text-specific words, discipline-specific words, and mode-specific
words. Each variable was computed separately for each word class (nouns, verbs, adjectives, and
adverbs), a total of 20 variables in all. The defining characteristics for these variables are given

in Table 15. The full set of words in the T2K-SWAL Corpus is given in Appendix B.

Table 15
Distributional Variables for Nouns, Verbs, Adjectives, and Adverbs
A. Extremely Common: occurs more than 500 times per million words

Noun — e.g., time, thing, people, student, way, point, year, class, question, number, work, state
Verb —e.g., do, have, know, get, go, say, think, see, take, use, come, look
Adjective — e.g., good, different, important, high, great
Adverb —e.g., so, all, also, only, right, right, more, actually, well, new, much, even
B. Moderately common: occurs between 200-500 times per million words

Noun — e.g., water, level, word, type, man, job, project, fact, test, place, chapter

Verb — e.g., provide, remember, change, help, include, understand, require, keep, learn
Adjective — e.g., low, big, social, last, old, whole, little,

Adverb — e.g., often, kind, basically, never, late, already, early, usually, sometimes

C. Text specific: occurs in only one text

e.g., violin, vista, volcano, esprit, ethers, evilness, faucets

D. Discipline specific: occurs in more than one text but 90% in one discipline

e.g., acid, flux, iron

E. Mode specific: occurs in more than one text but 90% in one mode (speech or writing)

e.g., Hindu, kilo, painter, undertake, cease, cortical, ownership, aged, authorize, good

The number of words from each of these distributional classes is counted in each text,
normalized to a rate of occurrence per 1,000 words. For example, the textbook text thsoc3.sjh
has 32.5 common nouns per 1,000 words, 74.7 moderately common nouns per 1,000 words, 15.7
text-specific nouns per 1,000 words, 0 discipline-specific nouns, and 8.5 mode-specific nouns
per 1,000 words. Similar distributional measures were computed for verbs, adjectives, and

adverbs.
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Appendix B provides lists of all words in the T2ZK-SWAL Corpus, grouped into eight

major distributional categories:
B.1. Speech-skewed common words (occurring over 70% of the time in spoken registers)

B1.1. Speech-skewed words that occur over 200 times per million words

B1.2. Speech-skewed words that occur between 20 and 200 times per million words
C.  Writing-skewed common words (occurring over 70% of the time in written registers)

C1.1. Writing-skewed words that occur over 200 times per million words

Cl1.2. Writing-skewed words that occur between 20 and 200 times per million words
D.  Evenly distributed common words (occurring with comparable use in the spoken and

written registers)

D1.1. Evenly distributed words that occur over 200 times per million words

D1.2. Evenly distributed words that occur between 20 and 200 times per million words
E.  Less common words

El.1. Words that occur between 2 and 20 times per million words

E1.2. Words that occur less than 2 times per million words

4.3. Procedures for Lexical Bundle Analyses

A second approach to the analysis of vocabulary is to investigate the use of “lexical
bundles,” employing the same research methods as in LGSWE (Biber et al., 1999; Chapter 13).
For our purposes here, lexical bundles were defined as the four-word sequences that recurred at
least 10 times per million words in the T2K-SWAL Corpus. In identifying lexical bundles, we
have relied on orthographic word units, even though these sometimes arbitrarily combine
separate words. For example, info, cannot, self-control, and don't are all regarded as single
words in our analysis. Only uninterrupted combinations of words were treated as potential
lexical bundles. Thus, lexical sequences that spanned a turn boundary or a punctuation mark
were not considered.

To be counted as a lexical bundle, a four-word sequence had to be used in at least five
different texts. Combinations of words that are repeated within a single text were not counted as
lexical bundles, unless they were also used across multiple texts. These local repetitions reflect
the immediate topical concerns of the discourse. In contrast, lexical bundles can be regarded as

the lexical building blocks that tend to be used frequently by speakers or writers within a
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register. We designed a program to create a database containing all four-word sequences meeting
these criteria from the T2K-SWAL Corpus, a total of approximately 7,500 lexical bundles.

Lexical bundles have strong grammatical associations, even though they are identified
exclusively on a frequency basis. Lexical bundles usually do not represent a complete structural
unit. In fact, they often bridge two structures. In conversation, most bundles are clausal, often
beginning with a personal pronoun + verb phrase (such as 7 don't know why, I thought that was).
In contrast, most lexical bundles in academic prose are parts of noun phrases or prepositional
phrases (such as the nature of the, as a result of).

To analyze the distribution of lexical bundles across registers, we first classified each
bundle for its structural correlates, using the grammatical category of the first word: pronoun
bundles (those that start with a pronoun, except if), prepositional phrase bundles, noun phrase
bundles, it bundles, verb phrase bundles, and wh bundles (those that start with a wi word). The
frequency of each type of lexical bundle was then counted in each text, and those counts were
normalized to a rate of occurrence (per 1,000 words).

The full set of lexical bundles found in the T2K-SWAL Corpus, grouped according to

major structural type and distributional category, is given in Appendix C.

4.4. Multidimensional Analysis Using the Biber (1988) Framework

Multidimensional (MD) analysis is a research approach that was developed to discover
and interpret the patterns of linguistic variation found in a corpus of texts (see Biber, 1986,
1988). Early researchers in sociolinguistics (e.g., Ervin-Tripp, 1972) argued that linguistic
features work together in texts, with constellations of co-occurring features (rather than
individual features) functioning to distinguish among registers. Although this theoretical
perspective was widely accepted, linguists lacked the methodological tools required for such
analyses before the availability of corpus-based techniques. MD analysis uses the power of
multivariate statistical techniques to investigate the quantitative distribution of linguistic features
across texts and text varieties. Using the techniques described below, linguistic co-occurrence is
analyzed in terms of underlying “dimensions of variation” that are identified quantitatively, by a

statistical factor analysis, rather than on an a priori functional basis.
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The dimensions resulting from MD analysis have both linguistic and functional content.
Identified using factor analysis, the linguistic content is a group of features (such as nouns,
attributive adjectives, prepositional phrases) that co-occur with a markedly high frequency in
texts. On the assumption that co-occurrence reflects shared functions, the co-occurrence patterns
are interpreted to assess the situational, social, and cognitive functions most widely shared by the
linguistic features.

In Biber (1988), five major dimensions of variation are identified in a general corpus of
spoken and written registers. The dimensions represent the co-occurrence distributions of 67
linguistic features across 481 spoken and written texts of contemporary British English. The
texts, which are taken from the Lancaster-Oslo-Bergen Corpus and the London-Lund Corpus,
represent 23 major register categories (e.g., academic prose, press reportage, fiction, letters,
conversations, interviews, radio broadcasts, public speeches).

The 1988 study uses factor analysis to identify the groups of linguistic features associated
with each dimension; these are the sets of linguistic features that co-occur in texts with markedly
high frequencies. The interpretation of the factors as functional “dimensions” is based on the
assumption that co-occurring linguistic features reflect underlying shared communicative
functions.

The distribution of 67 linguistic features was analyzed in Biber’s 1988 multidimensional
study (e.g., first and second person pronouns, nominalizations, past tense verbs, that relative
clauses, etc.; see Table 16 below). These features are described in Biber (1988, see especially
Appendix II). In the T2K-SWAL Project, we analyzed the use of these 67 features plus many
additional features that have important register functions (listed in Table 12 above). In applying
the 1988 factorial model, we used only 67 features; however, we subsequently carried out a new
factor analysis based on the full set of linguistic features analyzed in the T2K-SWAL Project
(described in Section 4.5 below).

A principal factor analysis was used with a seven-factor solution to identify the
dimensions of variation. The factor structure was then rotated using a Promax rotation. Taken
together, the seven factors accounted for 51.9% of the shared variance. Details of the factor
analysis are provided in Biber (1988, Chapters 4 and 5; 1995, Chapter 5).

Table 16 summarizes the co-occurring features associated with each of the five

dimensions. The decimal numbers on this table represent the factor “loadings” for each
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linguistic feature. Loadings can run from -1.0 to +1.0; the further from 0.0 a loading is, the more

one can generalize from the factor in question to the particular linguistic feature. Features with

higher loadings are thus better representatives of the dimension underlying a factor. In Table 16,

only features with loadings larger than 0.35 (plus or minus) are included.

Table 16

Summary of the Factor Analysis From Biber (1988)

Dimension 1: Involved versus Informational Production

Involved Production
Positive features:
private verbs

that deletion
contractions

present tense verbs
second person pronouns
do as pro-verb

analytic negation
demonstrative pronouns
general emphatics

first person pronouns
pronoun it

be as main verb
causative subordination
discourse particles
indefinite pronouns
general hedges
amplifiers

sentence relatives

WH questions
possibility modals
nonphrasal coordination
WH clauses

final prepositions

.96
91
.90
.86
.86
.82
78
76
74
74
1
1
.66
.66
.62
58
.56
55
52
.50
48
47
43
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(Table 16 continued)

Informational Production
Negative features:

nouns -.80
word length -.58
prepositions -.54
type/token ratio -.54
attributive adjectives -47

Dimension 2: Narrative versus Nonnarrative Discourse
Narrative Discourse
Positive features:

past tense verbs .90
third person pronouns 73
perfect aspect verbs 48
public verbs 43
synthetic negation 40
present participial clauses .39

[No negative features]

Dimension 3: Situation-Dependent versus Elaborated Reference
(polarity reversed®)

Situation-Dependent Reference
Positive features:

time adverbials .60
place adverbials 49
adverbs .46

Elaborated Reference
Negative features:

WH relative clauses on object positions -.63
pied piping constructions -.61
WH relative clauses on subject positions  -.45
phrasal coordination -.36
nominalizations -.36

48



Dimension 4: Overt Expression of Persuasion or Argumentation
Positive features:

infinitives .76
prediction modals .54
suasive verbs 49
conditional subordination 47
necessity modals 46
split auxiliaries 44
(possibility modals 37)

[No negative features]

Dimension 5: Nonimpersonal versus Impersonal Style
(polarity reversed®)

[No positive features]

Negative features:

conjuncts -48
agentless passives -43
past participial adverbial clauses -42
by passives -41
past participial postnominal clauses -40
other adverbial subordinators -39

* The polarity of Dimensions 3 and 5 are reversed from the 1988 MD analysis, to facilitate
comparisons across dimensions. Dimension 5 has only negative features, reflecting an
impersonal style. Because the opposing end of this dimension has no features at all, we
refer to it as “nonimpersonal,” which is not necessarily the same as a “personal” style.

Most of the dimensions consist of two groupings of features, each having positive and
negative loadings. A positive or a negative sign does not indicate a more-or-less relationship;
rather, these two groups represent sets of features that occur in a complementary pattern. That is,
when the features in one group occur together frequently in a text, the features in the other group
are markedly less frequent in that text, and vice versa. To interpret the dimensions, it is important
to consider likely reasons for the complementary distribution of these two groups of features, as
well as the reasons for the co-occurrence pattern within each group.

For example, consider Dimension 2. The features with positive loadings (above the
dotted line in Table 16) are past tense verbs, perfect aspect verbs, third person pronouns, and
public verbs (primarily speech act verbs). There are no negative features on this dimension.

Considering the features on Dimension 2, this dimension is interpreted as distinguishing
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narrative discourse from other types of discourse, suggesting the interpretive label Narrative
versus Nonnarrative Concerns. Narrative concerns are marked by considerable reference to
transpose past time, third person animate referents, and reported speech (public verbs).
Nonnarrative concerns, whether expository, descriptive, or other, are marked by the relative
absence of these features.

The complementary groupings on the other factors (shown in Table 16) reflect similar
functional relations. To represent these communicative function(s), the dimensions are
interpretively labeled as follows:

1. Involved versus Informational Production

2. Narrative versus Nonnarrative Concerns

3. Situation-dependent versus Elaborated Reference (see Note a)
4. Overt Expression of Persuasion

5. Nonimpersonal versus Impersonal Style (see Note a)

Biber (1988, Chapters 6-7; 1995, Chapters 5-6) and Conrad and Biber (2001, Chapter 2) provide
detailed justification for these interpretations based on the shared communicative functions of the
co-occurring linguistic features on each dimension plus the distribution of registers along each
dimension.

These dimensions can be used to analyze the linguistic characteristics of texts by
computing “dimension scores” for each text: a summation of the standardized frequencies for
those features having salient loadings on a dimension. The frequency counts of individual
linguistic features might be considered as scores that can be used to characterize texts (e.g., a
noun score, an adjective score, etc.). In a similar way, dimension scores (or factor scores) can be
computed for each text by summing the frequencies of the features having salient loadings on
that dimension. In Biber’s 1988 MD analysis, only features with loadings greater than |.35| on a
factor were considered important enough to be used in the computation of factor scores. For
example, the Dimension 1 score for each text is computed by adding together the frequencies of
private verbs, that deletions, contractions, present tense verbs, etc. — the features with positive
loadings on Factor 1 (from Table 5) — and then subtracting the frequencies of nouns, word

length, prepositions, etc. — the features with negative loadings.

50



In the 1988 MD study, frequencies are standardized to a mean of 0.0 and a standard
deviation of 1.0 (based on the overall mean and standard deviation of each feature in the
Lancaster-Oslo-Bergen (LOB)/London-Lund corpora), before dimension scores are computed.
This process translates the scores for all features to scales representing standard deviation units.
Thus, regardless of whether a feature is extremely rare or extremely common in absolute terms, a
standard score of +1 represents one standard deviation unit above the mean score for the feature
in question. That is, standardized scores measure whether a feature is common or rare in a text
relative to the overall average occurrence of that feature. The raw frequencies are transformed to
standard scores so that all features on a factor will have equivalent weights in the computation of
dimension scores. If this process were not followed, extremely common features would have a
much greater influence than rare features on the dimension scores. The methodological steps
followed to standardize frequency counts and compute dimension scores are described more
fully in Biber (1988, pp. 93-97).

Once a dimension score is computed for each text, the mean dimension score for each
register can be computed. Plots of these dimension scores then allow linguistic characterization
of any given register, comparison of the relationship between any two registers, and a fuller
functional interpretation of the underlying dimension. Registers and subregisters can then be
compared in terms of their mean dimension scores. Considering all five dimensions together
enables multidimensional analyses of the linguistic characteristics of particular registers and the
linguistic differences among registers.

In Biber (1988), these dimensions were used to compare and contrast a wide range of
spoken and written registers (including conversation, personal letters, fiction, and academic
prose). However, subsequent studies have used the dimensions to analyze academic registers in
greater detail. For example, Conrad (1996, 2001) compares the multidimensional characteristics
of written texts in two academic disciplines: ecology and American history. This study analyzes
published research articles and textbooks in those disciplines to provide a baseline for the study
of writing development, comparing student term papers from various levels to the characteristics
of professional written texts. Carkin (2001) focuses specifically on introductory textbooks and
lectures, using the dimensions to compare lower division textbooks and lectures in economics
and biology. Biber and Finegan (1994) focus on academic research articles, comparing the

multidimensional profiles of the Introduction-Methods-Results-Discussion sections in medical
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research articles. Csomay (2000) uses a modified multidimensional analysis to investigate the
characteristics of academic lectures. Other studies have used Biber's five dimensions to track
historical patterns of change within academic written registers, focusing especially on medical
prose and science prose (Atkinson, 1992, 1996, 1999; Biber, 1995, Chapter 8; Biber & Finegan,
1997; see also the collection of papers in Conrad & Biber, 2001). Taken together, these studies
establish the power of Biber's 1988 MD framework for descriptions of academic registers.

In the present case, we computed dimension scores for each text in the T2K-SWAL
Corpus, so that the 1988 dimensions can be used to distinguish among the registers, disciplines,
and levels in the Corpus. Section 5.1 below presents the results of this analysis. This approach
enables a direct comparison between the patterns of variation among the text categories in the
T2K-SWAL Corpus with the general register categories studied in previous multidimensional
investigations.

An alternative approach is to undertake a new factor analysis based on the patterns of
shared variation in the T2K-SWAL Corpus. The analytical procedures for this approach are

introduced in the next section.

4.5. Multidimensional Analysis Based on a New Factor Analysis of the T2K-SWAL Corpus
Most previous MD studies of register variation use the dimensions from the factor
analysis carried out for the Biber (1988) study. That study was based on analysis of two
modern-day, general-purpose corpora — the Lancaster-Oslo-Bergen (LOB) and London-Lund
corpora — and thus the factors derived from that study have been treated as general dimensions
of variation that can be used to characterize and compare other registers. In this approach, the
co-occurrence patterns from the 1988 study are considered to be generally applicable to English
registers, and so values for each of those dimensions can be computed for a new set of texts; this
approach allows for the description of specialized registers relative to the wide range of general
registers included in the 1988 study. We used this approach in the T2K-SWAL Project to
compare university text categories to each other as well as to general English spoken and written

registers (see 4.4 and 5.1).
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An alternative approach is to carry out a completely new MD analysis: a new factor
analysis to identify the co-occurrence patterns that actually occur in a corpus of texts. This
approach is appropriate when analyzing a new discourse domain that includes many different
text categories. (A new MD analysis would be less useful for an analysis of a single register,
since the texts within a register will be relatively similar in their linguistic characteristics, and
factor analysis requires extensive variability for stable results.)

To date, the only new MD analysis of school registers is Reppen (2001). That study
analyzed a corpus of elementary students' spoken and written texts (including both textbooks
and essays written by the students). The resulting factor analysis had five primary dimensions.
Some of these were similar to dimensions in the general adult (1988) model; for example,
Dimension 1 in the student model, which was interpreted as “edited informational vs. online
informational discourse,” was similar to Dimension 1 in the 1988 model. However, other
dimensions were unique to the student model; for example, Dimension 4 was interpreted as
“projected scenario,” and Dimension 5 was interpreted as “other directed idea justification” (see
Reppen, 2001, pp. 191-4).

The T2K-SWAL Project also undertook a new MD analysis of school registers, in this
case focusing on university speech and writing. This analysis was based on the full set of 129
linguistic features listed in Table 12 (in Section 4 above). Methodologically, the procedure
follows the steps outlined in Biber (1988, Chapters 5-6) and in Conrad and Biber (2001, Chapter
2). It differs from most MD studies in that it is based on a separate factor analysis for this corpus
of texts, rather than applying the 1988 general dimensional model of variation.

Table 17 provides the statistical details of the full factorial structure for this analysis,
while Table 18 presents the important linguistic features defining each dimension (i.e., features
with factor loadings over + or - .3). Only 90 of the original 129 linguistic features were retained
in the factor analysis. Some features were dropped because they overlapped to a large extent
with other features. For example, the counts for common verbs, nouns, and adjectives
overlapped extensively with the semantic categories for those word classes, even though the
counts were derived independently. Common verbs, nouns, and adjectives were identified from
a database of all words in the T2ZK-SWAL Corpus; semantic classes were identified from the
common words in each class listed in the LGSWE. It turned out, though, that many of the same

forms were included in these two sets of counts, and therefore common verbs, nouns, and
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adjectives were dropped from the factor analysis. In other cases, features were dropped because
they were extremely rare. Some of these features were combined into a more general class (e.g.,
the seven specific types of phrasal verbs were combined into a single feature). Finally, some
features were dropped because they shared little variance with the overall factorial structure (as
shown by low communality estimates).

As Tables 17 and 18 show, the solution for four factors was selected as optimal, and the
factors were rotated using a Promax rotation. Solutions with fewer factors resulted in a
collapsing of linguistic features onto single factors, making the interpretation of those factors
more difficult. Solutions with additional factors accounted for little additional variance, and
those factors were represented by only a few features. Dimension scores for each of these
factors are computed using the same methods as in previous MD analyses. (However, in this
case the standardized scores are based on the overall mean and standard deviation for each
feature in the T2K-SWAL Corpus; see Table 19 in Section 5 below.) Section 5.2 below
summarizes the interpretations of these dimensions and the register/discipline/level comparisons

with respect to each dimension.

Table 17
Statistical Details for the T2K-SWAL Factor Analysis

A) Eigenvalues for the first six factors

FACTOR1 FACTOR?2 FACTOR3 FACTOR4 FACTORS5 FACTOR 6

Eigenvalue 29.308669 5.807758 4.039771 3.053513 2.939923 1.955007
Proportion 0.3257 0.0645 0.0449 0.0339 0.0327 0.0217
Cumulative 0.3257 0.3902 0.4351 0.4690 0.5017 0.5234

B) Interfactor correlations

FACTOR1 FACTOR 2 FACTOR3 FACTOR 4

FACTOR 1 1.00000 0.37875 -0.00770 0.22149
FACTOR 2 0.37875 1.00000 -0.17205 0.15321
FACTOR 3 -0.00770 -0.17205 1.00000 0.04152
FACTOR 4 0.22149 0.15321 0.04152 1.00000
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C) Rotated Factor Pattern (Promax rotation)

TYPETOKN

WRDLNGTH

THAT DEL
CONTRAC
PRES

PRO2

PRO DO
PDEM
PROI

IT
BE_STATE
SUB_COS
PRTCLE
PANY
GEN_HDG
WH_QUES
POS_MOD
O_AND
WH_CL
FINLPREP
PREP

ADJ ATTR
PASTTNSE
PRO3
PERFECTS
REL_OBJ
REL_SUBJ
REL_PIPE
P_AND
N_NOM
TM_ADV
PL_ADV
PRD_MOD
SUB_CND
NEC_MOD
CONINCTS
AGLS_PSV
BY PASV
WHIZ_VBN
SUB_OTHR
PRED AD]
VPROGRSV
THAT REL
NONF_VTH
FACT VTH
LKLY VTH
DSRE_VTO

FACTOR 1

-0.66946
-0.92812
0.74930
0.91351
0.81347
0.52988
0.55838
0.91078
0.81390
0.87337
0.18463
0.67023
0.72788
0.78756
0.54576
0.69324
0.21391
0.68611
0.62830
0.71823
-0.86429
-0.78143
0.49966
0.39475
0.08584
-0.09627
-0.48922
-0.55019
-0.50437
-0.94818
0.67139
0.80416
0.28372
0.30876
0.07913
-0.28888
-0.75487
-0.53760
-0.75118
0.55050
-0.05857
0.64641
0.05939
0.33762
0.52518
0.57782
23369

FACTOR 2

-0.12267
-0.03746
0.11080
0.09551
0.21461
0.44110
0.24691
-0.05375
0.22314
-0.07887
0.24737
-0.13720
0.12771
0.08938
-0.04649
0.02871
0.22159
-0.00131
0.08369
0.05057
-0.20174
-0.27702
-0.30713
-0.25475
-0.09686
-0.28661
-0.10749
-0.17150
-0.09684
0.17908
-0.03138
-0.11463
0.43238
0.35178
0.53433
-0.21957
-0.05408
-0.34468
-0.00864
-0.10834
-0.24398
0.10720
-0.11909
-0.07373
0.02265
0.02806
0.42278
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FACTOR 3

0.15505
0.12741
0.35662
-0.00114
-0.02837
-0.04250
-0.10760
-0.08885
0.04914
-0.02370
-0.12135
0.14161
-0.08145
-0.00104
0.20666
0.01255
-0.01510
0.08520
0.09409
-0.02049
-0.03529
0.02299
0.35646
0.62959
0.16866
0.22021
0.27957
0.05095
0.21820
0.13672
-0.21609
-0.20604
-0.22631
-0.22677
-0.04256
-0.00783
-0.09073
-0.08750
-0.12393
-0.09148
0.08215
0.19254
0.06098
0.47044
0.26389
0.35779
0.12458

FACTOR 4

-0.04569
-0.05822
-0.03255
-0.05059
-0.00821
0.00537
0.13442
-0.05623
-0.08350
-0.09186
0.28422
0.02921
-0.26470
-0.01062
0.23138
-0.39095
0.04331
0.19151
-0.13385
-0.35687
0.16547
-0.06401
-0.05241
0.00924
0.21702
0.20289
0.14380
0.05424
-0.11803
-0.07980
0.10839
-0.16869
0.26024
0.29661
-0.23757
0.09269
-0.00900
-0.02235
-0.09811
0.35184
-0.00317
0.05168
0.55554
0.16554
0.05678
-0.04037
0.08929

(Table continues)



(Table 17 continued)

C) Rotated Factor Pattern (Promax rotation) (continued)

FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4

PROB_VTO -0.08244 -0.35514 0.24922 0.19521
ALL NTO -0.53804 0.24956 0.29428 -0.06167
FACTADVL 0.58087 -0.05251 0.14687 0.39103
LKLYADVL 0.45849 -0.03680 0.16360 0.35467
ALL NTH -0.13596 -0.24378 0.30139 0.35604
ALL JTO -0.33468 0.00631 0.04819 0.12325
HUMANN -0.36781 0.22591 0.60068 -0.03225
COGNITN -0.36418 -0.00958 0.31783 0.17090
CONCRTN 0.06447 -0.24870 -0.53311 -0.04023
TCCNCRTN -0.10711 -0.07015 -0.48502 0.09588
QUANN -0.03404 0.22561 -0.39541 0.19617
PLACEN -0.26621 0.09743 -0.12108 -0.01209
GROUPN -0.47788 0.41445 0.28448 -0.09011
SIZEJ -0.04061 -0.42326 -0.14682 0.02054
TIMEJ -0.19146 -0.19680 0.20744 -0.03149
RELATNIJ -0.66649 0.10294 -0.10196 0.14257
TOPICJ -0.44089 -0.09808 0.29006 -0.01436
ACTV 0.57954 0.33461 -0.10700 -0.04399
COMMV 0.39798 0.18093 0.45016 0.11263
MENTALV 0.73353 0.16118 0.33844 0.02630
CAUSEV -0.34315 0.50924 0.01326 -0.09205
OCCURV 0.00869 -0.46832 -0.01873 0.06860
EXISTV 0.08461 -0.23704 0.06686 0.07511
ALL PV 0.41973 0.21420 0.03330 0.09595
ABSTRCTN -0.81863 0.18140 -0.05208 0.08678
OTHR_VTO -0.29413 0.35041 0.24649 0.07112
ATTADVL -0.15761 -0.21556 -0.07054 0.35713
NMODRTE -0.89731 0.43382 -0.03916 -0.06135
NONETXT -0.21950 -0.63486 -0.14081 -0.09248
VMODRTE -0.08212 0.47782 0.09894 -0.21445
VONETXT 0.07837 -0.36269 -0.08002 0.01840
JMODRTE -0.29494 -0.25216 0.03192 0.01721
JONETXT -0.15278 -0.70062 -0.19562 -0.02209
RCOMMON 0.79966 -0.02077 -0.07213 0.02828
RMODRTE 0.65947 -0.29557 0.18173 0.15941
RONETXT -0.08869 -0.49007 -0.00582 -0.00240
BND_ PP -0.36407 0.04867 -0.01254 0.40779
BND_OT 0.58020 0.24836 -0.17043 0.22812
BND N 0.09867 0.22967 -0.12322 0.34963
BND PRO 0.73209 0.27970 0.05379 -0.10424
BND WH 0.56479 0.12263 -0.05965 -0.08072
BND IT 0.35029 0.08961 -0.05816 0.09022
BND V 0.49552 0.27926 -0.09898 -0.02827
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Table 18

Summary of the Factorial Structure of the T2K-SWAL MD Analysis

Dimension 1: Oral versus Literate Discourse

Features with positive loadings:
contractions

pronouns: demonstrative
pronouns: it

pronouns: first person

verbs: present tense

adverbials: time

adverbs: common

pronouns: indefinite

that omission

discourse particles

common verbs: mental

lexical bundles: pronoun initial
stranded prepositions

WH questions

clause coordination

adverbial clauses: causative
adverbials: place

adverbs: moderately common
verbs: progressive

WH clauses

common verbs: activity

that clauses: controlled by likelihood verbs
lexical bundles: other

adverbials: factual

lexical bundles: WH word initial
pro-verb do

adverbials: hedges

adverbial clauses: other
pronouns: second person

that clauses: controlled by factual verbs
verbs: past tense

adverbials: likelihood

verbs: phrasal

common verbs: communication
pronouns: third person

lexical bundles: it initial

that clauses: controlled by nonfactual verbs
adverbial clauses: conditional

91
91
.87
81
81
.80
.80
79
75
73
73
73
T2
.69
.69
.67
.67
.66
.65
.63
58
.58
.58
.58
.56
.56
55
.55
.53
53
.50
46
42
40
.39
35
.34
31
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(Table 18 continued)

Features with negative loadings:

nouns: nominalizations -.95
word length -.93
nouns: moderately common -.90
prepositional phrases -.86
common nouns: abstract -.82
adjectives: attributive -.78
passives: agentless =75
passives: postnominal -75
type/token ratio -.67
common adjectives: relational -.67
relative clauses: WH; prep fronting -.55
passives: by phrase -.54
to clauses: controlled by stance nouns -.54
phrasal coordination -.50
relative clauses: WH; subject gaps -.49
common nouns: group -.48
common adjectives: topical -.44
common nouns: human =37
common nouns: mental -.36
lexical bundles: preposition initial -.36
common verbs: causative -.34
to clauses: controlled by adjectives -.33
adjectives: moderately common -.30

Dimension 2: Procedural versus Content-Focused Discourse
Features with positive loadings:

modals: necessity 53
common verbs: causative Sl
verbs: moderately common 48
pronouns: second person 44
modals: future 43
nouns: moderately common 43
to clauses: controlled by verbs of desire 42
common nouns: group 41
adverbial clauses: conditional 35
to clauses: controlled by other verbs 35
common verbs: activity 33
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Features with negative loadings:

adjectives: rare -.70
nouns: rare -.63
adverbs: rare -.49
common verbs: simple occurrence -47
common adjectives: size -42
verbs: rare -.36
to clauses: controlled by probability verbs -.36
passives: by phrase -.34
verbs: past tense -31
adverbs: moderately common -.30

Dimension 3: Narrative Orientation
Features with positive loadings:

pronouns: third person .63
common nouns: human .60
that clauses: controlled by nonfactual verbs .47
common verbs: communication 45
verbs: past tense .36
that omission .36
that clauses: controlled by likelihood verbs .36
common verbs: mental .34
common nouns: mental 32
that clauses: controlled by stance nouns .30

Features with negative loadings:

common nouns: concrete -.53
common nouns: technical+concrete -49
common nouns: quantity -.40

Dimension 4: Academic Stance
Features with positive loadings:

relative clauses: that .56
lexical bundles: preposition initial 41
adverbials: factual .39
that clauses: controlled by stance nouns .36
adverbials: attitudinal 36
adverbials: likelihood .35
lexical bundles: noun initial 35
adverbial clauses: other .35
adverbial clauses: conditional .30

Features with negative loadings:
WH questions -.39
stranded prepositions -.36
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4.6. Procedures for Analysis of Explicit Definitions

Finally, we undertook a series of exploratory analyses of the T2K-SWAL Corpus to
investigate the types and distribution of definitions across registers. The first problem was, of
course, coming up with an operational definition of definition. Previous academic studies of
definitions (e.g., Flowerdew, 1992) do not provide explicit analytical procedures, and from our
point of view, they do not adequately acknowledge the methodological issues involved with such
analyses. The Longman Dictionary of Contemporary English defines define as: “to describe
something correctly and thoroughly” or “to explain exactly the meaning of a particular word or
idea.” A definition is defined as “a phrase or sentence that says exactly what a word, phrase, or
idea means.” While this is certainly not an operational definition that can be applied in discourse
analysis, we took it as a starting point for our exploratory investigations.

In our analyses, we adopted two approaches: The first approach was to simply read
through multiple texts, identifying any phrases that might be regarded as definitions, and then
attempting to classify those phrases according to their lexical/structural features. The second
approach was to begin with the verbs that are commonly assumed to explicitly express
definitions (e.g., define, means, call) and then analyze concordance listings for those verbs to
determine the extent to which they actually serve defining purposes.

Although the act of defining is clearly important in academic discourse, our exploratory
investigations showed that the language of definitions is too variable and too integrated into the
on going discourse to be isolated and analyzed quantitatively. We concluded that definitions
cannot be reliably identified on the basis of surface linguistic indicators (automatically or

interactively). The results of the exploratory analysis are discussed in Section 5.2.

5. Linguistic Analyses
Using the computational techniques described in Sections 4.1-4.3, we analyzed the
distribution of 159 linguistic features; these features represent a wide range of grammatical
categories, semantic classes, syntactic constructions, lexicogrammatical associations, vocabulary
distributions, and lexical bundle types. Table 12 (in Section 4 above) lists these features, and
Table 19 provides descriptive statistics for each feature in the T2ZK-SWAL Corpus. Appendix D
provides mean scores for each feature, broken down by each text category: mode, register,

discipline, and level.
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Table 19

Descriptive Statistics for Linguistic Features (Entire T2K-SWAL Corpus)

Linguistic feature Minimum Maximum Mean Std Dev
first person pronouns 0.0 94.6 30.9 23.2
second person pronouns 0.0 83.2 24.5 18.5
third person pronouns 0.7 69.7 15.1 11.6
pronoun it 0.0 53.1 16.2 9.8
demonstrative pronouns 0.0 47.2 11.5 8.8
indefinite pronouns 0.0 24.7 5.9 42
do as pro-verb 0.0 10.6 2.2 2.1
contractions 0.0 94.4 28.7 233
that deletion 0.0 17.1 3.6 3.2
stranded prepositions 0.0 11.3 1.5 1.5
split auxiliaries 0.0 9.1 2.6 1.2
prepositions 443 163.9 101.2 25.7
phrasal coordination 0.0 7.9 1.9 1.5
clausal coordination 0.0 26.8 7.4 5.4
WH questions 0.0 27.2 2.6 2.9
type/token ratio 31.5 66.8 48.2 6.9
word length 35 6.0 4.4 0.6
nominalizations 3.8 155.1 43.2 29.1
nouns 92.9 496.4 227.9 80.9
animate noun 0.0 39.0 7.7 59
cognitive noun 0.0 46.9 4.5 4.4
concrete noun 0.0 58.6 11.0 7.4
technical/concrete noun 0.0 47.5 53 54
quantity noun 1.5 473 10.3 5.8
place noun 0.0 30.2 6.5 4.6
group/institution noun 0.0 19.3 2.6 3.1
abstract/process nouns 8.2 85.5 33.1 14.5
common noun 6.5 107.3 355 13.8
moderately common noun 10.7 147.9 48.4 21.4
in-one-text-only noun 0.0 65.1 7.8 8.9
in-one-discipline-only noun 0.0 43.0 0.6 2.8
in-one-mode-only noun 1.1 53.6 9.1 5.3
past tense 0.0 103.0 19.8 15.2
perfect aspect verbs 0.0 25.5 4.3 2.5
nonpast tense 13.0 186.3 1144 37.1
agentless passives 0.0 29.5 8.0 5.7
by passives 0.0 7.8 0.9 1.1
possibility modals 0.0 21.2 7.8 34
necessity modals 0.0 21.5 4.1 2.7
predictive modals 0.0 53.7 11.0 7.6
be as main verb 0.0 21.9 4.0 2.6
activity verb 6.6 62.8 27.0 9.6
communication verb 1.1 25.0 10.3 4.8
mental verb 23 58.1 22.4 11.2
causative verb 0.0 11.9 2.8 1.7
occurrence verb 0.0 10.1 2.8 1.9
existence verb 0.9 19.0 7.1 2.7
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(Table 19 continued)

Linguistic feature Minimum Maximum Mean Std Dev
aspectual verb 0.0 12.2 2.0 1.3
common verb 8.9 176.5 98.6 31.9
moderately common verb 2.1 45.7 11.1 4.8
in-one-text-only verb 0.0 6.4 1.2 0.9
in-one-discipline-only verb 0.0 0.0 0.0 0.0
in-one-mode-only verb 1.0 533 15.5 9.8
intransitive activity phrasal verb 0.0 6.4 0.3 0.6
transitive activity phrasal verb 0.0 3.1 0.4 0.5
transitive mental phrasal verb 0.0 1.5 0.1 0.2
transitive communication phrasal verb 0.0 1.2 0.0 0.1
intransitive occurrence phrasal verb 0.0 0.6 0.0 0.1
copular phrasal verb 0.0 0.5 0.0 0.1
aspectual phrasal verb 0.0 1.6 0.1 0.2
all phrasal verbs 0.0 6.4 0.8 0.9
attributive adjectives 3.0 123.2 39.5 24.7
predicative adjective 0.0 17.2 6.5 2.9
size attributive adj 0.0 11.4 1.8 1.5
time attributive adj 0.0 4.5 0.7 0.8
color attributive adj 0.0 8.9 0.2 0.8
evaluative attributive adj 0.0 19.4 1.4 1.3
relational attributive adj 0.0 12.8 32 2.1
topical attributive adj 0.0 21.6 1.6 2.5
common adj 0.0 19.9 5.7 2.9
moderately common adj 0.0 31.2 9.7 4.0
in-one-text-only adj 0.0 18.0 2.2 2.6
in-one-discipline-only adj 0.0 6.5 0.1 0.4
in-one-mode-only adj 0.0 13.7 2.9 2.2
place adverbials 0.0 29.9 8.3 5.4
time adverbials 0.0 21.5 6.2 3.6
adverbs 8.1 109.3 42.6 17.7
conjuncts 0.0 10.2 1.8 1.5
downtoners 0.0 9.1 2.5 14
hedges 0.0 16.1 1.6 1.7
amplifiers 0.0 11.4 2.7 2.0
emphatics 0.0 20.9 6.5 43
discourse particles 0.0 60.5 7.6 9.1
nonfactive adverbs 0.0 4.4 0.4 0.6
attitudinal adverbs 0.0 2.2 0.1 0.2
factive adverbs 0.0 13.6 34 2.6
likelihood adverbs 0.0 14.8 1.9 1.9
all stance adverbs 0.0 24.0 5.8 4.0
common adverb 2.8 62.2 16.1 8.1
moderately common adverb 0.0 17.3 6.1 2.9
in-one-text-only adverb 0.0 2.9 0.2 0.4
in-one-discipline-only adverb 0.0 0.0 0.0 0.0
in-one-mode-only adverb 0.0 44.4 7.0 5.7
adv. subordinator: causative 0.0 9.1 2.4 1.8
adv. subordinator: condition 0.0 15.9 4.8 3.1
adv. subordinator: other 0.2 19.7 6.2 2.8
that relatives 0.0 16.6 4.5 2.7
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Linguistic feature Minimum Maximum Mean Std Dev
WH relatives: obj. position 0.0 3.7 0.5 0.5
WH relatives: subj. position 0.0 9.8 1.7 1.5
WH relatives: fronted preposition 0.0 4.6 0.6 0.8
postnominal passives 0.0 13.5 2.4 2.4
that cl. with nonfactive verb 0.0 52 1.2 1.1
that cl. with attitudinal verb 0.0 3.0 0.3 0.4
that cl. with factive verb 0.0 10.9 2.1 1.8
that cl. with likelihood verb 0.0 11.6 1.6 1.5
that cl. with all verbs 0.0 18.1 5.2 34
that cl. with attitudinal adj 0.0 2.0 0.1 0.2
that cl. with factive adj 0.0 1.5 0.1 0.2
that cl. with likelihood adj 0.0 0.8 0.0 0.1
that cl. with all adjs 0.0 2.5 0.2 0.3
that cl. with nonfactive noun 0.0 0.4 0.0 0.0
that cl. with attitudinal noun 0.0 1.3 0.0 0.1
that cl. with factive noun 0.0 2.2 0.1 0.2
that cl. with likelihood noun 0.0 1.3 0.1 0.2
that cl. with all nouns 0.0 2.4 0.3 0.4
that cl. with all 0.0 19.0 5.7 3.6
WH clauses 0.0 8.2 1.4 1.4
to cl. with speech act verb 0.0 1.9 0.2 0.3
to cl. with cognition verb 0.0 2.8 0.3 0.4
to cl. with desire/intent/decision vrb 0.0 11.9 1.8 1.5
to cl. with modality/cause/effort verb 0.0 6.8 1.1 0.9
to cl. with probability/smpl fact verb 0.0 3.5 0.3 0.5
to cl. with all verbs 0.0 20.4 3.6 1.9
to cl. with certainty adj 0.0 2.4 0.1 0.2
to cl. with ability/will adj 0.0 23 0.1 0.3
to cl. with personal affect adj 0.0 2.0 0.0 0.2
to cl. with ease/difficulty adj 0.0 2.2 0.2 0.3
to cl. with evaluative adj 0.0 1.9 0.1 0.2
to cl. with all adjs 0.0 3.5 0.6 0.6
to cl. with all nouns 0.0 2.1 0.2 0.4
to cl. with all 0.0 20.4 4.4 2.1
prep.init.lex.bundle > 10 per mill. words 0.0 9.1 1.9 1.2
prep.init.lex.bundle > 40 per mill. words 0.0 5.8 0.4 0.5
prep.init.lex.bundle > 100 per mill. words 0.0 9.0 0.4 0.6
all prep. init.lex.bundles 0.0 16.9 2.8 1.7
othr lex.bundle > 10 per mill. words 0.0 19.3 3.5 2.8
othr lex.bundle > 40 per mill. words 0.0 13.4 0.8 1.1
othr lex.bundle > 100 per mill. words 0.0 4.6 0.3 0.5
all other lex. bundles 0.0 23.6 4.7 3.7
NP init.lex.bundle > 10 per mill. words 0.0 8.5 3.1 1.5
NP init.lex.bundle > 40 per mill. words 0.0 7.2 0.7 0.8
NP init.lex.bundle > 100 per mill. words 0.0 23 0.3 0.4
all noun init.lex.bundles 0.0 11.1 4.0 1.9
pro.init.lex.bundle > 10 per mill. words 0.0 18.1 3.0 2.7
pro.init.lex.bundle > 40 per mill. words 0.0 9.7 1.1 1.4
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(Table 19 continued)

Linguistic feature Minimum Maximum Mean Std Dev
pro.init. lex.bundle > 100 per mill. words 0.0 13.4 0.4 0.9
all pro. init.lex.bundles 0.0 26.4 4.5 42
WH init.lex.bundle > 10 per mill. words 0.0 6.4 0.8 0.9
WH init.lex.bundle > 40 per mill. words 0.0 10.1 0.1 0.5
WH init.lex.bundle > 100 per mill. words 0.0 1.2 0.0 0.1
all WH init.lex.bundles 0.0 12.4 1.0 1.2
it init.lex.bundle > 10 per mill. words 0.0 3.1 0.4 0.5
it init.lex.bundle > 40 per mill. words 0.0 1.5 0.0 0.1
it init.lex.bundle > 100 per mill. words 0.0 2.1 0.0 0.2
all it init.lex.bundles 0.0 4.6 0.5 0.5
verb init. lex.bundle > 10 per mill. words 0.0 47.0 3.6 3.5
verb init.lex.bundle > 40 per mill. words 0.0 21.6 1.0 14
verb init. lex.bundle > 100 per mill. words 0.0 8.3 0.2 0.7
all verb init.lex.bundles 0.0 53.7 4.8 4.8

5.1. Multidimensional Patterns of Variation Among University Registers (Based on Biber
1988 Dimensions)

The analyses and descriptions presented in this section are taken from Biber, Conrad,
Reppen, Byrd, and Helt (2002).

Figures 4 through 8 plot the mean dimension scores for the 10 university registers
included in the T2K-SWAL Corpus (e.g., study groups, classroom teaching, textbooks; see
Table 1 in 3.1 above). (Dimension scores are computed following the methodology outlined
in 4.4 above.) These plots are based on the combined scores of the co-occurring features that
comprise each dimension (see Table 16 in 4.4 above). The statistics given for F, p, and r* at the
bottom of each figure indicate the significance and strength of each dimension as a predictor of
register differences. The F and p values report the results of an ANOVA, which tests whether
there are statistically significant differences among the university registers with respect to their
mean dimension scores. The r* value is a direct measure of strength or importance, showing
the percentage of variance among dimension scores that can be predicted by knowing the

register categories.
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For example, Figure 4 plots the mean dimension scores for Dimension 1: informational
versus involved production. The registers with large positive scores (such as service encounters
and study groups) have high frequencies of present tense verbs, private verbs, first and second
person pronouns, contractions, etc. (the top group of features on Dimension 1; see Table 16),
together with markedly low frequencies of nouns, prepositional phrases, long words, etc. (the
bottom group of features on Dimension 1). Registers with large negative values (such as
textbooks and institutional writing) have high frequencies of nouns, prepositional phrases, etc.,
plus low frequencies of private verbs, contractions, etc. This dimension is a significant and very
strong predictor of register differences (p <.001), 88.9% of the variance in Dimension 1 scores
can be predicted by knowing these register categories).

Each of the other dimensions similarly represents the combined scores of a distinct
set of co-occurring linguistic features. For example, Dimension 2 plots the combined scores
for narrative features like past tense verbs, third person pronouns, and perfect aspect verbs
(see Table 16 in 4.4 above). These plots reveal several interesting findings about the linguistic
characteristics of individual registers, and about the patterns of variation among university

registers. In the following subsections, we consider each of these dimensions in turn.
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INVOLVED

50 + SERVICE ENCOUNTERS
| OFFICE HOURS, STUDY GROUPS
| LABS

45 +
|
|

40 +
|
|

35 +
| CLASSROOM MANAGEMENT
|

30 +
| CLASSROOM TEACHING
|

25 +
|
|

20 +
|
|

15 +
|
|

10 +
|
|

5 +
|
|

0 +
|
|

5+
|
|

-10 +
| COURSE MANAGEMENT
|

-15 +
| COURSE PACKS
| TEXTBOOKS

-20 + INSTITUTIONAL WRITTEN MATERIAL

INFORMATIONAL

Note: F=401.3, df = 9,453, p < .001, "= .889

Figure 4. Mean scores of registers along Dimension 1 involved versus informational
production.
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5.1.1. University registers along Dimension 1. involved versus informational production.
The distribution of university registers along Dimension 1 is surprising. Previous MD studies
have interpreted Dimension 1 as a reflection of two underlying functional considerations:
(inter)personal versus informational primary purpose, and real-time versus careful production
circumstances. The 1988 study of general spoken and written registers showed considerable
overlap among registers along this dimension, reflecting the complex interplay of these factors.
For example, prepared speeches (spoken) and fiction (written) both had Dimension 1 scores
around 0.0 (see Biber, 1988, p. 128).

In contrast, spoken and written university registers are completely polarized along
Dimension 1. All written registers have large negative scores, showing that they are extremely
informational in purpose and produced under highly controlled and edited circumstances.
Interestingly, “institutional writing” has this same characterization, even though this category is
composed of nonacademic texts like brochures and university catalogs.

On the spoken end, all university registers have highly “involved” scores, reflecting their
frequent use of features like present tense verbs, private verbs, first and second person pronouns,
and contractions. The most surprising of these is classroom teaching, which has a notably
involved rather than “informational” characterization. This finding suggests that classroom
teaching, at least in U.S. universities, is much more involved/interactive and less fully scripted
than prepared speeches (including formal lectures). While prepared speeches are carefully
scripted ahead of time and have a relatively informational characterization along Dimension 1,
classroom teaching is more spontaneous and therefore characterized by a greater use of features
marking personal involvement and real-time production.

5.1.2. University registers along Dimension 2: narrative versus nonnarrative concerns.
Figure 5 shows only minor register differences along Dimension 2, in contrast to those shown
along Dimension 1. For the most part, all university registers are characterized by the absence of
narrative features. The written registers — especially institutional writing and course
management — have especially large negative scores, representing an extreme absence of

narrative features.
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Figure 5. Mean scores of registers along Dimension 2: narrative versus nonnarrative
concerns.
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The absence of narrative features in textbooks is surprising, given the widespread
perception that textbook authors from many disciplines rely heavily on narratives. However, this
finding agrees with earlier MD studies of disciplinary writing (especially Conrad, 2001; see also
Biber, Conrad, & Reppen, 1998, pp. 158-63), which have shown that even disciplines with a
focus on the past do not typically rely on narrative discourse as the norm in textbooks. That is,
although these textbooks do include some narrative recounts written entirely in the past, it is
much more common to find present tense discussions of implications. The narrative sections tend
to be perceptually salient, but they do not actually account for much of the total discourse in
university-level textbooks. (In contrast, Reppen, 2001, shows that elementary school social
studies textbooks are much more narrative in general; see also Biber, Conrad, & Reppen, 1998,
pp. 180-88.)

In contrast to the norms for written registers, spoken university registers — especially
study groups, office hours, and labs — show a greater tendency to use narrative features to some
extent, resulting in Dimension 2 scores closer to 0.0. These scores reflect a mixing of purposes in
these registers, including discussion and explanation of academic topics coupled with a
recounting of past classroom teaching.

5.1.3. University registers along Dimension 3: situation-dependent versus elaborated
reference. Dimension 3, plotted in Figure 6, is similar to Dimension 1 in that it defines an
absolute polar distinction between written and spoken registers. Positive scores along this
dimension represent a frequent use of time and place adverbials, reflecting “situation-dependent
reference,” while large negative scores represent the frequent use of WH relative clauses, phrasal
coordination, and nominalizations, interpreted as “elaborated reference.”

Spoken university registers rely heavily on situation-dependent language, including the
dense use of pronouns (e.g., it, and demonstrative pronouns like this, those) and generalized
nouns (e.g., thing). In addition, these registers frequently use adverbs and other adverbials that

make direct reference to the time and place of the speech event.
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Figure 6. Mean scores of registers along Dimension 3: situation-dependent versus
elaborated reference.
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At the other extreme, written registers, like textbooks and course packs, are characterized
by a dense use of relative clauses and phrasal coordination, reflecting styles of referring that are
minimally dependent on the situational context. Interestingly, institutional writing is by far the
most “elaborated” register along this dimension. Text Sample 1, from an anthropology Web

page, illustrates the dense use of these features.

Text Sample 1: Institutional Written Material (Department of Anthropology
Program Description; otcatc.ant)

[Relative pronouns are marked in bold, underscored; Phrasal coordination is given in italics.]

The Master of Arts program in Anthropology is designed for students whe plan to
continue their graduate studies in anthropology at the Ph.D. level as well as for students who
plan to pursue any of the numerous opportunities for graduate anthropologists, such as in private
research, foreign service, education, and government.

The program centers on a core of general requirements designed to provide each student
with a graduate level exposure to the broad discipline of anthropology, with an emphasis on
general methodology and the ways in which problems are conceptualized and approached in at
least three of the interrelated subdisciplines. [...]

[...] After the graduate interview, the student forms his/her Thesis Committee,

WHICH is composed of a graduate advisor and at least one additional member of the
Anthropology faculty.

It is noteworthy that institutional writing is marked as the most “literate” register
along both Dimension 1 and Dimension 3, reflecting an extremely dense concentration of
complex nominal constructions: features like nouns, attributive adjectives, prepositional

phrases, and technical vocabulary on Dimension 1, and WH relative clause constructions
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on Dimension 3. This register is, in a sense, the “front door” to the university: The texts that all
students must read to understand the procedures and requirements of university programs. It is,
therefore, disturbing that these texts should be more structurally complex than the actual content
taught in university courses. This finding gives surprising linguistic support to the old saw about
university catalogs: “If a student can read it, admit the student. If the student can understand it,
give that student a degree.

5.1.4. University registers along Dimension 4. overt expression of persuasion. The defining
features on Dimension 4 include several modal and semimodal verbs related to prediction (e.g.,
will, would, be going to) and necessity (e.g., must, should, have to). In addition, this dimension
includes suasive verbs (e.g., command, demand, insist) and conditional subordination. These
co-occurring features have been interpreted as reflecting an overtly persuasive style. Registers
like newspaper editorials use these features to a greater extent than do other registers, but in most
previous MD studies no register is especially marked for these co-occurring features.

In contrast, Figure 7 shows that all spoken university registers use these features
relatively frequently, and two of these registers are especially marked for their dense use:
classroom management and office hours. In addition, written course management shows a dense
use of these features. What these registers seem to have in common is their focus on behavior
modification: trying to persuade students to perform required tasks according to course

specifications. Text Sample 2 illustrates these features in a discussion of a course assignment.
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Figure 7. Mean scores of registers along Dimension 4: overt expression of persuasion.
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Text Sample 2: Class Management (Engineering; in-class discussion of course
assignment; engcslegrhn217.txt)

[Modal verbs are marked in bold, underscored.]

Teacher:

Student:

Teacher:

Student:

Teacher:

Student:
Teacher:
Student:

[laughter]

OK now the presentation in here [clears throat] [four unclear syllables] will
be next week Wednesday.

And

And OK here's what you're gonna have to do — you’re gonna have to show
either using the navigation tool or use the story board type Powerpoint
presentation to show how you designed and set up your system board, alright?
[whistling]

You know what your (flows) are which windows are gonna come up
whether you chose to use primary verses secondary dialogs and why.

Maybe that should be my PowerPoint

What?

Maybe [five unclear words]

[instructor and students talking at the same time]

Teacher:

Student A:
Student B:
Teacher:

[laughter]

And then after you show that then you’re gonna have to bring your model
up and show it running right? Somewhat that is and uh

You have to have a model.

Somewhat

Yeah
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5.1.5. University registers along Dimension 5: impersonal style. Dimension 5 is composed
of passive constructions, including main clause verb phrases and postnominal modifiers, along
with certain kinds of connecting words. Similar to the patterns observed along Dimensions 1 and
3, Figure 8 shows an absolute distinction between spoken and written registers along Dimension
5: All spoken registers are marked by the absence of these passive constructions, while all

written registers use passive features frequently; they are especially common in textbooks.
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Figure 8. Mean scores of registers along Dimension 5: nonimpersonal versus impersonal
style.

76



Surprisingly, these constructions are also common in institutional writing and in course
management writing, which typically adopt an institutional rather than personal voice. Thus,
references to students, the instructor, or the program administrator are often omitted, while the
requirements, expectations, or other entities being influenced are fronted to subject position.

For example:

Examples from a department Web page:

The Master of Arts program in Anthropology is designed to ...
When further information is required ...

Academic support is provided ...

The groups are organized by the Center ...

Examples from a course syllabus:

The outline provided ...

The order topics will be covered ...

Students are expected to come to class prepared ...
Absences should be justified ...

Your homework should be done with pride and submitted on time.

5.1.6. Multidimensional differences across disciplines and levels. Tables 20 and 21
provide descriptive statistics for the five dimension scores of classroom teaching and textbooks
across academic disciplines (Table 20) and levels (Table 21). Tables 22-25 summarize the results
of ANOVA tests of these mean differences. Tables 22 and 23 show that there are significant
differences for most dimensions among academic disciplines, within both classroom teaching
and textbooks. However, these differences are generally not very strong, with ° values ranging
from .06 to .36 (6% to 36%). Differences across levels are even less important (Tables 24 and

25), with all dimensions being nonsignificant except Dimension 5 for textbooks.
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Table 20

Descriptive Statistics for Classroom Teaching and Textbooks by Discipline

Dimension 1: Involved versus Informational Production

Dimension 2: Narrative versus Nonnarrative Concerns
Dimension 3: Situation-dependent versus Elaborated Reference

Dimension 4: Overt Expression of Persuasion

Dimension 5: Nonimpersonal versus Impersonal Style

Dim Discipline Classroom teaching Textbooks
Mean SD Mean SD
1 Business 33.3958 11.4157 -15.3192 6.5273
Education 29.5925 8.9060 -10.5583 7.2675
Engineering 29.5393 10.3706 -16.9389 2.5622
Humanities 27.5781 10.2165 -16.2339 8.2272
Nat. Sci. 24.9760 10.0419 -18.8972 3.8659
Soc. Sci. 27.3711 10.8059 -18.7825 5.1699
2 Business -1.4958 1.3813 -3.1800 1.0388
Education -0.7369 0.8385 -1.1250 3.0422
Engineering -2.3480 1.0175 -4.4322 0.6704
Humanities -0.6587 1.0128 -1.6700 1.7250
Nat. Sci. -2.4680 0.5660 -3.8228 1.0047
Soc. Sci. -0.8908 0.8244 -2.9217 0.9164
3 Business 3.6425 1.8751 -6.5700 2.2421
Education 1.6444 2.0084 -4.8983 4.1576
Engineering 4.5703 2.5611 -5.9456 1.8311
Humanities 1.4942 2.2867 -6.3033 3.4560
Nat. Sci. 4.6684 1.3425 -4.8089 2.6598
Soc. Sci. 1.6487 2.7049 -6.5446 2.4460
4 Business 2.7911 1.7362 0.1408 2.1345
Education 1.2381 1.7950 -0.4833 2.0079
Engineering 4.2827 2.3973 -1.3589 1.2365
Humanities 1.2784 2.5883 -1.8256 2.7293
Nat. Sci. 1.8976 2.1090 -2.7294 1.4128
Soc. Sci. 0.7545 2.0127 -2.5704 1.6233
5 Business 1.3447 0.8493 -3.8733 2.3406
Education 1.3919 0.5031 -2.0833 2.1484
Engineering 1.2783 1.0541 -6.3233 1.5396
Humanities 1.0623 0.7550 -2.3533 1.3637
Nat. Sci. 1.2172 0.8341 -4.7789 2.2460
Soc. Sci. 0.8526 1.1470 -3.8033 1.9856
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Table 21
Descriptive Statistics for Classroom Teaching and Textbooks by Level

Dimension 1: Involved versus Informational Production
Dimension 2: Narrative versus Nonnarrative Concerns
Dimension 3: Situation-Dependent versus Elaborated Reference
Dimension 4: Overt Expression of Persuasion

Dimension 5: Nonimpersonal versus Impersonal Style

Dim Level Classroom teaching Textbooks
Mean SD Mean SD
1 Lower division 28.8441 11.5254 -16.1932 6.6396
Upper division 28.4128 11.0915 -17.2846 5.8793
Graduate 29.5606 9.2620 -17.5932 6.0119
2 Lower division -1.2085 1.2559 -2.4504 1.8685
Upper division -1.5528 1.1721 -2.9136 1.7079
Graduate -1.4998 1.2403 -3.3419 1.2597
3 Lower division 3.4496 2.7835 -5.3239 2.7028
Upper division 2.8024 2.6605 -5.5700 2.7894
Graduate 2.6436 2.2079 -6.8968 2.7371
4 Lower division 2.3013 2.5059 -1.9543 2.0862
Upper division 1.7079 2.2187 -1.5614 2.3516
Graduate 2.3454 2.6430 -1.8929 2.0124
5 Lower division 1.1372 0.9298 -2.9179 2.3578
Upper division 1.1092 0.9619 -4.0746 1.8724
Graduate 1.2704 0.8792 -4.5084 2.2811
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Table 22

ANOVA Results for Classroom Teaching Across Disciplines

Dimension | | F= 231 |df=5,170 |p<.05 |~ =.064
Dimension2 | F=17.81 |df=5,170 p <.001 =345
Dimension3 | F=13.17 |df=5,170 |p<.001 |~=.279
Dimension4 | F=1147 |df=5,170 |p<.001 | =.253
Dimension5 |F= 153 |df=5,170 n.s.

Table 23

ANOVA Results for Textbooks Across Disciplines
Dimension 1 | F=2.51 df=5,81 p<.05 |r~=.134
Dimension2 | F=9.09 df=5,81 p<.001 |~=.2362
Dimension3 | F=1.17 df=5,81 n.s.
Dimension4 | F=4.65 |df=5,81 p<.001 |r*=.223
Dimension 5 | F=6.77 |df=5,81 p<.001 |7*=.295

Table 24

ANOVA Results for Classroom Teaching Across Levels

Dimension 1
Dimension 2
Dimension 3
Dimension 4
Dimension 5

F= .17
F=1.34
F=1.48
F=1.36
F= 48

df=2,173
df =2,173
df =2,173
df=2,173
df=2,173

n.s.

n.s.

n.s.

n.s.

n.s.

Table 25

ANOVA Results for Textbooks Across Levels

Dimension 1
Dimension 2
Dimension 3

Dimension 4

Dimension 5

F= 41
F=223
F=2.384
F= .27
F=411

df=2,84
df =2,84
df =2,84
df =2,84
df=2,84

n.s.
n.s.
n.s.
n.s.

p<.05

=089
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These findings show that mode and register are much stronger predictors than academic
discipline or level of linguistic variation in the university. In fact, to a large extent, discipline and
level simply do not matter. This is especially true of level: Students encounter generally the same
structural linguistic features, regardless of their level of study. In contrast, the preceding sections
have documented the extensive differences among registers, and the even larger differences
between the spoken and written modes. That is, regardless of specific purpose or subject matter,
the physical mode of production seems to be by far the most important predictor of linguistic
variation for university texts.

There are obviously other linguistic differences not captured by the analysis here. In
particular, we expect that more detailed investigations of vocabulary and the extent of assumed
technical background knowledge will reveal important differences across disciplines and levels.
These differences might be even sharper if considered across specific academic disciplines (e.g.,
biology, philosophy, sociology), rather than comparing macrodisciplines as we do here (i.e.,
humanities, natural sciences, etc.). Despite these caveats, the MD analysis reported here shows a
surprising leveling of linguistic form used in classroom teaching and textbooks, with few

structural differences across disciplines and levels.

5.2. Multidimensional Patterns of Variation Among University Registers, Based on the New
T2K-SWAL Factor Analysis
(The analyses and descriptions presented in this section are taken from Biber [2003].)

Figures 9-12 present the mean dimension scores for each of the university registers with
respect to the four factors identified in the new T2K-SWAL factor analysis (see 4.5 above). The
present section offers a brief functional interpretation of these four dimensions, followed by a
comparison of the overall dimensional structures for the T2K-SWAL and the 1988 analyses,
discussing possible reasons for observed similarities and differences.

As in all previous MD analyses (synchronic and diachronic; English and other languages;
see Biber 1995, Conrad & Biber, 2001), the first dimension of the present analysis is composed
of many linguistic features associated with a fundamental oral/literate opposition (see Tables 17

and 18 in 4.5 above).
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The positive features on Dimension 1 are associated with several major functional
domains, including interactiveness and personal involvement (e.g., first and second person
pronouns, WH questions), personal stance (e.g., mental verbs, that clauses with likelihood verbs
and factual verbs, factual adverbials, hedges), and structural reduction and formulaic language
(e.g., contractions, that omission, common vocabulary, lexical bundles). In contrast, the negative
features are associated mostly with informational density and complex noun phrase structures
(frequent nouns and nominalizations, prepositional phrases, adjectives, and relative clauses)
together with passive constructions.

Figure 9 shows that all spoken registers in the T2K-SWAL Corpus have large positive
scores on this dimension, while all written registers have large negative scores. This distribution
is surprising given the major differences in purpose and planning across registers. That is, it
might be expected that the informational spoken registers — especially classroom teaching —
might exploit the same styles of informational presentation as textbooks. However, with respect
to Dimension 1 features, this is clearly not the case. Instead, we see a fundamental opposition
between the spoken and written modes here, regardless of purpose, interactiveness, or other

preplanning considerations.
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(Figure 9 continued)
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Figure 9. Mean scores of university registers along T2K-SWAL Dimension 1: oral
versus literate discourse.
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(Figure 10 continued)
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Figure 10. Mean scores of registers along T2K-SWAL Dimension 2: procedural versus
content-focused discourse.
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In contrast, Dimension 2 cuts directly across spoken/written differences. This dimension
is interpreted as “procedural vs. content-focused discourse.” Figure 10 shows that the registers
with large positive scores on this dimension all deal with the rules and procedures expected in
university settings, some in speech (classroom management, service encounters, and office
hours) and some in writing (course management and institutional writing). At the other extreme,
course packs and textbooks have an almost exclusive focus on informational content. Classroom
teaching and study groups have intermediate scores here because they more commonly combine
the two concerns. Table 18 shows that the linguistic features associated with “procedural
discourse” include modal verbs, second person pronouns, causative and conditional adverbial
clauses, and to clauses with verbs of desire (e.g., want). “Content-focused” features include rare
vocabulary (adjectives, nouns, adverbs, and verbs) and simple occurrence verbs.

Dimension 3 seems to be associated with a narrative orientation, reflected by features like
third person pronouns, human nouns, communication verbs, and past tense. However, it is less
clear why features like that clauses, mental nouns, and verbs co-occur with these other features.
Similar to Dimension 1, the distribution of registers along Dimension 3, plotted in Figure 11, is
strongly associated with the spoken and written modes: Spoken university registers are
consistently more “narrative” than related written registers. Interestingly, the management
registers are the least “narrative” within each mode.

Finally, Dimension 4 seems to be associated with academic styles of stance. The
linguistic features defining this dimension include stance adverbials (factual, attitudinal, and
likelihood) and that clauses controlled by stance nouns (e.g., the fact that...). Figure 12 shows
that these features are used primarily in the instructor-controlled spoken registers: classroom
management, classroom teaching, and office hours. All written university registers are
characterized by the absence of these features, as are the student-centered spoken registers (labs,

study groups, and service encounters).
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(Figure 11 continued)
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Figure 11. Mean scores of registers along T2K-SWAL Dimension 3: narrative orientation.
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Figure 12. Mean scores of registers along T2ZK-SWAL Dimension 4: academic stance.
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Two of these dimensions are also associated with important differences across academic
disciplines. Figures 13 and 14 plot the dimension scores for each discipline in classroom
teaching and textbooks. Figure 13 shows that Dimension 2 (procedural vs. content-focused
discourse) distinguishes sharply between two technical disciplines: Engineering is procedural in
orientation (in both speech and writing), and natural science is by far the most content focused.
Business and education also show a strong tendency to favor procedural styles.

In contrast, Figure 14 shows that engineering and natural science are very similar in
favoring nonnarrative styles along Dimension 3, in both speech and writing. At the other
extreme, education, humanities, and social science are all much more likely to use narrative

styles in classroom teaching and in textbooks.
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