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Overview

• A Skeleton-Based Model for Promoting Coherence Among 
Sentences in Narrative Story Generation(EMNLP 2018)

• Plan-And-Write: Towards Better Automatic Storytelling(AAAI 
2019)

• Strategies for Structuring Story Generation(ACL 2019)



Problem Definition

• Input: a prompt

• Output: a story

• Key aspects: Fluency, relevance, coherence

• These three paper all use Intermediate representation:
• Key phrases
• Keywords
• SRL





Introduction
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• The connection among sentences is mainly reflected through key phrases, 
such as predicates, subjects, objects and so on. The other words (e.g., 
modifiers) not only are redundant for understanding semantic dependency, 
but also make the dependency sparse. 



Method
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• A skeleton-based generative 
module.
• An input-to-skeleton component. 

• A Seq2Seq structure with a hierarchical 
encoder and an attention-based decoder.

• A skeleton-to-sentence component.
• A Seq2Seq structure. Both the encoder and 

the decoder are one-layer LSTM networks 
with the attention mechanism. 

• A skeleton extraction module.
• A Seq2Seq structure.
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Experiment
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• The differences between the existing state-
of-the-art models are within 0.07, while the 
proposed model supersedes the best of them 
by 0.13.

• In terms of coherence, the proposed model is 
better than all the existing models. 

• Overall, the proposed model is arguably 
better than the existing models in that it 
achieves a balance between coherence and 
fluency.

• The generalized templates can constrain the 
search space in generation and the model 
achieves higher fluency by loss of expressive 
power. GE-Seq2Seq model does not learn 
the dependency among sentences effectively.



Experiment
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• With reinforcement learning, the BLEU score 
significantly overpasses the Seq2Seq model 
by 40%.

• The slight improvement with the skeleton 
extraction module in BLEU reflects as the 
decreases in both fluency and coherence. 

• The style of the dataset for pre-training the 
skeleton extraction module is very different 
from the narrative story dataset.

• The Seq2Seq model beats the existing state-
of-the-art models (DE-Seq2Seq and GE-
Seq2Seq) in human evaluation and 
automatic evaluation. It is mainly attributed 
to the oversimplification of sentences.



Experiment
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• It is expected that the irrelevant scenes make 
up most of the errors.

• In addition, there are several examples that are 
hard to be understood due to chaotic syntax. 

• For the type of chaotic timeline, the model 
neglects the time order of scenes and the 
generated stories goes backward in time.

• The repeated scenes mean that the generated 
stories just describe the input again.



Summary
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• Different from traditional models, the proposed model first generates a 
skeleton that contains the key information of a sentence, and then expands 
the skeleton to a complete sentence.

• The models are all scored below 6 in coherence, meaning that there is still a 
long way to go before the generated stories satisfy the requirement of 
humans. 

• The above errors show that there are many dimensions in coherence, 
including scene-specific relevance, temporal connection, and non-
recurrence. 



Summary
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• Advantage
• The intermediate representation can better capture the relationship 

between the sentences.
• The key phrase is a effective intermediate representation.
• Jointly learning intermediate representation and story generation is a 

good strategy.

• Question
• Is there a better intermediate representation.





Introduction
Plan-And-Write: Towards Better Automatic Storytelling(AAAI 2019)

• In poetry composition, Wang et al. [2016] 
provides a sequence of words to guide 
poetry generation. 

• In conversational systems, Mou et al. [2016] 
takes keywords as the main gist of the reply 
to guide response generation.

• We take a similar approach to represent a 
story plot with a sequence of words. 
Specifically, we use the order that the words 
appear in the story to approximate a storyline.



Method
Plan-And-Write: Towards Better Automatic Storytelling(AAAI 2019)

• Dynamic Schema, it generates the next word in the storyline and the next 
sentence in the story at each step. 

• Static Schema, it first generates a whole storyline which does not change 
during story writing. 
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Experiment
Plan-And-Write: Towards Better Automatic Storytelling(AAAI 2019)

• Both dynamic and static schema significantly outperform their counterpart 
baseline in all evaluation aspects.



Experiment
Plan-And-Write: Towards Better Automatic Storytelling(AAAI 2019)

• We can see that the static schema generates 
storylines with higher BLEU scores.

• The  baselines  without  planning components tend 
to generate repetitive sentences that do not exhibit 
much of a story progression. 

• In contrast, the plan-and-write methods can 
generate storylines that follow a reasonable flow, 
and thus help generate coherent stories with less 
repetition. 

• The three major problems are: off-topic, repetitive, 
and logically inconsistent.



Summary
Plan-And-Write: Towards Better Automatic Storytelling(AAAI 2019)

• The static schema performs better than the dynamic schema because it plans 
the storyline holistically, thus tends to generate more coherent and relevant 
stories.

• We plan to extend the exploration to richer representations, such as entity, 
event, and relation structures, to depict story plots. 

• we will explore the storyline induction and joint storyline and story 
generation to avoid error propagation in the current pipeline generation 
system. (last paper have done!)





Introduction
Strategies for Structuring Story Generation(ACL 2019)

• Stories exhibit structure at multiple levels. 
While existing language models can 
generate stories with good local 
coherence, they struggle to coalesce 
individual phrases into coherent plots or 
even maintain consistency of the 
characters throughout the story. 

• One reason for this failure is that classical 
language models generate the whole 
story at the word level, which makes it 
difficult to capture the high-level 
interactions between the plot points.



Method
Strategies for Structuring Story Generation(ACL 2019)

• Our approach breaks down the generation process in three steps: modelling 
the action sequence, the narrative, and then entities (such as story 
characters).

• To decompose a story into a structured form that emphasizes logical 
sequences of actions, we use Semantic Role Labeling (SRL). SRL identifies 
predicates and arguments in sentences, and assigns each argument a 
semantic role.

• To model entities, we initially generate a version of the story where different 
mentions of the same entity are replaced with placeholder tokens. 

• Finally, we re-write these tokens into different references for the entity, 
based on both its previous mentions and global story context.



Experiment
Strategies for Structuring Story Generation(ACL 2019)

• Generating the SRL structure has a lower 
negative loglikelihood and so is much 
easier than generating either summaries, 
keywords, or compressed sentences — a 
benefit of its more structured form. 



Experiment
Strategies for Structuring Story Generation(ACL 2019)

• Our decomposition using the SRL 
predicate argument structure improves 
the model’s ability to generate diverse 
verbs. 

• Adding verb attention leads to further 
improvement.



Experiment
Strategies for Structuring Story Generation(ACL 2019)

• Generated entities are often generic 
names such as John. In contrast, our 
proposed decompositions generate 
substantially more unique entities.

• Our full model produces more non-
singleton coreference chains, suggesting 
greater coherence, and also gives 
different mentions of the same entity 
more diverse names.



Summary
Strategies for Structuring Story Generation(ACL 2019)

• We proposed an effective method for writing short stories by 
separating the generation of actions and entities.

• Generating the SRL structure is much easier than generating 
either summaries, keywords, or compressed sentences — a 
benefit of its more structured form. 



Summary
A Skeleton-Based Model for Promoting Coherence Among Sentences in Narrative Story Generation(EMNLP 2018)

• These three paper all use Intermediate representation.
• Keywords, key phrases, and SRL.

• The intermediate representation helps abstract the sentence and 
capture the relationship between the sentences better.

• A good intermediate representation, neither too simple (keywords) 
nor too complicated.

• In addition to the relationship between sentences in corpus, we 
also need to consider the relationship behind sentences. 
(knowledge)
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