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Abstract 
     

The successful implementation of a new software 

system at any organization requires identification 

and management of risks as well as insight into the 

decision-making process throughout the information 

system lifecycle. Risk assessment of software systems 

aids in planning, implementation and adoption stages 

and helps identify potential problems before they 

occur. This study utilized a qualitative case study 

method and an interview design for data collection to 

gather, organize and make sense of key stakeholders’ 

perceptions of risk for decision making in the 

implementation of a new department-wide 

computerized system. Top stakeholder risks identified 

include executive sponsorship support; adoption of 

the new technologies and processes; and 

interoperability. The results of the analysis of 

perceptions of risks allowed the organization and the 

team responsible for the implementation of the new 

system to make decisions about mitigating strategies 

aligned with stakeholders’ expectations; forecast 

potential issues within the implementation timeline 

based on activities associated with identified risks; 

and make implementation and process decisions 

based upon the risk assessment. This study extends 

the research on IT risk management and decision 

making by demonstrating the utility and efficacy of a 

qualitative case study method for eliciting the 

information needed from stakeholders in order to 

make decisions regarding system implementation, 

specifically in an organization that lacks the 

appropriate risk management maturity level to 

conduct an exhaustive quantitative analysis of risks 

associated with the project. 
 

 

1. Introduction  

 
    This paper describes how a qualitative approach 

for assessing and evaluating risks in order to inform 

decision making and risk response benefited a 

manufacturing organization during and after the 

implementation of a new department-wide software 

system. The purpose of the system was to move the 

organization out of a paper-based manufacturing 

process and into managing their production process 

via automated workflows able to control the 

execution of the manufacturing steps. The 

organization implementing the system could be 

characterized as highly concentrated on achieving 

excellence in their core competencies. Such core 

competencies, as identified by company executives, 

fell within the quality assurance and manufacturing 

areas, with the latter being the actual owner of the 

system, making the project a department-wide 

implementation. Nevertheless, the scope of the 

system required the establishment of a cross-

functional implementation team to ensure that cross-

departmental processes were considered when 

configuring the software solution.  

    The risk assessment for this study identified risks 

associated with the new information system, 

hereinafter referred to as “the system”.  Risks 

associated with the system were based on perceptions 

from areas of business such as Manufacturing, 

Information Technology (IT), Quality Assurance 

(QA), Supply Chain, Process Controls, and 

Management. Traditionally, risk assessments for 

software implementation projects are performed 

utilizing a variety of quantitative methods. In the case 

of the organization being studied, there was a lack of 

expertise in performing such assessments, in 

particular for software projects. Using a qualitative 

method allowed the implementation team access to 

key organizational representatives of the areas being 

affected by the system.  

 

    This paper is organized into six sections: section 

one includes an introduction to the paper in general 

and this information system implementation project 

specifically; section two provides a brief literature 

review; section three describes the methodology; 
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section four presents results; section five analyzes 

and discusses the interviews and identified risks, and 

details the risk-informed decision making process 

that resulted from this work; section six presents 

limitations; and section seven presents contributions 

and concluding remarks.    

 

 

1.1 Description of the Information System 

Implementation Project 

 
    The main goal of the project was to improve 

productivity and reduce cycle-time in the total time to 

produce a manufacturing order. Automating the 

process of controlling manufacturing records would 

optimize production activities within the organization 

and most likely bring additional synergies when 

interacting with external manufacturers. The potential 

benefits identified during the development of the 

business cases were, among others, increased 

productivity, savings in labor costs, enhanced 

management capabilities, shorter reaction time to 

changing market conditions and higher availability of 

manufacturing information throughout the 

organization.  

    The proposed approach was to find a best of breed 

solution that could be integrated into the 

organization’s current technology landscape and long 

term business and IT strategy.  A transformative 

initiative like this required the establishment of a 

governance body that included members of the 

leadership team acting as executive sponsors as well 

as active members of a steering committee. A project 

manager from the IT department was in charge of the 

formal management of the project across the areas of 

the organization needed in the definition and 

execution of the project deliverables.  

    As part of the management of the project, a 

comprehensive project timeline was produced, which 

listed a 17-month implementation strategy that 

included the definition of user and functional 

requirements, definition of interfaces with other 

existing applications, unit, system and integration 

testing phases and a final user acceptance testing 

phase followed by a month-long deployment into the 

production environment. The effort was divided into 

phases as per project management best practices:  

 a planning phase where high-level 

requirements were gathered, vendors were 

screened and selected and budgets were 

submitted for approval  

 an implementation phase to design and 

configure the system  

 a testing and deployment phase  

The interviews for this paper were conducted 

between the end of the planning phase and the 

beginning of the implementation phase. 

     

2. Literature Review 

 
2.1. Risk Management for IT Projects 

 
Risks are classified as events that have adverse 

outcomes. Risk management is a process involving 

assessment, response and mitigation that can help 

prevent risk from occurring, as well as minimize 

damage and contain the cost of recovering from risk, 

if risk does occur [1]. While risk can never be 

entirely eliminated from a system, performing risk 

assessment aids in identifying current or potential 

risks associated with the implementation and 

operation of a computerized system in a given 

organization [2]. Additionally, it can provide 

strategies to manage identified risks at a level that is 

acceptable for the organization [3]. Risks are 

assessed by examining magnitude and likelihood [1, 

3, 4], and risk response involves the organization 

creating and implementing both preventative and 

corrective controls to ensure risk is minimized [5]. 

Additionally, risk mitigation acts to introduce 

controls that reduce potential risks within a system, to 

address risks and generate solutions to reduce and 

resolve threats [6]. 

Risk management within IT systems is vital to 

ensure that systems operate within specific 

performance and computational accuracy thresholds 

previously agreed upon in the form of user 

requirements and made official via Service Level 

Agreements (SLAs) [2, 3]. Generally speaking, 

managing risks in a software implementation project 

is a three phase process. Each of these phases may 

present different types of risks and, accordingly, 

different methods for managing them [7] .   

The objective of a risk analysis and identification 

process is to provide information to facilitate the 

decision making process related to the 

implementation of risk management strategies 

whether it is acceptance, elimination or reduction [8]. 

Traditionally, risk assessments for software 

implementation projects rely heavily on a variety of 

quantitative methods [9-11] that concentrate on the 

risk analysis and mitigation efforts to project-specific 

deliverables or processes, which lead to a project-

specific decision-making modeling [12]. 

Nevertheless, software implementation projects 

produce business-specific (operational) risks that 

should be quantified and, if needed, managed [9, 13]. 

To that end, research has demonstrated that involving 
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business subject matter experts (SMEs) positively 

impacts the performance of the implementation team 

and creates a sense of ownership for the SMEs when 

they perceive the system as their own creation [14]. 

Appropriately addressing user (SMEs) perceptions of 

risk have been linked to increased levels of alignment 

across the business as well as higher levels of 

organizational awareness [14]. 

    The field of risk assessment and decision making 

is multifaceted and the processes multidisciplinary, 

which must be taken into account when considering a 

scientific platform and/or framework for risk [15]. 

Many theories explaining risk and decision making 

form the foundation of quantitative studies for risk 

analysis and management, including decision theory, 

the behavioral view of risk, and the real options view 

of risk [16-18]. While many consider quantitative 

risk assessment (QRA) the method for estimating and 

quantifying risk, one must also consider that “societal 

risk decision making” – which stems from identifying 

such risks – requires consideration of stakeholders’ 

understandings as well as contextual factors [15]. A 

qualitative risk assessment targets the elicitation of 

such important information (i.e. the answers to 

“what” and “how” questions) and thus provides 

pragmatic grounds for an exploratory method, which 

could also lay the groundwork for theory 

development [19]. 

 

 
2.2. Assessing and Evaluating Risk 

 
    Understandings from the field of education with 

regards to assessment and evaluation can provide a 

theoretical framework for the development of a 

qualitative interview protocol, the collection of data 

on specific risk indicators (assessment) as well as the 

use of the information gathered from these qualitative 

interviews to inform decision making on risk 

management, mitigation, and reduction (evaluation).       

    One approach in education is to separate the 

concept of assessment from testing and grading, and 

understand it as the extent to which one has attained a 

learning goal; and evaluation can be thought of as 

applying that assessment information to inform and 

make decisions [20-22]. For purposes of clarity and 

precision when measuring attainment, broad learning 

goals can be written at very specific levels. 

Specifying (learning) indicators at a fine-grained 

level as opposed to a coarse-grained level [23, 24] 

allows for collection of useful information and thus 

clear and specific measurement of attainment 

(assessment) as well as actionable evaluation (using 

the information to inform decisions) and eliminates 

the potential for confusion that is wrought with 

vague, broad, and general statements/indicators [21, 

25-27]. 

    In applying this educational assessment and 

evaluation perspective to the assessment of risk in an 

IT project, the indicator of the presence of learning 

(i.e. learning goal) can instead be framed in terms of 

an indicator of presence of risk (or, as the case may 

be, the perceived presence of risk). Furthermore, the 

concept of coarse-grained and fine-grained 

information can be applied in terms of broad 

indicators of risk (e.g. issues with document 

maintenance) that can be broken down into more 

specific indicators (e.g. issues with record storage, 

ease of access, maintaining paper records and need 

for backups, among others). As in the field of 

education, collecting this information at such a fine-

grained level can inform decisions (what we will call 

or consider a form of risk evaluation) as much as the 

actual actions. An example of this is users driving 

organizational change management, as discussed in 

the next section.  

 

2.3. Users Driving Organizational Change 

Management 

 
    A determining success factor for the 

implementation of computerized systems is the level 

of readiness achieved by the organization prior to 

deploying the new technology [28, 29]. Such a state 

of readiness is achieved by the appropriate planning 

and execution of an organizational change 

management process [30], which consists of making 

the organization aware of the change, educating users 

and secondary stakeholders on the consequences of 

the change and how to deal with it and creating the 

corresponding mechanisms so that the new status is 

adopted as seamlessly as possible [28, 30]. 

    A specific approach for facilitating organizational 

change consists of involving non-supervisor members 

of the organization in a semi-crowdsourcing mode of 

problem solving, also known as participative 

leadership  [31]. Research has positioned 

participative leadership not only as a generator of 

trust, but as a driver for enhanced organizational 

performance [31] and it is also positively influenced 

by higher degrees of information sharing from 

supervisors [32]. This approach provides subject 

matter experts, acting as subordinates of the project 

leadership team, with intrinsic motivation for finding 

innovative and effective solutions for specific 

organizational needs [30, 33].  

    The inclusion of users (Subject Matter Experts or 

Stakeholders) in the risk management process should 

provide a better understanding of perceived risks 

within the organization [15]. Such risks and their 
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corresponding mitigation could either hinder or 

promote the organizational change management 

process required for the successful implementation 

and eventual maintenance of a transformative 

computerized system [11,15]. Applying an 

assessment and evaluation approach in this context 

helps to frame the change management process in 

terms of specific intended outcomes for said 

processes. Employing assessment at a fine-grained 

level allows identification of specific risks; 

employing evaluation allows us to use the 

information that results from the assessment to make 

decisions in terms of implementation and 

maintenance. One can then gather information as to 

whether the intended outcomes have occurred by 

using evaluation techniques at the program level 

(see, for example, [34] for a discussion of standards 

for program evaluation).  

 

 

 

3. A Qualitative Approach 

 

3.1 Case Study Research Method 
     

    Case studies facilitate the gathering of information 

necessary for making decisions, as well as focusing 

on the factors that influenced decisions within each 

case and then comparing such factors in order to test 

existing theoretical constructs and relationships [35]. 

Traditionally, for software implementation projects, 

risk management is performed by analyzing 

indicators related to the development or 

implementation process – requirements complexity, 

software size, computational complexity and 

interfacing level, among others. By using an 

interview design, indicators of risk (via perceptions) 

can be gathered from a broad range of stakeholders, 

both technical and non-technical, to gain a better 

understanding of concerns regarding the effects of the 

new software on existing processes and computerized 

systems. More specifically, through semi-structured 

interviews [36], the level of flexibility facilitates 

descriptive responses that allow the researcher to 

develop detailed descriptions, integrate multiple 

perspectives, develop holistic descriptions and frame 

hypotheses for quantitative research [37]. 

Furthermore, qualitative interview techniques lend 

themselves to: the ability to generate reliable and 

valid data and reduce bias, such as via consensual 

qualitative research methods [38]; inductive and 

deductive methods of analysis [39]; quantification for 

further analysis [40], as well as laying the 

groundwork for theory development [19]. The 

qualitative approach for this study was chosen based 

on pragmatic grounds as an opportunity to involve 

future end users of the system in the identification of 

risks while gathering their perceptions of the project 

at large. In addition, the lack of in-house knowledge 

on performing quantitative risk assessment and the 

need to keep the timeline unchanged made the 

method ideal for this particular project.  

 
    Participant selection. Interviewees were selected 

based on level of involvement with the 

implementation of the system into the company. The 

total group (N = 27) was selected from 

manufacturing (N = 11), supply chain (N = 1), IT (N 

= 5), quality assurance (QA) (N = 4), process 

sciences (N = 2), and management (N = 4), to 

encompass a wide range of perceptions associated 

with implementation of the system.  

 
    Data collection approach. This case study 

research utilized an interview design for accessing 

and collecting data. Interviews lasted 30 minutes, 

during which time interviewees’ perceptions of risk 

associated with implementation of the system were 

recorded.  

    The interviews were conducted in a semi-

structured manner, with a general set of questions 

prepared, but improvisation was used to obtain more 

specific information based on the subjects’ 

knowledge and experience with the system.  
    For each department, a different set of exploratory 

“what” and “how” questions were used in order to 

elicit the thinking and opinions of each respective 

group [19]. Sample questions included: “What are the 

main risks you feel the system could generate for 

manufacturing that would interfere with the benefits 

of the system?” (Manufacturing); “How will 

implementation of the new system affect the 

functionality of current systems?” (IT); “What could 

be the risks if data integrity is compromised?” 

(Supply chain); “How could implementing the 

system affect compliance?” (Quality Assurance); 

“What are the potential impacts or risks if the system 

is not accurate?” (Process sciences).  
  
    Coding and data processing methods. Interview 

transcripts were reviewed after each interview to 

ensure that the proper meaning of the interviewees’ 

responses were recorded. These interview transcripts 

were broken into smaller units, based on categories 

created to reflect the main ideas of the responses 

gathered. For each interview question asked, the 

number of people surveyed was recorded; this was 

followed by responses to the question in unitized, 

coded form, listing category and subcategory, as well 

as the participant’s identification number and 
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department. Any repetitions of responses or units for 

each person was counted, but not listed as a separate 

response, to allow for more comprehensive data 

analysis and to avoid skewing the data by the 

inclusion of redundant responses. Sorting and coding 

was done by hand to ensure the proper meaning 

behind responses was captured.  

    Categories and subcategories were generated after 

reviewing the data, to ensure main themes were 

accurately captured within the codes; to represent 

different types of risk expressed by employees; and 

to allow for more precise and specific identification 

of risk indicators (assessment) as well as inform the 

resulting decisions for action (evaluation).      

    Categories were broken into types of risk, as well 

as benefits the system can offer and potential controls 

suggested by subjects. Subcategories broke these 

categories down into more fine-grained, specific 

topics, to allow for the analysis to address more 

narrow ideas, which aided in identifying risks by 

eliminating the confusion inherent in broadness and 

generality. Responses were broken into units that 

were then coded based on this category scheme. 

Coded responses were transferred to Microsoft Excel 

spreadsheets and included participants’ identification 

number, department, category, and subcategory of 

code for each question response.  

    Using Excel, responses were analyzed based on 

frequency of response. The coding established for 

categories and subcategories was used to identify 

similar perceptions and establish the frequency of 

similar responses of risk. Data were analyzed for 

frequency of category and subcategory, as well as to 

identify if there were common responses within 

departments. From this analysis, risks were 

identified, based on the most common risk 

perceptions, as well as their potential impact to the 

operations, finances or compliance commitments of 

the company1.   

 

4. Results  
 

4.1. Identifying Common Perceptions of Risks 

– Themes 
 

Overall common perceptions of risks by 

frequency of theme. Based on the thematic 

categorization scheme used, we found that the most 

common perceptions of risk were associated with 

document maintenance, adoption of the system, 

support for the system from the company, and 

                                                 
1 For the complete set of interview questions and categorizations 

for coded responses, please contact the authors at 

mlmeissner@albany.edu.  

connectivity of the new system with existing systems. 

The results of the most commonly occurring main 

categories of risk are found in Figure 1.  

 

 

 
 

Figure 1: Results of overall perceptions of 
risk, based on 27 employees interviewed.  

 

Subcategories for each category presented in 

Figure 1 were also assessed for frequency of 

response. The most common risk perceived from the 

study was the risk associated with record set-up and 

review quality, with 21 out of 27 responses. Risks 

associated with delays to processing time (i.e. the 

performance of the system was suboptimal) was the 

second highest concern, with 16 out of 27 responses.   

The most common perceptions of risk, based on 

27 subjects interviewed, are found in Table 1: Top 

eight most common perceptions of risks from 27 

interviewed. An example of subcategories of risks 

perceived is displayed in Figure 2. Quotations from 

subjects support these perceptions of risks, e.g.: 

  

 Regarding risks associated with delays to 

processing time: “Sites can grind to a halt if [the 

system] is not set up correctly.”  

 Regarding risks to adaptation of business 

practices: “The issue is with [the company] 

adjusting to the system, not the system changing 

to meet what the company does.”  

 Regarding risks to support: “For [the system] to 

be successful, we need the right people, the right 

resources, and support.”  

 Regarding risks associated with data accuracy 

and interoperability “If we are not disciplined in 

data entry in other systems as we are with [the 

new system], it could take down [the new 

system], in terms of reporting incorrect data”  

 

Table 1: Top eight most common 
perceptions of risks from 27 interviewed 
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Risk Perception Number of 

Responses 

Record Set-up/review quality 21 

Delays to Processing Time 16 

Adoption of the system 13 

System Unavailability 12 

Adaptation of business 

practices 

11 

Connectivity to other systems 11 

Lack of experience on-site 10 

Need for backups of system 9 

 

 
 

Figure 2: Results of risks perceived  
 

Common perceptions of risk by department. 

Responses were also analyzed to see if any patterns 

of risk perceptions existed within departments. These 

results are shown in Figure 3. IT was most concerned 

about support from the company for the project. 

Manufacturing was most concerned about risks 

regarding adoption of the system and risks to 

document maintenance. Management was focused on 

the top four categories of support, connectivity, 

adoption of the system, and document maintenance. 

QA was most concerned about document 

maintenance risks and potential impacts to 

production. 

 

 
 

Figure 3: Results of main categories of 
risk perception by department.  

 

Common perceptions of benefits. Participants 

(N = 24) were also interviewed regarding the 

perceived benefits that the new system would offer 

the company. The responses indicate that reduction in 

production time and reduction in work were the most 

common perceptions. The results are shown in 

Figure 4. A breakdown of benefits by department is 

in Figure 5. Employees interviewed in manufacturing 

responded most frequently that the system would 

increase accuracy. In IT, the most common 

perception of benefits was a reduction in production 

time and work. In QA, the common perception was 

that the system would allow for an increase in 

compliance. 

 

 
Figure 4: Results for perceptions of 
benefits for the new system. 

 

 
Figure 5: Results for perceptions of 
benefits, by department.  

 

5. Discussion 

 
From this study, the main risks to implementing 

the new system revolved around document 

maintenance, adoption of the system, support from 

the company in the form of executive sponsorship 

and connectivity of the new system with other 

existing software systems, i.e. interoperability of the 

new software. These perceptions of risk stemmed 

from the level of involvement of the interviewees 

with the implementation of the software system, as 

well as experience and knowledge of the software 
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package. The results of this study suggest that the 

most common perceptions of risk also pose as the 

most impactful in the minds of the interviewees. 

Nevertheless, adoption, executive sponsorship and 

interoperability with extant applications have 

previously been negatively associated with the 

successful implementation and subsequent 

maintenance of large software projects [29]. 

From the analysis of frequency of perceptions of 

risk by department, certain patterns arose regarding 

perceptions of risk. For manufacturing, the main 

concerns of risks focused on operational 

(manufacturing of the company’s main products) 

impacts and adoption of the system. IT had the 

largest frequency of responses of risk perceptions 

regarding support for the system, as IT’s function 

would be to ensure that the operation of the system 

complies with the service level agreements in place 

between the operational areas of the business and IT. 

Results related with the Quality Assurance (QA) area 

were risks to document maintenance, which is key to 

the organization since the vast majority of their 

standard operating procedures, work instructions and 

many other compliance-related artifacts are paper 

based and would need to be maintained even during a 

period of time where system and paper would run in 

parallel. The importance of the roles of 

Manufacturing, QA and IT in implementing and 

sustaining the new system reinforce the idea that if 

the risks identified for each area are not properly 

addressed, the overall performance of the 

organization might be jeopardized [2, 5]. 

From the risks identified, mitigation strategies 

should be established to aid in the transition to the 

new software system. Following the assessment and 

evaluation framework proposed earlier, one can 

determine the extent to which such strategies are 

effective at addressing risks2.  

 

5.1 Discussion of the Risk-Informed Decision 

Making Process 
 

This discussion is framed by the following:  each of 

the broad areas of risk and then more specific 

perceived risks; proposed strategies;3 decisions and 

actual changes that were implemented; and results of 

the changes.   

  

5.1.1 Document maintenance. Perceived risk – The 

information being entered in the system, manually or 

                                                 
2 Although this has not been done as of the writing of this paper.  
3 These strategies were proposed by a group of stakeholders and 

were captured as part of the interview process.  

automatically, is incorrect and will therefore generate 

errors in the manufacturing process.  

Proposed strategy - Testing record set-up within the 

system and having a process to validate records in 

place before having the system go live.  

Actual Change - This proposal led to the design of a 

comprehensive user acceptance testing strategy that 

was able to tie back the initial user requirements to 

the functional design and to the results of the testing 

scripts of the user acceptance phase.  

Results - By the time this study was concluded, the 

implementation team was ready to execute the set of 

user acceptance scripts described in the testing plan.  

 

5.1.2 Data Retrieval and System Availability. 

Perceived risk – In case of a system failure, the 

recovery process compromises the integrity and 

completeness of the data.  

Proposed strategy - Establishing redundant systems 

to act as backups for data and records if the original 

system is unavailable.  

Actual change - In order to mitigate this risk, the 

Information Technology infrastructure team 

collaborated with the software vendor to design a 

resilient architecture that not only ensured the 

integrity of the data, but also enabled high 

availability capabilities by implementing failover 

mechanisms from the production servers to back up 

servers for the application, database and web servers.  

Results - The results of the enablement of the high 

availability, full recovery architecture for the system 

gave the organization a sense of reliability on the 

mechanisms provided by the Information Technology 

department once all the failover, backup and recovery 

features were fully tested. The testing involved 

loading a test instance of the system with a set of 

controlled test data, making the system unavailable 

unexpectedly and then recovering the full set of test 

data.  

 

5.1.3 System Adoption. Perceived risk - Increased 

implementation and operational complexity 

originated by the customization of the software to fill 

unnecessary business requirements.  

Proposed strategy - Adopt business practices to the 

system, not changing the system to meet what the 

company does [as this introduces new risks of losing 

functionality of the system].  

Actual change - A direct mandate from the 

management team instructed the implementation 

team to keep customization of the software down to a 

minimum. This would ensure that system 

functionality was standard while forcing the impacted 

business areas to actually change their business 

processes.  
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Results - The configuration of the system was 

completed with zero customizations to its core 

functionalities. One customization was authorized 

that dealt with interfacing the new system with the 

inventory management system. 

 

5.1.4 System rollout. Perceived Risk - Lack of 

understanding on how to interact with the new 

system, which could lead to costly errors in the 

manufacturing process. 

Proposed strategy - Ensuring positive 

communication is maintained between all 

stakeholders, stressing the importance of the system 

and the benefits the system can bring to the company.  

Actual change - Executive involvement played a key 

role in the advertisement of the new system, its 

capabilities and potential benefits. Senior 

management leaders were constantly stressing the 

importance of the new technology being 

implemented and labeled the implementation project 

as the highest priority from a technology perspective 

across the company.  

Results - The organization is well aware of the scope 

and the status of the implementation project as well 

as the benefits and changes the system will bring to 

all areas impacted. By having access to this 

information, people were able to proactively prepare 

for the transition, resulting in easier execution of the 

organizational change management phase of the 

system.  

 

5.1.5 Lack of experience. Perceived risk - The 

organization would not be able to fully realize the 

benefits of the system because the vast majority of its 

workforce has never operated a system like this.  

Proposed solution - The company could gain 

expertise onsite by converting experienced 

consultants and contractors to fulltime employees, 

also reducing the risk of not having enough support 

staff onsite.  

Actual change - The organization started training the 

future system experts very early in the 

implementation phase. In addition to receiving full 

operational training from the vendor, these resources 

started configuring testing scenarios in a sandbox 

instance of the system by transforming actual 

manufacturing processes into usable configuration.  

Results - The newly trained resources were able to 

become proficient in the configuration of the new 

system in a relatively short time. This very fact 

opened the door for establishing an ambitious yet 

realistic and feasible train-the-trainer approach. By 

the end of the configuration phase of the system, the 

manufacturing organization was well positioned to 

fill any potential operational need related to the new 

system.  

 

5.1.6 Connectivity – Interoperability. Perceived 

risk - The organization may face issues integrating 

the new system into its existing technology 

landscape, which could result in having inaccurate 

and/or incomplete data.  

Proposed Solution - Reviewing all the systems onsite 

to ensure data is consistent between systems, to 

reduce confusion. A plan should be established to 

ensure all systems are maintained and up-to-date, to 

reduce risks of incorrect or out-of-date information 

being shown in the new system. Communication 

between system owners, with regards to system 

downtime and updates and coordinating this between 

systems, needs to be established, in order to better 

plan for any potential impacts to the new system. 

Actual change - The Information Technology 

department embarked on the implementation of a 

middleware based on the service-oriented 

architecture paradigm. This new piece of technology 

would ensure a more precise and accurate integration 

between any existing system that needed to provide 

data and the new manufacturing system. 

Results - The implementation of the middleware 

called for a very detailed list of data points to be 

exchanged between the manufacturing system and 

other systems. This approach made for a clear and 

limited initial scope of interfaces while building a 

scalable platform for future needs. 

    The enactment of the actual changes described 

above came at different stages of the implementation 

project and in most cases were the result of 

discussions between senior management and the 

implementation team backing their argument on the 

perceived risks and the proposed strategies of the 

subject matter experts.   

 

6. Limitations  

 
Direct quotations of the subjects’ responses could 

not always be recorded. Data analysis methods have 

questionable reliability as category generation and 

coding was performed by one person. Future 

directions for this study include reducing potential 

bias of the data analysis by using quality criteria 

measures, such as an intercoder consistency-matrix 

[40] or Consensual Qualitative Research methods 

[38].  

 

7. Conclusions and Contributions 
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Organizations like the one studied in this paper 

are often challenged with applying formal, rigorous 

methodologies to ensure high-quality deliverables 

and minimal disruptions to their operations when 

implementing technology projects. The results from 

this work extend the research on IT risk management 

and decision making by demonstrating the utility of a 

qualitative case study method for identifying 

perceived risks from key stakeholders in order to 

make decisions regarding system implementation.  

Such methods allowed for a wide range of 

perceptions of risk to be gathered from future end 

users of the system without over-allocating project or 

operational resources and without having to source in 

a skillset that was not available within the IT 

organization.   A decision making process was 

followed for articulating high-level risk mitigation 

plans based on perceived risks obtained from 

qualitative interviews.  

    While the process may differ from traditional 

quantitative risk management methodologies, our 

research shows this method to be effective and 

efficacious by a) delivering a viable alternative for 

the appropriate identification of risks for resource and 

time constrained organizations; b) providing solid 

information for driving the decision making process 

around risk mitigation strategies; and c) being 

conducted within a specific timeline bounded by the 

overall project schedule. Finally, our research 

confirmed the value of involving key stakeholders 

and business subject matter experts in the 

identification and potential mitigation of risks in 

transformative technology projects by facilitating 

acceptance and approval of our results and 

suggestions of risk management strategies when 

presented to company executives. 

    Future work may include a deeper analysis on how 

key stakeholders and subject matter experts 

contribute to the success of such transformative 

initiatives and how their actual decision making 

process enriches such contributions. Adoption of 

more targeted assessment and evaluation methods--

including a consideration of the techniques and 

standards associated with program evaluation--may 

also contribute to the organizational change 

management process and assist organizations with 

realizing the intended outcomes of such change. 
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