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igh Availability

» What is High Availability?

- Degree to which an application, service or
functionality is available upon user demand

- Measured by the perception of an application's end
user!
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digh Availability

» Primary characteristics
- Reliability
- Hardware, Software - Database, Webserver etc.
- Recoverability

- Does your architecture provide the ability to recover in
the time specified in a SLA?

- Timely error detection

- Fast detection is an essential component in recovering
from a possible unexpected failure

- Continuous operations

- Continuous access to your data is essential when very
little or no downtime is acceptable

Professional Oracle Solutions

FOETEWEIJ COMSULTING

Copyright © - Zoeteweij Consulting



ZOETEWEI) CONSULTING

Professional Oracle Solutions

Client

Oracle Application
Server

| = «hb
Instance 1 BN

RAC
Production
Database

Primary
Site

WAN Traffic

Client Client

Manager Oracle Application

Server

Dedicated Network

Oracle Data Guard

Secondary
Site

Heartbeat = == hh = = =

Copyright © - Zoeteweij Consulting



igh Availability

» Oracle Maximum Availability Architecture
(MAA)

» Best Practices (An Example)

- ldentically configured primary and secondary sites

> Primary Site — Multiple application servers and a
production database using RAC

- Secondary Site - Similarly configured application
servers and a physical standby database kept
synchronized with the primary database by Oracle
Data Guard.
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igh Availability

» Oracle Maximum Availability Architecture -
MAA

o

- HA Best Practices for Oracle Database

- HA Best Practices for Oracle Enterprise Application
Server

HA Best Practices for Oracle Applications
HA Best Practices for Oracle Beehive

HA Best Practices for Grid Control

HA Best Practices for Oracle VM
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A - OEM GRID Control

ORACLE Enterprise Manager 10g ~ N N Setup Prfferencee:\@g Luguu\t
Grid Control Targets Deploviments Alarts Compliance Johs Reports

Page Refreshed 02-Nov-2009 15:08:34 CET
Target Search

View All Targets -
Overview Search All - @
Total Monitored Targets 34
All Targets Status Security Policy Violations
Critical ®x 90
Warning @ 310
Informational 1 10
W Downis Mew in Last 24 Hours 16
W Upi2&
Critical Patch Advisories for Oracle Homes
Patch Advisories 0
\g Patch Advisory information may be stale.
All Targets Alerts My Oracle Support credentials are not configured.
Critical x 17 Affected Oracle Homes 0
Warming /&y 17 My Oracle Support Credentials Mot Configured
Erors k@ 10
All Targets Policy Violations St
Critical > 31 View Database Installations -
Warning @ 31
Informational 1 21 Interim
Al Targets Jobs Datab: Installations T ts| Installati gauih;:
Problem Executions (last 7 days) X 8 atabase In ations arge n ations|Apph
Action Required Executions (last 7 days) + 0 Oracle Database 10g 10.2.0.4.0 4 3 No
Suspended Executions (last 7 days) v 0 Oracle Database 11g 11.1.0.7.0 1 5 Mo
Resource Center
Enterprise Manager Support Workbench My Oracle Support
Enterprise Manager Command Line Interface Oracle Technology Metwork

Enterprise Manager Release MNotes
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» Monitoring of Systems and detection of errors

- Monitoring Templates - Metrics

- Detect Database down or events like: corrupted blocks,
missing data files, etc.

- Systems and Services

- If a Business Service application has very bad
performance, the user might consider the Service as
unavailable, even if Databases, Application Server etc.
are Up and Running!
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A - OEM GRID Control

ORACLE Enterprise Manager 10g
Grid Control

Enterprise Manager Configuration
Monif Templ >

Management Serices and Repository

[Edit Monitoring Template: ST - Database Instance|

View | Metrics with thresholds | v

General | Metric Thresholds | Policies  Access

(_Remove Metrics from Template ) | (_Add Metrics to Template )

Select All | Select None
Select Metric
1 Archiver Hung Alert Log Error
[Z1 Archiver Hung Alert Log Error Status

"] Database Vault Configuration Issues Count -
Command Rules

Data Block Corruption Alert Log Error

]

Data Block Corruption Alert Log Error Status

o

Dump Area Used (%)
Free Dump Area (KB)

“

Generic Alert Log Error

3 O

Generic Alert Log Error Status

&

Global Cache Average CR Block Request Time
(centi-seconds)

Global Cache Average Current Block Request
Time (centi-seconds)

Global Cache Blocks Corrupt

O a I

Global Cache Blocks Lost

| Instance Status

Agents

Comparison Waming  Critical
Operator  Threshold Threshold Corrective Actions

Contains

>

>

Contains

ORA- None
0 None

0 None

ORA- None
0 None
95 None
2000 None
ORA-0%( None
0 None
1 2 None
1 2 None
0 0 None
1 3 None

0 None

Collection Schedule

15 Min:

Every 15 Minutes

Every 15 Minutes
Mini

Every § Minutes

Mini

SRR N DRIRNDIIND BN E
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ORACLE Enterprise Manager 10g N N Setup Prfferencei Help Luuuy\t
Grid Control Home JEETGEIE Deploytnents Alerts Compliance Jobks Reports

ms | Groups | All Targets

Logged in As SYS
Database Instance: orcli.base1.mycorpcomain.com

_J Home [ Pedformance Availability Semver Schema Data Movement Software and Support
Page Refreshed 06-Apr-2009 10:21:47 o'clock CEST @) View Data Automatically (60 sec) -

General Host CPU Active Sessions 50L Response Time
ﬁ [ Shutdown )| Black Qut )
100% 1.0 1.0
Status Up 75 .
Up Since 06-Apr-2009 09:26:36 o'clock CEST 50 Other 05 I Wait 05
Instance Name orcl Mol : W User /0
Version 10.2.0.4.0 25 = mCcPU
Host basel.mycorpdomain.com 0.0
Listener LISTENER_basel.mycorpdomain... 0 0.0 Reference collection is empty.
View All Properties Load 0.15 Paging 0.00 Core Count 1 SQL Response Time (%) Unavailable

[ Reset Reference Collection |

Diagnostic Summary Space Summary High Availability
ADDM Findings 0 Database Size (GB) 1.162 Console  Details
Alert Log  02-Apr-2009 21:43:04 Problem Tablespaces /Ty 1 Instance Recovery Time (sec) 40
Segment Advisor Recommendations 0 Last Backup n/a
Dump Area Used (%) 17 Usable Flash Recovery Area (%) 100

Flashback Database Logging  Disabled

Copyright © - Zoeteweij Consulting 12

o ¥ Alerts
£ — .
= |2 Category All ~(Go) Critical 0 Waming N3
: § | Severity © |Categonr |Name Message Alert Triggered
a ﬁ ) User Audit Audited User User 8YS logged on from oem mycorpdomain.com. 03-Apr-2009 14:31:17
=] & I User Audit Audited User User SYS logged on from base1 mycorpdomain.com. 06-Apr-2009 10:06:30
Q= )
o § I n Tablespaces Full Tablespace Space Used (%) Tablespace USERS is 58 percent full 06-Apr-2009 09:56:4EI
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A - OEM GRID Control

CORACLE Enterprise Manager 10g

Setup Prefersnces Help Logout
Grid Control ar '/ Ra )

pliance | Jobs

tabases | Middleware | Web Applications

Web lication: EM Websi
_|Hume|_£hﬂt§ Test Performance  Page Pedformance  Request Performance  System  Topology  Monitorng Configuration

Page Refreshed 22-Sep-2009 21:44:49 CEST [,

General Performance
Status Up [Black out |
ﬁ P (Black Out 2,500
Up Since 2-Sep-2009 17:36:10
Last Calculated 22-Sep-2009 21:41:01 €,000
Availability (%) 93.2 4,500
(Last 24 Hours)
Performance + 3,000
 Usage v 1,500
Actual Senice Level (%) 981412
{Last 24 Hours) ?
. 451 16 1z 20
ted Senice Level (%) 85.0000
Expec (%) 22-5ep-2005 W Perceived Time per Page (ms)

Key Component Summary Key Test Summary
System  EM Website System (Topology) [Test [Test Type | Status | Alens|
Status 1+ 3 homepage Web Transaction ) 0

Alets % o Ay
All Service Alerts

View All Senrvice Alets -

Target Name Target Type Severity Alert Triggered Message
(No alents)

Copyright © - Zoeteweij Consulting

13



ZOETEWEID CONSULTING

Professional Oracle Solutions

A - OEM GRID Control

» Recommended events to monitor
- Status
- Up/Down
> Space
- Tablespace Space used (%)
- Archive Hung Alert Log Error
- Archive Area used (%)
- Dump Area used (%)
- Alert Log

- Alert - ORA-6XX, ORA-1578 (database corruption), or
ORA-0060 (deadlock detected)

- Database Block Corruption ORA-01157 and ORA-
27048

Copyright © - Zoeteweij Consulting
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- Recommended events to monitor (cont)

> Processing Capacity
* Process Limit
- Session Limit

> Think Availability!
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. Database Health

o Status

> Performance

- Configuration
- Archivelog Mode
- Backup
- Standby Database
- Etc.

> Vulnerability

- Storage / Configuration / Security
- Patching

Copyright © - Zoeteweij Consulting
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tatus

ORACLE Enterprise Manager 10g N N Setup Pl:fferences:\ Help annu\t
Grid Control Home JRETGTEE Deployments Alerts Compliance |obs Reports

s | Middleware | Web Applications | Services | Systems | Groups | All Targets

Cluster: RACCLO1 = Cluster Database: DEMOZ2 01 =
Cluster Database: DEMO2_01
_J Home [ Performance Availability Senver Schema Data Movement Software and Support Topology

Latest Data Collected From Target 24-5ep-2009 15:30:51 o'clock CEST (Refresh ) View Data Automatically (60 sec) -

General Host CPU Active Sessions
ﬁ [ Shutdown ) Black Qut
100% 2.0
Status U & b ]
atus Up Wait
Instances 2 ( +2) 50 =%02 o1 10 W User /0
Availability (%) 100 55 — 05 WCFU
(Last 24 hours) '
Cluster RACCLO1 0 0.0
Database Name DEMOZ2_01
Version 102040 ) Load m Maximum CPU 2
View All Properties
Diagnostic Summary Space Summary High Availability
Interconnect Alerts + 0 Database Size (GB)  0.825 Console  Details
Problem Tablespaces 0 Last E.lacl‘_:up ﬁ
ol e Segment Advisor Recommendations 0 Flashback Database Logging  Disabled
=13
: i ¥ Alerts
o | ® Category All ~ Critical 0 Warnings 0
il g Severity Target Name Target Type Category Name User Impact Message Alert Triggered
Q| = (Mo Alerts!)
]
e
a1 elate erts
21g p-Related Alert
o
=&
(1]
"
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A and OEM GRID Control
'erformance

ORACLE Enterprise Manager 10g Setup Preferences Help Logout
Grid Control Home JEETGTEIE Deploviments Alarts Compliance Jobs Reports

s | Groups | All Targets

Cluster RACCLO01 > Cluster Database: DEMO2 01 > Logged in As SYSTEM
B Cluster Database: DEMO2_01
| Home Performance [ Awvailability Server Schema Data Movement Software and Support Topology

Click on an area of a graph or legend to get more detail. View Data Real Time: 15 Second Refresh -
Cluster Host Load Average

1.2 — Average CPU

B Maximum
0.g ! Average
0 B Minimum

Global Cache Block Access Latency

Average CR Block Receive Time

Average Current Block Receive Time

Milli-8=conds Fonnable Procsssss
[===
| N ]

02:50PM

Average Active Sessions

Maximum CFU
Other

Cluster

Queausing
Network
Administrative

e e

Configuration
Commit
Application
Concurrency
System I/O
User I/0
Scheduler
CPU

Sessions.
o o o o
[ T S == R S R - =R X

02:50FPM
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A and OEM GRID Control

ORACLE Enterprise Manager 10g N N Setup Pl:sferencee:\m Lug|:||:|\t
Grid Control ROIGI=A Targets Deploytnents Alers Compliance Jobs Feports

s | Groups | All Targets

Cluster RACCLO1 > Cluster Database: DEMO2 01 = Logged in As SYSTEM
B Cluster Database: DEMO2_01

Home Performance J Availability l Server Schema Data Movement Software and Support Topology

High Availability Console
Maximum Availability Architecture (MAA) Advisor

Backup/Recovery
Setup Manage
Backup Settings Schedule Backup
Recovery Settings Manage Current Backups
Recovery Catalog Settings Backup Reports
Manage Restore Points
Perform Recovery
View and Manage Transactions
Data Guard Services
Add Standby Database Cluster Managed Database Senices
Instances
Policy| Compliance ADDM | Sessions: | Sessions:| Sessions:|Instance
Name / Status Host Name Alerts| Violations Score (%) ASM Instance| Findings|CPU 1o Other|CPU (%)
DEMOZ2 01 _DEMO21 @ rac1.mycorpdomain.com| 0 0 E 43 93 +ASM1_rac1 mycorpdomain.com @ [} 0 i s
DEMD2Z 01 _DEMO22 @ rac2. mycorpdomain.com 0 0 543 93 +ASM2 rac2 mycorpdomain.com @ 00 0 o o
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A and OEM GRID Control

High Availability Console
> Availability Summary

> Backup/Recovery Summary
> Flash Recovery Area

> Service (RAC) Summary

- Data Guard Summary

Copyright © - Zoeteweij Consulting
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igh Availability Console

ORACLE Enterprise Manager 10g

High Availability Console (DEMO2_01 - Primary Database)

Grid Control Home | Targets Deploytnents Alerts Campliance Jobs Reports

Basic View Customize Switch To DEMO2_01 - Primary -

Setup  Preferences Help  Logout

Current View: DEM02 01 T+

Page Refreshed 02-Nov-2009 16:06:44 CET | pofrech :] Manually

-

Availability Summary Availability Events

Status Lp | |Message Target Time

Instances 2{{F2)
Up Since 02-Mov-2009 13:36:02
Availability 39.87%
Cluster RACCLO1
A5M Instances 2({"2)

MAA Advisor Details

y Service DEMO2 02 is Down. DEMOZ 01 23-0ct-2009 17:06:25

Backup/Recovery Summary Flash Recovery Area Usage
Flash Recovery Area +DGDE1 (4.0 GB)

Last Backup " 02-ov-2009 11:20
OQutput Size 49.37 MB
Backup Type DB FULL
Next Backup 03-Mov-2005 02:00
Flashback Database Disabled

M Unused - 2.34 GB
Used (Redaimable) - 290.0 MB
M Used (Non-redaimable) - 834,93 MB

Data Guard Summary Standby Databases
Over_all Status NL"H Name Host Status Role Transport Lag Apply Lag Used FRA
Protection Mode Maximum Performance DEMO2 02 rac2 ., Mormal Physical Standby 0.0sec  Q.0sec  27.72%

Fast-5tart Failover Disabled

Primary Datsbase « DEMOZ 01
Primary Redo Rate 0.15 KBfsec

Availability History

o I ) .5

01-Mov-2009 16:06 02-Mov-2009 16:06

e R =--*
26-0ct-2009 16:06 02-Mowv-2009 16:06

Mant 99.93%
03-Crhot-2009 16:06 02-Mov-2009 16:06

Used (Non-reclaimable) Flash Recovery Area (%)

100

50

0
14:11 14:30 1500 15:30 1600
02 -Mow-2005 B 21.85% Used

Primary Database Redo Rate

o

14:07 14:30 15:00 15:30 18:00
02-Mowv-2003 [l Rate 0.16 KEBfsec
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A and OEM GRID Control

| Maximum Availability Architecture (MAA)
Advisor

- Summary of possible Oracle solutions to optimize
the availability of a Database

> Provides Short Cuts to implement each of the
suggested Oracle Solutions

ZOETEWEIJ CONSULTING
Professional Oracle Solutions
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aximum Availability Architecture
AA) Advisor

ORACLE Enterprise Manager 10g Sttup Prefeercss Hel Logos
Grid Contral Home | Targets Deploymients Alerts | Compliance | Jobs | Reports
Maximum Availability Architecture (MAA) Advisor (DEMO2_01)

Refresh | | 0K

Mandmum Avadsbiity Architecture (MAA) is Orade’s High Avalabiity (HA) blesprint. MAA provides a fully integrated and valdated HA architecture with operational and configuration best practices that siminate o reduce

dovanitime, This table desoribes the configurabon stahes and Enterprise Manasger bnk for various HA sobubons for sach outage type.

Mak Summary  This configuration is not protected for some outage bypes: Human Errors, Data Corruptions, Site Failures
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability

[Outage Type

All Falures Fully managed database recovery and disi-based badasps.

All Failures Enables oniine database badp and is necessary to recover the datshacs to & pont in time later than
what has slready been restored. Features such as Orade Data Guard require that the production
database run in ARCHIVELOG mode.

Compuier Falures Configure Qracle Diata Guard Fast-start Falover and fast application notification with integrated Oradle dients.

Computer Fadures Confipre Orachs Real Apchoabon Chishers and o Autoenatc recovery of faded nodes and instances, Fast apphcation notificabion with integrated Orade

Qradle Custerveare chent falover,

Computer Falures Configure Oracis Streams . Orline rephca database resumes processing, Whole datsbase replicaion is recommendead for protection.

Human Errors - Erroneous Confipre Flashbadk Query or Flashbad: Table ' Fine-gramned query or rewind of spedfic tables,

Transactions

Human Errors - Accdentaly Configure Flashbadk Drop w Abdity to quickly restore a dropped table.

Dropped Tables

Hurnan Errors - Database Wide Configure Flashback Database High - Database-vade rewind io & point-in-tme in the past.

Impact

Storage Falures Configue Cracle Data Guard Fast-start Fadover and fast application notification with integrated Orade dients.

Storage Falures Migrate Storage to Automatc Shorage o ASM redundancy alows for redundant copess of the data in separate falure groups sparning different

Management disk, controlers or storage arrays. Automatic, online rebalancng provides rero downtime.,
Storage Falures Configure Qracke Streams - Oniline: replica database resumes processing, Whole database replication is recommended for protection,
Dats Conmupbons Confioure DE BLOCK CHECKING and High Comprehensive database bladk conruption prevention and detection,

0B _BLOCK CHECKSUP [nifiakzation

Barpmeters

Copyright © - Zoeteweij Consulting
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AA Advisor
chedule Backup

L AJ

ORACLE Enterprise Manager 10g _ _ Setup Preferences Help Logout
Grid Control Home @ETEES Deployments Alerts Compliance Jobs Reports

ms | Groups | All Targets

Cluster: RACCLO1 > Cluster Database: DEMO2 01 >
Schedule Backup

Oracle provides an automated backup strategy based on your disk and/or tape configuration. Alternatively, you can implement your own customized backup strategy.

Oracle-Suggested Backup

Schedule a backup using Oracle’s automated backup strategy.| | Schedule Oracle-Suggested Backup || (2 Backup Strategies

This option will back up the entire database. The database will Oracle-suggested:
be backed up on daily and weekly intervals.

® Provides an out-of-the-box backup strategy based on the
backup destination

Customized Backup ® Sets up recovery window for backup management

Select the object(s) you want to back up. [ Schedule Customized Backup ) ® Schedules recurring and immediate backups
® Automates backup management
@ Whole Database Customized:
“ou may enly perform an offline backup of the entire databasze. If the . .
database is OPEN at the time of backup, the database will be shut down and ® Specify the objects to be backed up
mounted before the backup. The database wil be opened after the backup. ® Choose disk or tape backup destination
) All Recovery Files on Disk ® (Owerride the default backup settings
Includes all archived logs and disk backups that are not already backed up to a
tape. Schedule the backup

Host Credentials
To perform a backup, supply operating system login credentials to access the target database.
= |Username  oracle

=Password esssss
[l save as Preferred Credential

Copyright © - Zoeteweij Consulting
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AA Advisor

LAY

chedule Backup

ORACLE Enterprise Manager 10g ~ N Setup Pr__f\rf&renc&i Help Luguy_\t
Grid Control Home METEE Deployments Alerts Compliance |obs Repors

) | Groups | All Targets
Yy £y
-
Destination  Setup  Schedule  Review

Schedule Oracle-Suggested Backup: Destination

Database DEMO2_01 Cancel | Step 1 of 4] Mext |
Backup Strategy Oracle-Suggested Backup

Select the destination media for this backup.
@ Disk
Use disk as the only storage for backups.
) Tape
Use tape as the only storage for backups.
7 Both Disk and Tape

Use dizk to store the most recent database backups so you can always restore to the previous backup quickly. Use tape to store older backups for extended recovery window.

Copyright © - Zoeteweij Consulting 26
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AA Advisor

L AJ

chedule Backup

ORACLE Enterprise Manager 10g N N Setup P[E:ferences__\ Help Luquy\t
Grid Control Home @ETIEE Deployments Alerts Cormpliance lobs Reports

| Databases | Middleware | Web Applications | Semvices | Systems | Groups | All Targets

F
—C——-0
Setup  Schedule  Review

Schedule Oracle-Suggested Backup: Setup
Database DEMO2_01 ((Cancel ) (Back] Step 2 of 4

Backup Strateqy Oracle-5uggested Backup
Daily Backup

A full database copy will be performed during the first backup. Subsequently, an incremental backup to disk will be performed every day. The backups on
disk will be retained so that you can always perform a full database recovery or a point-intime recovery to any time within the past day.

Disk Settings
Flash Recovery Area +DGDB1
& TIP Disk backups that are necessary for a recovery to any time within the past day are retained.

p=Encryption

Copyright © - Zoeteweij Consulting 27
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Professional Oracle Solutions

AA Advisor

Schedule Oracle-Suggested Backup: Schedule

2
cnedauleé baCkKup
ORACLE Enterprise Manager 10¢g N - Setup Prfferences:\@g Luquu\t
Grid Control Haome JEEEE Deplovments Alerts Carmpliance loks Reparts

| Databases | Middleware | Web Applications | Senices | Systems | Groups | All Targets

Schedule Review

Database DEMO2_(M Cancel | Eaclgl Step 3 Df

Backup Strateqy Oracle-Suggested Backup

Daily Backup Time

Specify a date to start the backup. The first backup could be time consuming as it is a whole database backup. Consider starting the backup when the
database is least active.
Start Date 24-5ep-2009
(example: 24-S5ep-2009)
Specify a time to start the backup. Consider starting the backup when the database is least active during the day.

Time Zone (UTC+01:00) Amsterdam (CET) -
Daily Backup Time 2 ~ 00 ~ @ AM O PM

Backup Mode
You may only perform an offline backup of the entire database. If the database is OPEN at the time of backup, the database will be shut down and
mounted before the backup. The database will be opened after the backup.

Copyright © - Zoeteweij Consulting 28
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AA Advisor
chedule Backup

L AJ

ORACLE Enterprise Manager 10g ) Setup Preferences Help Logout
Grid Control Targets Deployaments Compliance |obs Reports

s | Databases | Middleware | Web Applications | Semvices | Systems | Groups | All Targets

Schedule Oracle-Suggested Backup: Review

Database DEMO2_01 (Cancel ) [ Back| Step 4 of 4 || _Submit Job
Backup Strategy Oracle-Suggested Backup

Settings
Destination Disk

Daily Backup A full database copy will be performed during the first
backup. Subsequently, an incremental backup to disk will be
performed every day. The backups on disk will be retained
so that you can always perform a full database recovery or a
point-in-time recovery to any time within the past day.

Flash Recovery Area +DGDBA1

RMAN Script
The RMAM script below is generated based on previous input.

Daily Script:

run {

allocate channel oem_disk_backup device type disk;

recover copy of database with tag "ORASOEM _LEVEL 0

backup incremental level 1 cumulative copies=1 for recover of copy with tag ‘ORASOEM_LEVEL (" database;

}

Copyright © - Zoeteweij Consulting 29
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AA Advisor

LAY

chedule Backup

ORACLE Enterprise Manager 10g
Grid Control

Hosts | Databases | Middleware | Web Applications |

Cluster: RACCLO0T =

Senvic

(i) The job has been successfully submitted.

Setup Preferences Help

Logout

O Mlerts | Compliance | Jobs | Reparts |

Status
The job has been successfully submitted.

You can view the status of the job by clicking on the View Job button.

| Wiew Job :| 0]
Copyright © - Zoeteweij Consulting 30
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Professional Oracle Solutions

aximum Availability Architecture
AA) Adivisor

ORACLE Enterprise Manager 10g Setwp Preferences Help Logout
Grid Control Haome Targets Deployments Alerts Compliance lobs Reports

Maximum Availabiity Architecture (MAA) Advisor (DEMO2_01)
| Refresh ) | OK )

Maximum Availability Architecture (MAA) is Orade's High Availability (HA) blueprint. MAA provides a fully integrated and validated HA architecture with operational and configuration best
practices that eliminate or reduce downtime, This table describes the configuration status and Enterprise Manager link for various HA solutions for each outage type.

MAA Summary This configuration is not protected for some outage types: Human Errors, Data Corruptions, Site Failures
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability

Recommendation|Configuration

Outage Type Oracle Solution Level Status Benefits
All Failures Schedule Backups W Fully managed database recovery and disk-based backups.
All Failures Configure ARCHIVELOG Mode High - Enahbles online database backup and is necessary to recover the database

to a point in time later than what has already been restored. Features such
as Orade Data Guard require that the production database runin
ARCHIVELOG mode.

Computer Failures Configure Qrade Data Guard S Fast-start Failover and fast application notification with integrated Crade
dients.

Computer Failures Configure Cracle Real Application o Automatic recovery of failed nodes and instances. Fast application

Clusters and Orade Clusterware notification with intearated Crade dient failover.

Computer Failures Configure Orade Streams = Orline replica database resumes processing, Whole database replication is
recommended for protection.

Human Errars - Erroneous Configure Flashback Query or o Fine-grained guery or rewind of specific tables.

Transactions Flashback Table

Copyright © - Zoeteweij Consulting 31
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aximum Availability Architecture
AA) Adivisor

Grid Control

ORACLE Enterprise Manager 10g

Home

Setup Preferences Help Logout

Targets Deplovments Alerts Compliance |obs Fepaorts

Maximum Availability Architecture (MAA) Advisor (DEMO2_01)

| Refresh | | QK

Maximum Availability Architecture (MAA) is Orade's High Availability (HA) blueprint. MAA provides a fully integrated and validated HA architecture with operational and configuration best practices

that eliminate or reduce downtime, This table describes the configuration status and Enterprise Manager link for various HA solutions for each outage type.

MAA Summary This configuration is not protected for some outage types: Human Errors, Data Corruptions, Site Failures
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability

Recommendation |Configuration

Qutage Type Oracle Solution Level Status Benefits

All Failures Schedule Badkups vy Fully managed database recovery and disk-based badkups.

All Failures Configure ARCHIVELOG Mode High - Enables online database backup and is necessary to recover the database to a
point in time later than what has already been restored. Features such as Orade
Data Guard require that the production database run in ARCHIVELOG mode.,

Computer Failures Configure Orade Data Guard = Fast-start Failover and fast application notification with integrated Qrade dients.

Computer Failures Configure Crade Real Application vy Automatic recovery of failed nodes and instances. Fast application notification with

Clusters and Qrade Clusterware integrated Oradle dient failover,

Computer Failures Configure Orade Streams = Online replica database resumes processing. Whole database replication is
recommended for protection.

Human Errors - Erroneous Configure Flashbadk Query or Flashbadk vy Fine-grained guery or rewind of spedfic tables.

Transactions

Table
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onfigure ARCHIVELOG Mode

ORACLE Enterprise Manager 10g _ _ ) Setup Preferences Help Logout
. \. ~y ™ . ™y ~y ™y
Grid Control Home dEG[EE Deploytments Alerts Compliance loks Reports

| Databases | Middleware | Web Applications | Semices | Systems | Groups | All Targets

Cluster RACCLO1 = Cluster Database: DEMOZ 01 > Logged in As SYS
Recovery Settings

(showsaL ) | Revert ) | Apphy )

Instance Recovery

The fast-start checkpointing feature is enabled by specifying a non-zero desired mean-time to recover (MTTR) value, which will be used to set the
FAST_START_MTTR_TARGET initialization parameter. This parameter controls the amount of time the database takes to perform crash recovery for a single
instance. When fast-start checkpointing is enabled, Oracle automatically maintains the speed of checkpointing so that the requested MTTR is achieved.
Setting the value to 0 will disable this functionality.

Current Estimated Mean Time To Recover (seconds) 0
Maximum value across all instances.

Desired Mean Time To Recover 0 Minutes -

Media Recovery

The database is currently in NOARCHIWVELOG mode. In ARCHIVELOG mode, hot backups and recovery to the latest time are possible, but you must provide
space for archived redo log files. If you change the database to ARCHIVELOG mode, you should perform a backup immediately. In NOARCHIVELOG mode,
only cold backups are possible and data may be lost in the event of database corruption.

ARCHIWELOG Mode™

Log Archive Filename Format®™ %t %s %r dbf

Number Archived Redo Log Destination Quota (512B) Status Type
1 +DGDB 0 VALID Local

Add Another Row )

@ TIP It is recommended that archived redo log files be written to multiple locations spread across the different disks.
@ TIP You can specify up to 10 archived redo log destinations.
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onfigure ARCHIVELOG Mode

ORACLE Enterprise Manager 10g ) ) Setup Preferences Help Logout
Grid Control Horme @EEE Deployments Alerts Compliance Jobs Feports

Hosts | Databases | Middleware | Web Applications | Semvices | Systems | Groups | All Targets

Cluster RACCLO1 = Cluster Database: DEMO2 01 = Logged in As SYS
E. Confirmation

The changes have been successfully applied. However, you must restart the database to implement the changes. Do you want to restart the
database now? Oracle recommends that you make a whole database backup immediately after the database is restarted

i [ :| Fes
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Grid Control

ORACLE Enterprise Manager 10g N
Horme Targets Deplovments

Cluster: RACCLO1 > Cluster Database: DEMOZ 01 > Recovery Settings =

Cluster Credentials
Specify the user name and password to log in to the cluster that hosts the cluster database.

Startup/Shutdown: Specify Credentials

Specify the following credentials in order to change the status of the database.

= |Isername oracle

= Password eessss

Database Credentials
Specify the credentials for the cluster database.

= [|sermname  sys

=Password esssss

Database DEMO2 01
= Connect As  SYSDBA -

Save as Preferred Credential

Alerts 7

; | Databases | Middleware | Web Applications | Semnices | Systems | Groups | All Targets

Setup
Compliance

Preferences Help Logout
) |obks h

Fepaorts 7

[ Cancel )

- Cantinue |
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ORACLE Enterprise Manager 10g Sztup Preferences Help Logou
Grid Control Home Targets Deployments Alerts Carmpliance Jobs Fepaorts
Maximum Availability Architecture (MAA) Advisor (DEM0O2_01)
| Refresh ) | 0K
Maximum Availability Architecture (MAA) is Orade's High Availability (HA) blueprint. MAA provides a fully integrated and validated HA architecture with operational and configuration best practices that
eliminate or reduce downtime. This table describes the configuration status and Enterprize Manager link for various HA solutions for each outage type.
MAA Summary This configuration is not protected for some outage types: Human Errors, Data Corruptions, Site Failures
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability
Recommendation | Configuration

Outage Type Oracle Solution Level Status Benefits

All Failures Schedule Backups W Fully managed database recovery and disk-based backups.

All Failures Configure ARCHIVELOG Mode w Enables online database backup and is necessary to recover the database to a point in
time later than what has already been restored. Features such as Crade Data Guard
require that the production database run in ARCHIVELOG mode,

Computer Failures Configure Orade Data Guard - Fast-start Failover and fast application notification with integrated Orade dients,

Computer Failures Configure Orade Real Application Clusters W Automatic recovery of failed nodes and instances. Fast application notification with

and Orade Clusterware integrated Orade dient failover.,

Computer Failures Configure Orade Streams - Online replica database resumes processing. Whaole database replication is recommended
for protection.

Human Errors - Erransous Configure Flashback Query or Flashback w Fine-grained query or rewind of spedific tables.

Transactions Table

Human Errors - Acddentally  Configure Flashback Drop W Ability to quiddy restore a dropped table.

Dropped Tables

Human Errors - Database Wide Confioure Flashback Database High - Database-wide rewind to a point-n-time in the past.

Impact

Storage Failures Configure Orade Data Guard - Fast-start Failover and fast application notification with integrated Orade dients.
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ORACLE Enterprise Manager 10g Sep Prefersnces Help Logow
Grid Control Home | Targets Deployments Alerts Compliance lobs Reports

Maximum Availability Architecture (MAA) Advisor (DEM0O2_01)
| Refresh ) | OK )

Maximum Availability Architecture (MAA) is Orade's High Availability (HA) blueprint. MAA provides a fully integrated and validated HA architecture with operational and configuration best practices that
eliminate or reduce downtime. This table describes the configuration status and Enterprise Manager link for various HA solutions for each outage type.

MAA Summary This configuration is not protected for some outage types: Human Errors, Data Corruptions, Site Failures
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability

Recommendation |Configuration

Outage Type Oracle Solution Level Status Benefits
All Failures Schedule Badkups W Fully managed database recovery and disk-based badkups.
All Failures Configure ARCHIVELOG Mode vy Enables online database backup and is necessary to recover the database to a pointin

time later than what has already been restored. Features such as Crade Data Guard
require that the production database run in ARCHIVELOG mode.

Computer Failures Configure Orade Data Guard = Fast-start Failover and fast application notification with integrated Oradle dients.

Computer Failures Configure Orade Real Application Clusters vy Automatic recovery of failed nodes and instances. Fast application notification with
and Orade Clusterware integrated Crade dient failover.

Computer Failures Configure Orade Streams - Online replica database resumes processing. Whole database replication is recommended

for protection.

Human Errars - Erroneous Configure Flashback Query or Flashback vy Fine-grained query or rewind of specific tables.

Transactions Table

Human Errors - Acddentally  Configure Flashback Drop W Ability to guickly restore a dropped table.

Dropped Tables

Human Errars - Database Wide Configure Flashback Database High - Database-wide rewind to & point-n-time in the past.

Impact

Storage Failures Configure Orade Data Guard - Fast-start Failover and fast application notification with integrated Orade dients.
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ORACLE Enterprise Manager 10g ) ) ) Setup Preferences Help Logout
Grid Control Home JREL 8 Deployments Alerts Compliance Joks Repaorts

| Databases | Middleware | Web Applications | Semnices | Systems | Groups | All Targets

Cluster RACCLO1 > Cluster Database: DEMOZ 01 = Logged in As SY5

(i) Information
Use the Add Standby Database wizard to configure a Data Guard environment.

| Add Standby Database |
Data Guard

Enterprise Manager provides comprehensive Data Guard setup, management, and monitoring capabilities, including:

® Fasy creation and management of physical and logical standby databases
® (Centralized control of primary and standby databases via Data Guard broker
® Built-in monitoring, alert, and control capabilities

® Automated switchover and failover operations

® |ntegrated support for Oracle Real Application Clusters
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AA Advisor

onfigure Oracle Data Guard

ORACLE Enterprise Manager 10g

| Databases | Middleware | Web Applications |

Cluster: RACCL01 > Cluster Database: DEMOZ2 01 > Data Guard =
Add Standby Database

This wizard creates a Data Guard configuration containing a primary database
and a standby database. Select how to add the standby database.

@ Create a new physical standby database
A physical standby database is maintained as an exact copy of the primary databaze.

) Create a new logical standby database
A lpgical standby database duplicates the data from the primary database at the SQL
lewel.

Z) Manage an existing standby database with Data Guard broker
The existing standby databaze must be already configured to function with the primary
database.

() Create a primary database backup only
Creates a primary databaze backup that can be used for a future standby database
creation.

Grid Control Home @ELEE

Setup Pr_eferences_. Help Lugl:ll_Jt

Deployments N Alerts 7 Compliance N Johs A Fepors N

[i) Standby Database Types

[ Cancel ) | Continue |

Physical standby database characteristics:

Physically identical to the primary database
Mounted (not open) when in recovery mode
Can be opened read-only

Supports all datatypes and DDOL

Logical standby database characteristics:

Mot physically identical to primary database
Open read-write when in recovery mode

Can be used for data protection and reporting
Does not support some datatypes, some DOL
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ORACLE Enterprise Manager 10g
Grid Control

_ . Setup P[eferences_. Help Luul:u_.lt
Home @RETEH Ceployments 0 oAlerts | Compliance N Jots A Feports N

;| Middleware | Web Applications | Semices | Systems | Groups | All Targets

F T My F g O

Backup Type

Add Standby Database: Backup Type

for the standby database creation.

| @ Perfarm an online backup of the primary datahasel
) Use an existing primary database backup
@ RMAN backup

Backup from a previous standby database creation
A backup performed by the Add Standby Database wizard.

Data Guard uses Oracle Recovery Manager (RMANM) to create the standby database [2) Standby Database Creation Overview
from a new or existing backup of the primary database. Select the type of backup to use The standby database creation process performs the fallowing steps:

A whole database backup performed typically as part of a regular backup strategy.

o - -
Backup Options  Database Location File Locations Configuration Review

Cancel | Step 1 of f | Mext |

® Performs an online backup (or optionally uses an existing backup) of the
primary database control file, datafiles, and archived redo log files

Transfers the backup pieces from the primary host to the standby host
Creates other needed files (e.g., initialization, password) on the standby host
Restores the control file, datafiles, and archived redo log files to the specified
locations on the standby host

* Adds online redo log files and other files to the standby database as needed
Configures the recovered database as a physical or logical standby database
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5 | Middleware | Web Applications | Services | Systems | Groups | All Targets
7y 7y Fg O

h— \—y NS
Backup Options Database Location  File Locations Configuration  Review

Add Standby Database: Backup Options
Primary Database DEMO2_01_DEMO22 (_Cancel ) | Back| Step 2 of §

Primary Host rac2.mycorpdomain.com

Staging Area
Specify a location on the primary host where a directory can be created to store the primary database backup files.
& TIP The directory can optionally be retained for future standby database creations.
= Staging Area Location  fu01/appforacle/product/10.2.0/db_001/dbs ,,{
Subdirectory DEMOZ22_3 will be created at this location.

Compress the backup datafiles in the staging area
Compression reduces backup file size and transfer time, but it may also slow down datafile backup and resteration.

@ Delete directory DEM022_3 after standby database creation. Minimum disk space required is 310 MB.

Thig option reguires onhy enough disk space to contain a backup of the largest datafile.

() Retain directory DEMO22_3 for a future standby database creation. Minimum disk space required is 1070 MB.
This option reguires enough digk space to contain a full database backup.

Primary Host Credentials
Enter the credentials of the user who owns the primary database Oracle server installation.
= |Jsername  oracle

= Pasgword essssss
[[Save as Preferred Credential

Primary Database Standby Redo Log Files
Several Data Guard features require standby redo log files. They will be added to the primary database.

Use Oracle-managed files (OMF) for standby redo log file

0 IF. Deselect this option to override the default file locations. Overridden file locations for databases configured to use
Automatic Storage Management (ASM) must be ASK disk groups.
|Database [Host | Size (MB)|Log File Location
DEMO2_01_DEMOZ22  rac2 mycorpdomain.com 50.0) DGDB1 ,,'f
DEMO2_01_DEMO22  rac2 mycorpdomain.com 50.00 DGDB1 ,,5?
DEMO2_01_DEMOZ22  rac2 mycorpdomain.com 50.0) DGDB1 ,,'f
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Grid Control Riln- Targets Deplowvments Alerts Compliance Jobs FEeports

s | Middleware | Web Applications | Semices | Systems | Groups | All Targets

O O—CO

Database Location  File Locations  Configuration  Review

Add Standby Database: Database Location

Primary Database DEMO2_01_DEMO22 ((Cancel) (Back| Step 3 of

Primary Host rac2.mycorpdomain.com

A discovered ASM instance will be required on the standby host you choose below. You will be prompted to login to the ASM instance if necessary.
@ TIP If there is no ASM instance running on the specified standby host, it must be created and discovered in order to proceed with standby database creation.

Standby Database Attributes

= |nstance Name I DEMOT I

The instance name (alzo referred to as the SID) must be unigue on the standby host.

Standby Database Location
Specify the host and Oracle Home where the standby database will be created. The host should be a discovered Enterprise Manager target and match the operating system of the
primary database host. The Oracle Home should exist on the specified host and match the version of the primary database.

= Host | rac2 mycorpdomain.com

= Oracle Home | /ul1/app/oracle/product/10.2.0/db_001

Pa
0
£

Standby Host Credentials
Enter the credentials of the user who owns the Oracle Home selected above.
= Jsermame  oracle

= Password eessss
[[15ave as Preferred Credential
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onfigure Oracle Data Guard

ORACLE Enterprise Manager 10g _ _ Setup Preferences Help Logout
Grid Control Home #RETGEH Deployments Alerts Compliance Jobs Reports

ems | Groups | All Targets

My

File Locations  Configuration Review

Add Standby Database: File Locations

Primary Database DEMO2_01_DEMOZ22 ASM Instance +ASM2_rac2.mycorpdomain.com Cancel | Bacl_<| Step 4 of §
Primary Host rac2.mycorpdomain.com Standby Host rac2.mycorpdomain.com

(1) Information
After the standby database is created, it can be converted to a cluster database by using the Enterprise Manager Convert to Cluster Database function. Conversion of a physical
standby database requires that all database files be pre-located on shared storage. If you intend to convert this standby database, ensure that all database file locations below
specify shared storage that is accessible from all hosts in the cluster.

Standby Database File Locations
Specify the disk groups to use for the database and recovery files.
Database Area

Specify the location where datafiles, tempfiles, redo log files, and control files will be created.
Total Disk Space Required 1070 MB

= [Database Area I DGDB1 | ,,5?

Tablespace Storage Locations Default | Custamize
Redo Log and Control File Locations Default | Multiplex

If multiplex locations are not specified, these files will be created in both the database and flash recovery areas.

Flash Recovery Area
Use flash recovery area
To enhance data protection and performance, Oracle recommends that a flash recovery area be used.
Specify the location where recovery-related files (archived redo log files, RMAN backups, etc.) will be created.
Flash Recovery Area | DGDB1
(Archived redp log files received from the primary database wil be put in this location.
m Flash Recovery Area Size (MB) | 2441
Limit on the total space used by files created in the flash recovery area. The default value is twice the database size.
[¥] Automatically delete applied archived redo log files when space is needsd

LS
%

Network Configuration File Location

Configuration information for the standby databa i ion files in the specified directory on the standby host.
= Configuration File Location | /ul1/app/oracle/admin/network/admin ,,;?
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ORACLE Enterprise Manager 10g N N Setup Pl:sferenc&i@g annu\t
Grid Control Home JEETTE Deployments Alerts Compliance Iobks Reports

ms | Groups | All Targets

Configuration  Review
Add Standby Database: Configuration

Primary Database DEMO2_01_DEMO22 ASM Instance +ASMZ2_rac2.mycorpdoemain.com
Primary Host  rac2.mycorpdomain.com Standby Host  rac2.mycorpdomain.com

Standby Database Parameters

o= Database Unique Name | DEMO2_02
Used to set the Etandby database DB_UNIQUE_MNAME parameter, which must be unigue within the enterprise.

= Target Name | DEMO2_02

The display name used by Enterprize Manager for the standby databaze. Oracle recommends that it be the same as the Database Unigue Name.

Standby Database Monitoring Credentials
Specify the database user credentials that will be used by Enterprise Manager to monitor the standby database.

©) Use non-SYSDBA monitaring credentials
If non-3%'SDBA menitering credentials are used, Data Guard perfermance meonitering will not be available for a mounted physical standby database.

Username | |

Password | |

Confirm Password | |

) Use SYSDBA monitoring credentials
] credentialz SUppled earler w

n connecting to the primary database will be used by Enterprise Manager to monitor the standby database.

Data Guard Broker

I Use Data Guard Brokerl
Liata Guard broker will be used to manage the Data Guard configuration. {Deselecting this opticn will cause broker management to be dizabled after
the standby database is created. However, the broker will be enabled tempaorarity while the standby database is being created.)
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ORACLE Enterprise Manager 10g
Grid Control

. Setup Pr_eference; Help Lqum_Jt
Alerts | Compliance N Johs ) Feports N

Deplowyments B

| Databases | Middleware | Web Applications

Add Standby Database: Review
_Cancel ) (Back| Step 6 of 6
The standby database creation process runs as an Enterprise Manager job. Standby database DEMO2_02 will be created by job DataGuardCreate Standby3 and added to the Data
Guard configuration.
Primary Database Standby Database

Target Name DEMO2_01_DEMO22
Database Mame demo2
Instance Mame DEMO22
Database Version 10.2.0.4.0

Target Name DEMO2 02
Database Mame DEMO2
Instance Mame DEMOT
Oracle Server Version 10.2.0.4.0

Oracle Home
Host

Operating System

ful1fapploracle/product/10.2.0/db_001
racZ.mycorpdomain.com

Enterprise Linux Enterprise Linux
Server release 5.2 (Carthage) 2.6.18

Oracle Home
Host

Operating System

ful1fapploracle/product/10.2.0/db_001
racZ.mycorpdomain.com

Enterprise Linux Enterprise Linux Server
release 5.2 (Carthage) 2.6.18

Host Username oracle
Backup Type New backup
Database Unigue Name DEMO2_02
Database Storage Automatic Storage Management
ASM Instance +ASM2_rac2.mycorpdomain.com
Standby Type Physical Standby

Database Area DGDBA1

Flash Recavery Area DGDB1

Flash Recovery Area Size (MB) 2441M
Automatically Delete Archived Redo Log
Files

Host Username oracle
fud1/app/oracle/product/10.2.0
fdb_001/dbs

Retain staging area No
Compress Backup Files No

Staging Area Location

Yes

p= Standby Database Storage

Copyright © - Zoeteweij Consulting 45



2
=
-
p=
-
7]
o
=
l
=
il
=
o
M

Professional Oracle Solutions
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onfigure Oracle Data Guard

ORACLE Enterprise Manager 10g
Grid Control

Processing: Add Standby Database

Home @K% Deployments

Databases | Middleware | Web Applications | Semvices | Systems | Groups | All Targets

The standby database creation process runs as an Enterprise Manager job.
The job will be submitted after completion of several preliminary steps. After all steps are complete, you will be returned to the Data Guard overview page.

= Creating Data Guard configuration
Preparing standby database creation job
Submitting standby database creation job
Adding standby database target

U Aerts

[7)The process can be cancelled prior to submizsion of the standby database creation job.

Setup

. T
Compliance

Johs

Preferences Help Logout

Reports |

Cancel
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onfigure Oracle Data Guard

| Middleware | Web Applications | Services | S ms | Groups | All Targets

Cluster: RACCLO1 = Cluster Database: DEMOZ2 01 > Database Instance: DEMOZ 01 DEMOZ2Z2 =

ORACLE Enterprise Manager 10g N N Setup PTferencei@g anng\t
Grid Control Home EES Deplostnents Alerts Compliance loks Reports

Logged in As SYS

Protection Mode Waximum Perfarmance lag is the time difference between the primary last update and the standby last applied redo.

Fast-Start Failover Disabled

Data Guard
Page Refreshed 25 September 2009 15:37:20 CEST View Data Real Time: 30 Second Refresh - E=%)
Overview Standby Progress Summary
Data Guard Status + Normal Tranzport lag is the time difference between the primary last update and the standby last received redo. Apphy

20
Primary Cluster Database w 15 L
=
Name DEMOZ2 01 _DEMO22 S 10 B Transport Lag
Cluster Unknown o [ Apply Lag
Data Guard Status  + [Normal "5
Current Log Multiple Threads 0 1
Properties Edit DEMOZ_032
Standby Databases
[ Add Standby Database |
[ Edit )| Remave )| Switchower )| Failover |
Select Name Host Data Guard Status Role Last Received Log  Last Applied Log  Estimated Failover Time
©® DEMOZ2 02 rac2 mycorpdomain.com  DNormal Physical Standby  Multiple Threads Multiple Threads 2.6 seconds
Performance Additional Administration
Data Guard Performance Werify Configuration
Log File Details Remove Data Guard Configuration
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ORACLE Enterprise Manager 10g Setup Prefererces Help Logout
Grid Control Home | Targets Deplowvments Alerts Compliance Jobs Reports

Maximum Availability Architecture (MAA) Advisor (DEMO2_01 - Primary Database)
| Refresh | | OK

Maximum Availability Architecture (MAA) is Orade's High Availability (HA) blueprint. MAA provides a fully integrated and validated HA architecture with operational and configuration best practices that eliminate or
reduce downtime, This table describes the configuration status and Enterprise Manager link for various HA solutions for each outage type.

MAA Summary This configuration is not protected for some outage types: Human Errors, Data Corruptions
Recommendation Configure at least one recommended solution for each outage type to ensure maximum availability

Recommendation |Configuration

Outage Type Oracle Solution Lewvel Status Benefits
All Failures Schedule Backups w Fully managed database recovery and disk-based badwps.
All Failures Configure ARCHIVELOG Mode vy Enables online database backup and is necessary to recover the database to a point in time

later than what has already been restored. Features such as Orade Data Guard require that
the production database run in ARCHIVELOG mode.

Computer Failures Configure Crade Data Guard W Fast-start Failover and fast application notification with integrated Orade dients.

Computer Failures Configure Oracle Real Application Clusters vy Automatic recovery of failed nodes and instances. Fast application notification with integrated
and Orade Clusterware Orade dient faillover.

Computer Failures Configure Orade Streams o Online replica database resumes processing. Whole database replication is recommended for

protection.

Human Errors - Erroneous Configure Flashbadk Query or Flashback W Fine-grained query or rewind of spedfic tables.

Transactions Table

Human Errors - Accidentally Configure Flashback Drop w Ability to quiddy restore a dropped table.

Dropped Tables

Human Errors - Database Wide Configure Flashback Database High - Database-wide rewind to a point-in-time in the past.

Imnpact

Storage Failures Configure Orade Data Guard vy Fast-start Failover and fast application notification with integrated Orade dlients.
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AA) Advisor

ORACLE Enterprise Manager 10g Setup Prefesences Help Logout
Grid Control Home | Targets Deployments Alerts Compliance Jobs Reports
High Availability Console (DEM02_01 - Primary Database) Advanced View Customize Switch To DEMO2_01 - Primary -
Current View: DEM0O?2 01 ‘E,;‘ Page Refreshed 25-Sep-2009 15:54:48 CEST | Refresh :] Auto (60 sec)
Availability Summary Availability Events
1 1531311"5 g%ﬁ 7 | Severity |Hessage Target |T|me |
nstances 2. 2 - 17
Up Since 25-5ep-2009 14:15:17 @ The database status is MOUNTED. CEMOZ 02 25-5ep-2009 15:12:39
Overall Availability 58.30% /D The database has been started and is in mounted state. DEMOZ 02  25-5ep-2009 15:10:36

Cluster RACCLO1
ASM Instances 24} 11

MAA Advisor Details

Backup/Recovery Summary Flash Recovery Area Usage
Flash Recovery Area +DGDEB1 (2.0 GEB)

Last Backup + 24-5ep-2003 16:50:08
Output Size 14.61MB 33
Backup Type CONTROLFILE
Mext Badwp 26-5ep-2009 02:00:00
Flashback Database Disabled M Unused - 1,94 GB
M Used (Non-redaimable) - 60,01 MB

Data Guard Summary Standby Databases
Duer§II Status NL"“E" Hame Host  Status Role TransportLag Apply Lag Used Flash Recovery Area
Protection Mode Mauimum Performance DEMO2 02 rac2 ., MNormal  Physical Standby 23.0sec  3L0sec 17.16%

Fast-Start Failover Disabled

Primary Database + DEMOZ2 01
Primary Redo Rate 0.21 KE/sec

Services Summary
Create Cluster Managed Database Services
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A and OEM GRID Control

ORACLE Enterprise Manager 10g
Grid Control

s | Middleware | Web Applications |

Cluster RACCLO01 = Cluster Database: DEMOZ 01 =
Cluster Database: DEMO2_01

Haome
s | Groups | All Targets

Targets

Deplovments 7

Setup Preferences Help Logout

Alerts B Compliance B Jobs B Reports B

Logged in As SYS

View All Properties

Diagnostic Summary
Interconnect Alerts 0

Space Summary

Database Size (GB)
Problem Tablespaces 0
Segment Advisor Recommendations 0

0.825

_J Home l Performance Awailability Semver Schema Data Movement Software and Support Topology
Latest Data Collected From Target 25-5ep-2009 16:01:17 o'clock CEST @ View Data Automatically (60 sec) -
General Host CPU Active Sessions
Shutdown || Black Out
ﬁ | h ) 100% 2.0
Stat u 75 1= -
atus Up Wait
Instances 2 ( {+2) 50 =gtEhh?’|:32 01 10 W User /0
Awailability (%) 98 25 —— 05 WCPU
(Last 24 hours) ’
Cluster RACCLO1 0 0.0
Database Mame DEMO2_01
Version 10.2.0.4.0 Load 3.78 Maximum CPU 2

High Availability
Console Details

Data Guard +
Last Backup + 24-5ep-2009 16:50:06

Usable Flash Recovery Area (%) 97.07
Flashback Database Logging Disabled
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ORACLE Enterprise Manager 10g - - Setup w\ Help mlﬂ_y\t
Grid Control Home dREWES Deplosaments Alerts Compliance loks Reports
| Databases | Middleware | Web Applications | Sen 5 | Systems | Groups | All Targets
Cluster RACCLO01 > Cluster Database: DEMOZ2 01 = Logged in As SYS
Data Guard
Page Refreshed 25 September 2009 16:12:43 CEST View Data Real Time: Manual Refresh - =3
Overview Standby Progress Summary
Data Guard Status  + Normal Transport lag is the time difference between the primary last update and the standby last received redo. Apply lag
Protection Mode Maximum Performance is the time difference between the primary last update and the standby last applied rede.
Fast-Start Failover Disabled 50
Primary Cluster Database @ 45 =5
Name DEMOZ 01 S .un B Transport Lag
Cluster RACCLO1 H O Apphy Lag
Data Guard Status + MNormal <35
Current Log Multiple Threads o 31
Properties  Edit 3 DEMOZ _02
Standby Databases
[ Add Standiry Database |
[ Edit )| Remawe ) Switchover )| Failawer )
Select Name Host Data Guard Status Role Last Received Log Last Applied Log Estimated Failover Time
@ DEMOZ 02 rac2 mycorpdomain.com w Mormal Physical Standby  Multiple Threads Multiple Threads 6.5 seconds
g e Performance Additional Administration
T _E !Data Guard F'erfnrmanu:el Werify Configuration
- Coa e Detalls Remave Data Guard Configuration
5103
2| %
w
=15
Q1=
[ ] e
- |8
g3
2| &
il
"
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ORACLE Enterprise Manager 10g ~ . Setup Preferences Help Logout
Grid Control Home @E e Deployiments Alerts Compliance Jobhs Reports

stems | Groups | All Targets

Cluster: RACCLO1 > Cluster Database: DEMO2 01 > Data Guard > Logged in As SYS
Data Guard Performance
Page Refreshed 25 September 2009 16:13:57 CEST View Data Real Time: 1 Minute Refresh EE%)
Overview DEMO2_01 - Redo Generation Rate
Primary Database Name DEMOZ2_01 1.4
Data Guard Status  + MNormal 12
Archives the current log file group on the primary databasze. 1.0
N (=]
Switch Log :| : o8
_— & 0.6
Test Application < o4
Run the test application to generate a lead on the primary database. )
0.2

0 1 1 1 1

15:14 15:30 15:45 1600

@ TIP Click on any of the charts for historical infarmation. 25-5ep-200% W Redo Generation Rate

Current Redo Generation Rate (KB/sec) 0
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DEMO2_02 - Lag Times DEMO2_02 - Apply Rate
50 7.5
40 6.0
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S oy 5 4°

o 20 i i i =
ol g @ D 1l : %30
=2 10 '
: i o 15
o % 14:5415%:05 1520 1535 1550 1605 a0 i i Y N
wlg 25-Sep-2009 W Transpor Lag T4:54 1520 15:35 1550 1605
A - O Apply Lag 25-5ep-2009 B Apply Rate
(&1 - Current Transport Lag (seconds) 32.0 Current Apply Rate (KB/sec) HNo data
a % Current Apply Lag (seconds) 40.0 Apply Rate When Active (last 3 logs, KB/sec) 12
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A and OEM GRID Control

ORACLE Enterprise Manager 10g
Grid Control

Cluster RACCLO1 > Cluster Database: DEMOZ 01 = Data Guard =
Data Guard Performance
Page Refreshed 25 September 2009 16:19:19 CEST

Overview

Primary Database Name DEMO2 01
Data Guard Status + MNormal

Archives the current log file group on the primary database.
Switch Log J

Test Application - In Progress
Run the test aEEIicatiun to generate a load on the primary database.

| Start 1 Stop 1 Fause :]

Transactions per second 26

@& TIP Click on any of the charts for historical information.

DEMO2_02 - Lag Times

14:54 15:20  1%:3% 1550 1&:05
25-3ep-2003 B Transport Lag
O Aopky Lag

Current Transport Lag (seconds) 0.0
Current Apply Lag (seconds) 6.0

Setup Preferences Help Logout
=

Home Targets Deployments B Alarts ) Compliance B Johs

ns | Groups | All Targets

Logged in As SYS

View Data Real Time: 1 Minute Refresh -

DEMO2_01 - Redo Generation Rate

750
500
2 450
il
2 zo0

150

O i
15:14 15:20 15:45 16:00 16:15
25-5ep-2009 g Redo Generation Rate

Current Redo Generation Rate (KB/sec) 798

DEMO2_02 - Apply Rate

4,000
2,000
=]
a
22,000
[==]
2z
1,000
o .
14:54 15:20 15:35 1550 16:05
25-5ep-2009 B Apply Rate

Current Apply Rate (KB/sec) 597.63
Apply Rate When Active (last 3 logs, KB/sec) 404

Reports B

E%

Copyright © - Zoeteweij Consulting

53



ZOETEWEI) CONSULTING

Professional Oracle Solutions

A and OEM GRID Control

ORACLE Enterprise Manager 10g . N Setup Preferences Help Logout
Grid Control Home J@RETEE Deploytments Alerts Carmpliance lohs Reports

Databases | Middleware | Web Applications | Services | Systems | Groups | All Targets

Cluster: RACCLO1 > Cluster Database: DEMO2 01 > Data Guard > Logged in As SYS
View Data Real Time: Manual Refresh -

Log File Details
Page Refreshed 25-Sep-2009 16:21:43 CEST E=E)

Atable is shown below for each standby database in the configuration, listing redo log files that have not been received by the standby database and redo log files that have been
received but not applied to the standby database. Related redo transport and apply information is also displayed for diagnostic purposes.

Primary Current Logs

| Thread| L0g|
1 23
2 19
DEMO2_02

Redo Apply Services On
Status  Normal
Apply Delay (minutes) 0

Redo Transport Semvices On
Redo Transport Status MNormal

Primary Thread|Log|Status | Resetlogs ID #| First Change # (SCN)| Last Change # (SCN)| Size (KB)|Time Generated Time Completed
2 17 Partially Applied 691697666 392053 397307 51198 25-Sep-2009 16:23:27 25-Sep-2009 16:24:36
2 18 Not Applied 691697666 397307 402706 51198 25-Sep-2009 16:24:36 25-Sep-2009 16:26:33
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ORACLE Enterprise Manager 10g

5 | Systems | Groups | All Targets

Processing: Verify
Verify checks various standby database settings.

The results of the verify will be shown upon completion. You can click Cancel to stop processing at any time.

Initializing

Switching current log

Performing health check
Updating Data Guard information
Verifying protection mode
Checking standby redo log files
Checking Data Guard status
Checking properties

= Verifying log switch

Saving detailed results

Preferences Help Logout
=

Grid Control Home e Deployments O Aerts ) B lobs Reports B

Logged in As SYS
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Professional Oracle Solutions

A and OEM GRID Control

ORACLE Enterprise Manager 10g N N Setup Prfferencei Help anng\t
Grid Control Home TG Deployvments Alerts Compliance lohks Reparts

| Databases | Middleware | Web Applications | Senices | Systems | Groups | All Targets

Logged in As SY'S

Processing: Verify Completed

Verify completed successfully. Check the detailed results for more information.
Standby redo log files are recommended. Click on OK to create standby redo log files.

Detailed Results
Initializing -
Connected to instance rac2 mycorpdomain.com:DEMO22

Starting alert log monitor...
Updating Data Guard link on database homepage...

m

Data Protection Settings:
Protection mode : Maximum Performance
Redo Transport Mode settings:
DEMOZ_01: ASYNC
DEMOZ_02: ASYNC
Checking standby redo log files...._Done
(Standby redo log files needed : 9)

Checking Data Guard status
DEMO2_01 : Normal
DEMO2_02 : Mormal
Checking Inconsistent Properties -
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tandby Database - Switchover

ORACLE Enterprise Manager 10¢
Grid Control

Databases
Cluster, RACCLO1 > Cluster Database: DEMO?2 01 >
Data Guard

Page Refreshed 25 September 2009 15:37:20 CEST

Middleware

Overview
Data Guard Status v Normal

Protection Mode Maximum Performance
Fast-Start Failover Disabled

Primary Cluster Database

Name DEMO2 01 DEMO22
Cluster Unknown
Data Guard Status v Normal
Current Log  Multiple Threads
Properties Edit

Standby Databases

Edit ) Remove | Switchover J Fallover
Select Name
® DEMO2 02  rac2 mycorpdomain com

Web Applications

Setp Preferences Helb Logout
oliance | Jobs | Reports |

- Com)

Senices

Groups | All Targets

] 1_DEN > Logged in As SYS

View Data Real Time: 30 Second Refresh ﬁ%

Standby Progress Summary

Transport iag s the time difference between the primary last update and the standby last received redo. Apply
lag is the time difference between the primary last update and the standby last applied redo

20
w 15 ;—_ils
=
£ 10 @ Transport Lag
¢ Apply Lag
s

1
0
DEMO2_02
(_Add Standby Database )
Data Guard Status Role Last Received Log  Last Applied Log  Estimated Failover Time

+ Normal Physical Standby  Multiple Threads Multiple Threads 2.6 seconds

Performance Additional Administration
Data Guard Performance Vi figuration
Fi i r fi i
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Professional Oracle Solutions

EM GRID Control
tandby Database - Switchover

5 | Middleware | Web Applications | Semices | Systems | Groups | All Targets

Confirmation: Switchover to DEMO2_02

Are you sure you want to switchover to DEMO2_02?

A switchover will cause the primary and standby databases to switch roles. Since DEMO2_02 is a physical standby database, the primary and
standby databases will be shut down and restarted. The switchover operation cannot be cancelled.

Any active sessions connected to the primary database will be closed automatically during the switchover operation.
Browse Primary Database Sessions

Monitoring Settings and Jobs

Monitoring settings and jobs can optionally be swapped between the primary and standby databases as part of the role change operation.

I Swap Monitoring Settings I
G menitering settings (including metric thresholds) for the primary and standby databases will be swapped after the role change, overriding

all settings for each database with the values from the other database. If more granular monitoring standard swapping is desired, de-select this eption and use the Monitoring
Standards interface to create menitoring templates prior to the role change and apply them afterwards.

I [¥] Transfer Jobs I
anb Transfer Details

Primary Database Jobs
The following jobs currently scheduled on the primary database can be transferred to the new primary database.

Select All | Select Naone

Select Job Name Scheduled Date Job Owner Job Type
BACKUP_DEMO2_01_000001 Sep 26, 2009 2:00:00 AM CEST SYSMAMN  Backup
Standby Database Jobs

The following jobs currently scheduled on the standby database can be transferred to the new standby database.
Select Job Name Scheduled Date Job Owner Job Type
Mo items found

ORACLE Enterprise Manager 10¢g _ _ Setup Preferences Help Logout
Grid Control Home JEETE Deployments Alerts Compliance lobs Reparts

Logged in As SYS

()
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tandby Database - Switchover

ORACLE Enterprise Manager 10g
Grid Control

| Databases

Home Targets Deployments 7 Alerts B

| Middleware | Web Applications | Semices | Systems | Groups | All Targets

Processing: Switchover
Switching over to DEMO2 02

This process takes some time. The page automatically returns to the Data Guard overview page upon completion.
Click on the alert log link to view progress details in a new browser window. View alert log: DEMOZ2_01 DEMOZ2 02

v Performing role change

v FRestarting databases

' Waiting for switchover to complete
v Transferring jobs

= Transferring monitoring settings

& TIP Switchover completed successfully. The job and monitoring settings transfer operations may take several more minutes. To end
further process menitoring and allow the remaining operations to continue running in the background, click Return to Data Guard
Overview.

Setup Preferences Help Logout
. = = =
Compliance Jobs Fepors

Logged in As SYS5

[ Return to Data Guard Cvervew |
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tandby Database - Switchover

ORACLE Enterprise Manager 10g
Grid Control

Cluster RACCLO1 > Cluster Database: DEMOZ 01 =
Data Guard
Page Refreshed 25 September 2009 17:33:19 CEST

Overview

Data Guard Status
Protection Mode
Fast-Start Failover

Primary Database
MName
Host
Data Guard Status
Current Log
Properties

Standby Databases

+ Normal
Maximum Performance
Disabled

DEMO2 02
rac2 mycorpdomain.com

+ MNormal
33

Edit

[ Edit ) Remowe )| Switchower )| Failower |

Standby Progress Summary

Tranzport lag is the time difference between the primary last update and the standby last received redo.
Apply lag is the time difference between the primary last update and the standby last applied redo.

seconds

Horme

| Databases | Middleware | Web Applications | Services | Systems | Groups | All Targets

=

=
4
2
0

el Deployments | Alerts | Compliance V Joks | Reparts |

Setup Pr_eferences_. Help Ll:lgl:l_ut

Logged in As 5YS

View Data Real Time: 30 Second Refresh - QE%)

B Transport Lag
O Apply Lag

DEMOZ_01

[ Add Standby Database |

Select Name Cluster Data Guard Status Role Last Received Log Last Applied Log Estimated Failover Time
©® DEMO2 01 RACCLO1 ~ Mormal IF’hysicaI Standby Cluster Database I Mot available Mot available Mot available
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ORACLE Enterprise Manager 10g
Grid Control

Cluster RACCL01 > Cluster Database: DEMO2 01 =

Cluster Database: DEMO2_01

Setup

Home Targets Ceployments B ,Ner‘ts\ Compliance

ases | Middleware | Web Applications | Senices | Systems | Groups | All Targets

Preferences Help Logout

7 Johs B Feports B

Logged in As 5YS

Server

Schema Data Movement Software and Support

Topology

_J Home l Performance Availability

General

ﬁ [ Shutdown ) Black Qut )

Status Up
Instances 2 ( +2)
Availability (%) 99.41
(Last 24 hours)
Cluster RACCLOT
Database Name DEMO2_01
Version 10.2.0.4.0

View All Properties

Diagnostic Summary
Interconnect Alets + 0

Latest Data Collected From Target 23-Oct-2009 16:46:39 o'clock CEST (_Refresh | Viiew Data Automatically (60 sec) ~

Host CPU

1.0

0.5

0.0
Mo data is currently availahble.

Load Unavailable

Space Summary
Database Size (GB) 0.825
Problem Tablespaces 0
Segment Advisor Recommendations 0

Active Sessions

1.0

0.5

0.0
Mo data is currently availahble.

Maximum CPU  Unavailable

High Availability
Console

Details

Data Guard + Physical Standby

Primary Database

DEMO2_02

Last Backup + 21-Oct-2009 11:15:10

Usable Flash Recavery Area (%)
Flashback Database Logging

78564
Disabled
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Grid Control

ORACLE Enterprise Manager 10g

Database Instance: DEMO2_02

Haorme

Targets

:ms | Groups | All Targets

Deployments 7

Setup P{eferences_» Help Lug|:||_.|t

Alerts B Compliance

i Jobs A

Reports A

Usable Flash Recovery Area (%)
Flashback Database Logging

_J Home l Performance Availability Server Schema Data Movement Software and Support
Page Refreshed 23-Oct-2009 16:55:29 o'clock CEST [_Refresh ) View Data Automatically (60 sec)
General Host CPU Active Sessions SQL Response Time
[ Shutdown )| Black Out )
100% 1.0 1.0
Status Up 75 :
Up Since 23-Oct-2009 16:37:39 o'clock CEST 50 Other 05 M Wait 0.5
Instance Name DEMOT B DENOT : W User /O
Version 10.2.0.4.0 25 mCPU
Host rac? mycorpdomain.com 0 0.0 0.0
Listener LISTEMNER_RAC2 rac2.mvlc0rpdn___ : Latest collection is empty.
ASM +ASMZ_rac2 mycorpdomain.com
Load 544 Paging 0.02 Core Count 1 SAL Response Time Unavailable
View All Properties (%)
[ Edit Reference Collection |
Diagnostic Summary Space Summary High Availability
ADDM Findings 0 Database Size (GB)  Unavailable Console Details
Alert Log  23-Oct-2009 16:29:48 Problem Tablespaces 0 Data Guard + Primary
Segment Advisor Recommendations 0 Instance Recovery Time (sec) 64
Dump Area Used (%) 40 Last Backup + 24-Sep-2009 16:50:06

7092
Disabled
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. Policies - Policy Groups
- Categories
- Configuration

- Insufficient Number of Control Files / Redo Logs
- Not using Spfile, Automatic Undo Management

- Storage
- Default Permanent Tablespace Set to a System Tablespace
- Dictionary Managed Tablespaces

- Security

- Default Passwords
- Execute Privileges on UTL_FILE To PUBLIC
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Professional Oracle Solutions

EM GRID Control
ulnerability

ORACLE Enterprise Manager 10g . N . Setup Preferencee:\@g Luguy\t
Grid Control Horme Targets Deplovments Alerts Compliance Byl Reports

P | Policy Groups | Security At a Glance

Evaluation Results: Secure Configuration for Oracle Database

View All Results = Filter By Target Al (_Choose Target )( Clear ) Return )

g‘:;;r: g;;";gg;aﬁ"“ i Policy Group: Secure Configuration for Oracle Database B

@088 Post Installation _J Summary [ e

»

ooy racle Directory and File Average Compliance Score (%) —— 66 (2
Permissions
9 Oracle Parameter Settings Summary For this policy group, 5 Database Instance targets were evaluated resulting in 234 violations. There
2 Database Password Profile were 70 policies violated.

> Settings Description Ensures adherence with best-practice security configuration settings that help protect against database-

{8 Database Access Settings related threats and attacks, providing a more secure operating environment for the Oracle database./”)
Results

Policies
Compliance Score (%) Nod =
Target / |Violations|Violated|Complian Evaluated|Last Evaluation
DEMO2_01_DEMOQ22 N s 33 10 13 28 UC@wzuoa 12:06:18
DEMO2_01_DEMO21 s 3 10 13 28 gzngnns 12:06-18
orcll_based mycorpdomain.com MEEEEEEE 60 80 29 29 0 Uczé?wzuns 12:06:18
oemrep mycorpdomain.com M 72 53 16 25 0 g§$w2009 12:06:18
DEMO2_02 I o0 35 12 39 0 02-Nov-2009 12:06:18
CET

& TIP A policy will not be evaluated when one of the following canditions occurs: the target is managed by an older Management —
Agent, the policy is not applicable to the target, or the evaluation of the policy resulted in an error. To determine the version
of the Management Agent monitoring the target, see Management Agent. For a list of evaluation errors, see Evaluation

Frrors
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» Patch Advisories
- Based on connection with My Oracle Support
- RefreshFromMyOracleSupport
- Automatic download Patches
- Automated Patching
* Provisioning & Automated Patching
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» Patch Procedures (Deployment Procedures)
- Patch Standalone ASM
- Patch Hosts Linux, Windows, Solaris
- Application Server
> Oracle Database
> Clusterware
- RAC Databases
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ulnerability - Automated Patching

Radew
Pateh Oracle RAC Databasze - All Nodes @ Review
Cancel | | Back| Step 7 of 7 || Finish )
Software Updates
Haging Locaton Remd_rootEMStage
RAC Database Updates
Patch |gumn| | | |r‘::mm Paich | |
Software Update Name © [ID n Type  |Product Platform |Releasejfpplicable On Description README
10183 10.20.4 226 9480681018 Patchset Sracle Linux 88 453 0.4 1020040 PATCH SETFOR View |
ki it 1% Database B4 ORACLE DATABASE SERVER  —

& TIP To lookup for the README , selected updates should be walid patch on My Oracle Support and require connection to My Oracle Support To Setup or Uipdate My
Oracle Support credentisls click on Setup” Link. The view button for README ig not chckable in case of patches selected from softwarne library

Upgrade OPatch

OPatch Upgrade Nol Enabled
Black Ouil Associated Targets
Black Out the sssociated tarpets.

Appdy SOL Script
Apply Defaull SAL Scrpt

Target List
RAC Datahase Tarpets to e patchad
Expand Al | Collapse Al
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Hame Target Type  Cluster Name Host Name Oracle Home Status
¥ Cluster Databasa Targets

o] e B 0ZTw1_01 Cluster Database 1

£

=|=2 P=OITw2_01 Cluster Database 1t

- i b= Ozmewa_ot Cluster Database {t

-

2| = Credentials

w8

=] & Home Credentials

8 E Credentials Type Oracle Home Preferred Credentials

= 3 Schedule

w ‘g Scheduled Immediately
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igh Availability
rap Up

» Monitoring & Configuring of HA Databases
- Monitoring Templates
- Metrics / Policies

» Wizard based:

Creation of Standby Databases
Data Guard Role switch
Migration to ASM

Migration to RAC

Creation of additional Instances

» HA Console
» MAA (Advisor)
» Automated Patching - Provisioning

(¢]

(¢]

(¢]

o

o
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Rob.Zoeteweij@gmail.com

» Blog: http://oemgc.wordpress.com

» Linkedin Group: Oracle Enterprise Manager
Grid Control
http://www.linkedin.com/groups?gid=17760

07&trk=hb_side_g
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