
Research and Applications

Robust clinical marker identification for diabetic kidney

disease with ensemble feature selection

Xing Song,1 Lemuel R Waitman,1 Yong Hu,2,* Alan SL Yu,3 David Robins,4 and

Mei Liu1,*

1Department of Internal Medicine, Division of Medical Informatics, University of Kansas Medical Center, Kansas City, Kansas,

USA, 2Big Data Decision Institute, Jinan University, Guangzhou, PRC, 3Division of Nephrology and Hypertension and the Kidney

Institute, University of Kansas Medical Center, Kansas City, Kansas, USA, and 4Diabetes Institute, University of Kansas Medical

Center, Kansas City, Kansas, USA

*Authors contributed equally and should be considered as co-corresponding authors

Corresponding Author: Mei Liu, PhD, University of Kansas Medical Center, 3001B Student Center, Mail Stop 3065, 3901

Rainbow Boulevard, Kansas City, KS 66160, USA (meiliu@kumc.edu)

Received 17 June 2018; Revised 5 November 2018; Editorial Decision 13 November 2018; Accepted 21 November 2018

ABSTRACT

Objective: Diabetic kidney disease (DKD) is one of the most frequent complications in diabetes associated with

substantial morbidity and mortality. To accelerate DKD risk factor discovery, we present an ensemble feature

selection approach to identify a robust set of discriminant factors using electronic medical records (EMRs).

Material and Methods: We identified a retrospective cohort of 15 645 adult patients with type 2 diabetes, excluding

those with pre-existing kidney disease, and utilized all available clinical data types in modeling. We compared 3

machine-learning-based embedded feature selection methods in conjunction with 6 feature ensemble techniques for

selecting top-ranked features in terms of robustness to data perturbations and predictability for DKD onset.

Results: The gradient boosting machine (GBM) with weighted mean rank feature ensemble technique achieved

the best performance with an AUC of 0.82 [95%-CI, 0.81–0.83] on internal validation and 0.71 [95%-CI, 0.68–0.73]

on external temporal validation. The ensemble model identified a set of 440 features from 84 872 unique clinical

features that are both predicative of DKD onset and robust against data perturbations, including 191 labs, 51

visit details (mainly vital signs), 39 medications, 34 orders, 30 diagnoses, and 95 other clinical features.

Discussion: Many of the top-ranked features have not been included in the state-of-art DKD prediction models,

but their relationships with kidney function have been suggested in existing literature.

Conclusion: Our ensemble feature selection framework provides an option for identifying a robust and parsimo-

nious feature set unbiasedly from EMR data, which effectively aids in knowledge discovery for DKD risk factors.

Key words: diabetic kidney disease, risk factor discovery, embedded feature selection, feature stability, ensemble feature

selection

BACKGROUND AND SIGNIFICANCE

Diabetic kidney disease (DKD) is one of the most frequent and dan-

gerous microvascular complications in diabetes mellitus (DM), af-

fecting about 20% to 40% of patients with type 1 or type 2 DM.1 It

is the leading cause of end-stage renal disease (ESRD), accounting

for approximately 50% of the cases in the developed world with

major public health and economic implications.2 Systematic screen-

ing and monitoring for complications have become a major part of

diabetes care management today. Identifying risk factors related to
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DKD may better stratify patients for tailored monitoring and

evidence-based treatment to prevent or slow down disease

progression.

Current knowledge on DKD risk factors is derived mainly from

hypothesis-driven prospective observational studies with sample size

ranging from a few hundred to a few thousand subjects.3–6 To accel-

erate hypothesis generation for DKD risk factor discovery, more ro-

bust and effective observational data-driven approaches are crucial.

The electronic medical record (EMR) provides a promising data

source for researchers to pragmatically study disease in situ, in partic-

ular to discover novel risk factors.7 As a diverse and rich resource and

free of study-specific bias, EMR provides an abundance of valuable

information delineating patients’ healthcare experience. However,

EMR data, similar to other types of biomedical data, contain a con-

siderable amount of irrelevant and redundant features8 and have their

own sampling biases.9 To eliminate irrelevant features in modeling,

feature selection has been extensively studied in the machine-learning

community for many years10–14 and has found successful biomedical

applications such as gene and Single Nucleotide Polymorphism selec-

tion for biomarker discovery.13 Feature selection has become an in-

creasingly valuable approach7,8,15–17 to reduce overfitting and

generalize learning models.18,19 Simplifying a model with fewer fea-

tures can improve interpretation and shed light on mechanisms under-

lying a target disease.20 From a computational perspective, reduced

feature sets lead to more compact and faster predictive models.

There are broadly 3 classes of feature selection methods: filter,

wrapper, and embedded.21 While filter methods work independently

of the classifier and use a proxy measure to rank the features, wrap-

per and embedded methods perform feature selection by optimizing

performance of a particular classifier.22 The wrapper method, com-

monly stepwise regression, has been used for the prediction of DKD

or chronic kidney disease (CKD) as most studies used hypothesis-

driven approaches23–25 with pre-selected features in which computa-

tional cost was not an issue. However, when it comes to mining

high-dimensional data, filter or embedded methods are usually pre-

ferred due to computational efficiency.12,26–28 To our best knowl-

edge, we have not found published data-driven solutions to DKD

risk factor identification that leverage unrestricted EMR data (eg,

note concepts, labs, nursing observations) integrated with clinical

registries and billing sources. Such integrated data repositories have

only recently been linked by clinical data research networks29 and

nationally verified for data quality through the PCORnet initia-

tive.30 Another barrier to data-driven DKD risk factor identification

could be the strong and multiway correlations within EMR data as

well as its heterogeneous nature, which exacerbates the stability or

robustness issue in feature selection, resulting in non-reproducible

models and misleading rules.31 To address the limitations, a panel of

ensemble feature selection methods has been developed.32,33

In this study, we presented an ensemble feature selection frame-

work to identify a robust and parsimonious set of important features

that are predictive of DKD by mining an integrated clinical data re-

pository. We combined 3 types of embedded feature selection algo-

rithms with 6 feature ensemble techniques and evaluated both

prediction accuracy and stability for these 18 (ie, 3x6) ensemble–fea-

ture selection models. We chose the 3 types of embedded feature se-

lection algorithms, namely, elastic net (ElastNet) regressions,34

gradient boosting machine (GBM) trees,35 and deep neural network

(DNN),36 because they favor different underlying structures. For

evaluation, we rigorously assessed the tradeoff between stability and

predictability for each model. The Kuncheva index37 and weighted

and relative weighted consistency indices38 were used for measuring

stability, and area under receiver operating curve (AUC) was used

for evaluating prediction performance. After demonstrating that

GBM with ensemble-weighted-mean rank generated the “best” fea-

ture set, we evaluated the marginal effects35 of the top features on

DKD risk.

METHODS

Diabetes definition
We adopted the surveillance, prevention, and management of diabe-

tes mellitus (SUPREME-DM) definition of diabetes in this study. Di-

abetes was defined based on: a) use of glucose-lowering medications

(insulin or oral hypoglycemic medications); or b) level of hemoglo-

bin A1C of 6.5% or greater, random glucose of 200 mg/dL or

greater, or fasting glucose of 126 mg/dL on at least 2 different dates

within 2 years; or c) any 2 type 1 and type 2 DM diagnoses given on

2 different days within 2 years; or d) any 2 distinct types of events

among a), b), or c); e) excluding any gestational diabetes (temporary

glucose rise during pregnancy).39

DKD definition
DKD was defined as diabetes with the presence of microalbuminuria

or proteinuria, impaired glomerular filtration rate (GFR), or

both.40,41 More specifically, microalbuminuria was defined as

albumin-to-creatinine ratio (ACR) being 30 mg/g or greater (simi-

larly, proteinuria was defined as urine protein-to-creatinine ratio be-

ing 30 mg/g or greater).40,41 Impaired GFR was defined as the

estimated GFR (eGFR)—an age, gender, and race adjusted serum

creatinine concentration based on the modification of diet in renal

disease (MDRD) equation41—being less than 60 mL/min/1.73m2.

Study cohort
A retrospective cohort was built using de-identified data from No-

vember 2007 to December 2017 in the University of Kansas Medical

Center’s integrated clinical data repository, Healthcare Enterprise

Repository for Ontological Narration (HERON).42 The study did

not require IRB approval because data used meet the de-

identification criteria specified in the HIPAA Privacy Rule. Data re-

quest was approved by the HERON Data Request Oversight Com-

mittee. As shown in Figure 1, a total of 33 206 adult DM patients

(age � 18) who had at least 1 valid eGFR or ACR record at an out-

patient encounter were eligible for this study, so that they were iden-

tifiable as DKD present or not. We excluded patients with any

kidney disease manifestation (eg, CKD diagnosis, low eGFR, or

microalbuminuria) prior to their DM onset. The case group included

all DKD patients with their onset time, or endpoint, defined as the

first time of their abnormal eGFR or ACR. The control group was

defined as DM patients whose eGFR values were always above or

equal to 60 mL/min/1.73m2 and have never had microalbuminuria,

with their endpoint defined as the last time of their normal eGFR or

ACR. Finally, 15 645 patients were included in the final cohort with

5580 (35.7%) DKD patients.

Clinical variables
We included 15 types of clinical observations from HERON (Ta-

ble 1).46 Each category is a mix of categorical and numerical data

elements. For laboratory tests and vital signs, numeric values were

used while we created binary indicator variables for categorical fea-

tures. In addition, we decomposed clinical features into more mean-

ingful pieces according to: a) different sources of a diagnosis (ie,
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primary diagnoses or secondary diagnoses), b) different aspect of a

medication fact (ie, drug refill or drug amount), c) different types of

encounters where a procedure was ordered or performed (ie, inpa-

tient or outpatient), d) different states of an alert (ie, fired or over-

ridden). These data elements can be extracted from EMR, and they

have been explicitly incorporated in our system as an additional at-

tribute called “modifier.”47 Based on our previous investigation, a

reasonable choice of level of granularity for medications is at the se-

mantic clinical drug form (SCDF) or semantic clinical brand form

(SCBF) level according to the HERON ontology, while diagnoses

observations were represented at the ICD 9 or 10 code level.48

For each patient, we extracted the most recent values for all

available features from the 15 categories at least 30 days prior to the

endpoint. Initially, a total of 84 874 distinct features were available

for our study cohort. Among them, 43 487 (51%) were recorded by

only <1% of the patients so that we first excluded these rare fea-

tures to reduce data sparsity. 27 928 (33%) of the features were

recorded only for non-DKD patients, which were also dropped to

control selection bias. Serum creatinine and albumin were removed

from the candidate feature list, as they were part of the eGFR and

ACR calculations that determine the target outcome. The final fea-

ture space contained 13 557 variables.

Embedded feature selection methods
Embedded feature selection methods leverage the structure of a

specified learning model and select features contribute best to the

model accuracy. We focused on 3 types of embedded feature selec-

tion methods: 1) regularized regression, which assumes an additive

structure and benefits linear relationships; 2) tree-based gradient

boosting machine, which assumes hierarchical structure and benefits

nonlinear relationships; and 3) neural network, which incorporates

a structure handling more complex correlations. All 3 methods have

demonstrated success in a variety of biomedical studies.49–52

Regularized regression

Regularized logistic regression is a sparsity-inducing feature selec-

tion method that implicitly identifies the stronger one within each

pair of correlated features.34 Desired sparsity of the final model is

controlled by penalizing either absolute or quadratic values of the

coefficients, with least absolute shrinkage and selection operator

(LASSO) and ElastNet being 2 popular choices.

Gradient boosting machine

GBM is an ensemble learning technique that effectively combines

weak and simple learners into a stronger one.35 As a base learner,

we used decision trees, which can handle nonlinear relations and

correlations with their hierarchical structure. GBM is sensitive to

hyper-parameters, and thus a grid of parameter configurations for

the learning rate, number of trees, and depth of trees are considered

for tuning within each training stage.

Deep neural network

DNN uses a cascade of multiple layers of nonlinear processing units

to transform and extract features.36 Lower layers select simple fea-

tures and use them to learn more abstract concepts for constructing

the upper layers. It is difficult to fine-tune all hyperparameters for

DNN. We experimented on using 100, 200, 300, 400, and 500 neu-

rons with 2 and 3 hidden layers. For better computational efficiency,

we used “rectifier” as the activation function and set the number of

epochs at 100.

All algorithms for embedded feature selection were implemented

in R, on open-source language for statistical applications. Particu-

larly, we used h2o library53 implementations for LASSO, ElastNet,

and DNN and xgboost library54 for GBM. Missing values were han-

dled internally specific to each library implementation.

Figure 1. Study cohort inclusion and exclusion.
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Experimental design
The overall data set was split into training, internal validation, and

temporal validation sets, with internal validation being 30% ran-

domly held-out patients with endpoints occurring before January 1,

2017, and temporal validation containing patients with endpoints oc-

curring after January 1, 2017. The flowchart in Figure 2 shows the ex-

perimental process. At the training stage, we first applied each

embedded feature selection method on 20 bootstrap samples, ranked

the features in accordance with their importance (feature ranking),

and aggregated the rankings with different ensemble techniques (fea-

ture ensemble). Then, for each combination of feature selection

method and ensemble technique, or ensemble–feature selection model,

we conducted a golden-section search to estimate the minimal feature

size sufficient for that particular classifier to achieve a close-to-

optimal accuracy based on 5-fold cross validation within training (fea-

ture size estimation). Finally, we evaluated prediction accuracy on

both validation sets and feature stability across the 10 resamples (eval-

uation). Note that we required the union of each 20 bootstrap samples

to cover the overall training set to ensure that the sample space has

been thoroughly searched.

Feature ranking

LASSO and ElastNet rank the feature importance based on the magni-

tude of normalized coefficients. Feature importance for GBM is mea-

sured as its contribution to the improvement of prediction accuracy.

More specifically, it is the averaged importance taken across all boosted

trees, with each tree-specific importance calculated as the cumulative

improvement of AUC attributed to splitting by that feature weighted by

the number of observations the node is responsible for, which was then

normalized to a percentage. In terms of DNN, we adopted Gedeon’s

method for assigning ranks to features, which is measured as the

weights connecting the input features to the first 2 hidden layers.55

Feature ensemble

To improve stability of selected feature sets against data perturba-

tion, we performed feature ensemble on bootstrap samples: feature

selection is run on several random subsamples of the training data,

and the different ranks of features are aggregated into a more robust

ranking.32 More formally, for each of the feature selection methods

described above, we obtained B lists of feature rankings, ðr1; . . . rBÞ,
each provided by a bootstrap sample, and then aggregated them by

computing a score, Fj, as

Fj ¼
1

PB

i¼1

wi

XB

i¼1

wif ðri
jÞ (1)

where wi denotes a bootstrap-dependent weight, and we tested the

following rank aggregation functions, which are straightforward to

implement.

Table 1. Integrated data repository data domain categories

Domain Descriptions Data Type # of Eligible Featuresa

ALERTS Includes drug interaction, dose warnings, drug interactions, medication

administration warnings, and best practice alerts

Binary 1230

ALLERGY Includes documented allergies and reactions Binary 60

DEMOGRAPHICS Basic demographics such as age, gender, race, etc., as well as their reach-

ability, and some geographical information

Binary/ Numeric 10

DIAGNOSES Organized using ICD9 and ICD10 hierarchies. Intelligent Medical Objects

interface terms are grouped to ICD9 and ICD10 levels. Diagnosis

resources are further separated by source of the assignment (eg, EMR,

professional billing, technical billing, registry).

Binary 4769

HISTORY Contains family, social (ie, smoking), and surgical history from the EMR Binary/ Numeric 155

LABORATORY TESTS Results of a variety of laboratory tests, including cardiology and microbi-

ology findings. Note that the actual lab values are used in modeling, if

available (excluding serum creatinine, eGFR, ACR).

Binary/ Numeric 1745

MEDICATIONS Includes dispensing, administration, prescriptions, as well as home medi-

cation reconciliation at KUH, grouped at semantic clinical drug form

(SCDF) or semantic clinical brand form (SCBF) level. Medication

resources are further separated by types of medication activity.

Binary 1240

NAACCR (ABRIDGED) Includes information from the North American Association Central Can-

cer Registry translated to layman terms43

Binary 151

NCDR Includes information from the Cath PCI National Cardiovascular Data

Registry44

Binary 253

NTDS Includes information entered into the National Trauma Registry45 Binary 175

PROCEDURES Includes CPT professional services and inpatient ICD9 billing procedure codes Binary 571

ORDERS Includes physician orders for non-medications such as culture and imaging

orders from the EMR

Binary 1091

REPORTS Includes observations from physician notes authored in the EMR using

templates that collect structured data elements

Binary 1081

VIZIENT (formerly UHC) Includes both billing classifications such as Diagnostic Re-

lated Groups (DRG), comorbidities, discharge placement, LOS, and na-

tional quality metrics

Binary 696

VISIT DETAILS Includes visit types, vital signs collected at the visit, discharge disposition,

and clinical services providing care from both EMR and billing

Binary/ Numeric 480

aThese are not all distinct concepts from the entire HERON system, but only the total number of distinct features that had ever been recorded for at least

1 patient in the study cohort.
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Simple Aggregation is a group of methods that set all wiin equa-

tion (1) to 1, and the lower the calculated value is, the better the en-

semble rank is.

• Ensemble-mean13: averaging the rank of features over the boot-

strap samples, ie, f rð Þ ¼ r (ensemble1_mean_rank);

• Ensemble-stability (top s) selection11: assigning a “hard”

membership of a feature as whether or not it is among the

top s, ie, f rð Þ ¼ 1 if r � s; 0 otherwise (ensemble3_-

top_100);
• Ensemble-exponential11: assigning a “soft” membership of a fea-

ture as how high up the rank is relative to top s by applying an

Figure 2. Flowchart for the experimental design.
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exponentially decreasing function to the rank, ie, f rð Þ ¼ expf�r=sg
(ensemble5_top_100_exp).

Weighted Aggregation, on the other hand, assigned weight to a

bootstrap in accordance with the out-of-bag (OO) validated AUC,

ie, wi ¼ OO-AUCi. In other words, we wanted to give more credit

to the bootstrap samples with better prediction performance.

• Ensemble-weighted-mean13: taking weighted average of the

ranks over the bootstrap experiment (ensemble2_mean_-

rank_wt);
• Ensemble-weighted-stability (top s) selection: applying the

weights and average over the classic ensemble-stability measure-

ment (ensemble4_top_100_wt);
• Ensemble-weighted-exponential: applying the weights and aver-

age over the classic ensemble-exponential measurement (ensem-

ble5_top_100_exp_wt).

Feature size estimation

Since the performance of a classifier can be influenced by the num-

ber of features56 and DNN, GBMs are designed to “combine” rather

than “eliminate” the weaker features. It is a natural assumption that

these types of feature selection methods would prefer more features

than LASSO and ElastNet. To ensure a fair comparison, we pro-

posed an iterative golden-section search procedure57 for approxi-

mating a minimal feature size, which can achieve an accuracy that is

significantly close to the optimum using the Delong test.58 More

details of the search algorithm are available in Supplementary

Material – Appendix A.

Evaluation protocol

Stability measures can be feature-focused and subset-focused based

on their evaluation scope; or subset-size-biased and subset-size-

unbiased according to their ability to adjust for feature set of varying

sizes. We randomly resampled K times (K ¼ 10) and applied the

Kuncheva index (KI)37 and weighted consistency index (WCI)6 to

compare stability for fixed feature sizes and relative weighted consis-

tency index (WCIrel)
38 to compare stability for flexible features sizes

adapted to different feature selection algorithms (Supplementary

Material – Appendix B).

Accuracy is evaluated by AUC on both internal and temporal

validation sets. To control for overfitting, we made sure that both

validation sets were never seen by the classifiers or feature selectors.

RESULTS

Summaries of the patient population are presented in Table 2, who

were primarily white with a mean age of 59 and evenly distributed

between male and female. It appears that even though patients’ basic

demographics did not vary significantly between training and vali-

dation sets, DKD rate dropped significantly (P-value < .001) from

44.4% (training) and 45.5% (internal validation) to 10.1% (tempo-

ral validation). When we broke down the cohort by DM onset year,

we observed that patients in Temporal holdout were relatively

newer to our health system (52.7% vs. 19.4% DM onset after 2014,

P-value < .001). It suggests that the DKD rate discrepancy could be

caused by significantly shorter follow-up periods for patients in the

Temporal holdout set.

Figure 3 illustrates that the feature ensemble methods (ensemble

1 through 5) performed better than a single-run selection (single_-

run_rank) consistently over different feature set sizes and classifiers.

In most cases, the ensemble methods performed better with fewer

features, suggesting their capability of eliminating irrelevant/redun-

dant features. More specifically, the ensemble methods focusing on

stabilizing top-ranked features (ensemble3_top_100, ensemble4_-

top_100_wt) yielded better accuracy with a smaller feature set,

while the methods with emphasis on stabilizing overall feature rank-

ings (ensemble1_mean_rank, ensemble2_mean_rank_wt) achieved

better accuracy with a larger feature set. On the other hand, the im-

provement of ensemble methods over single-run has a different man-

ifestation among different classifiers, with LASSO and ElastNet

showing smaller discrepancies than GBM and DNN. The weighted-

aggregation methods did not yield significant improvement in accu-

racy over the simple-aggregation methods, even though the former is

designed to bias towards rankings with better performance within

bootstraps. Although the AUC on temporal validation drops signifi-

cantly from the internal validation in general, GBM outperformed

the other 3 models significantly on both validation sets.

In terms of the stability of feature selection (Figure 4), DNN

(C1-C3) and GBM (D1-D3) generated more stable feature sets than

LASSO (A1-A3) and ElastNet (B1-B3) with respect to all 3 meas-

ures, which is not surprising, as LASSO and ElastNet have been

reported to be less stable dealing with highly correlated data.31 In-

terestingly, while feature ensemble methods improved stability for

GBM and DNN, they turned out to aggravate the instability of

LASSO and ElastNet. Comparing among the feature ensemble meth-

ods, the ensemble-(weighted)-exponential (ensemble5_top_100_exp,

ensemble6_top_100_exp_wt) gave a more stable feature set than en-

semble-(weighted)-stability (ensemble3_top_100, ensemble4_

top_100_exp) and ensemble-(weighted)-mean (ensemble1_mean,

ensemble2_mean_wt) for most of the selection algorithms (A, B, C),

while GBM (D) appeared to direct towards a totally opposite

direction.

Except for DNN, all ensemble–feature selection models saw de-

creasing stability as feature size got larger, indicating that the top-

ranked features were more robust against data perturbation. It

appears that DNN and GBM generated feature sets steadily stable

even with increasing size when we combined DNN with ensemble-

(weighted)-exponential and GBM with ensemble-(weighted)-mean

Table 2. Patient characteristics of training and validation sets

Demographic

Characteristics

Training

(2007-2016)

Internal

Validation

(2007-2016)

Temporal

Validation

(2017)

N 8098 3461 4086

% DKD 44.4 45.5 10.1

Mean age in years (SD) 59.2 (14.1) 59.2 (14.0) 58.5 (13.9)

% Male 49.2 49.1 50.0

Race

% White 68.2 67.8 64.5

% Black 20.5 21.1 23.4

% Asian 1.7 1.7 2.0

% American Indian/

Pacific Islander

0.7 0.7 0.6

% Two races 0.2 0.2 0.3

% Other 8.5 8.6 8.5

% Unknown 0.4 0.4 1.1

DM onset

% DM onset after 2014 19.6 19.4 52.7 (P < .001)

% DM onset after 2015 10.0 10.1 32.8 (P < .001)

% DM onset after 2016 3.3 3.0 17.4 (p < .001)
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methods. It is also worth noting that all 3 stability measures showed

consistent results, where CWrel½AQ0000� (second column) was more

conservative than the other 2 measures.

Figure 5 summarizes the tradeoff between accuracy and stability

of all 24 ensemble–feature selection models under consideration,

trained with their minimal robust feature sets. Interestingly, to arrive

at the best balancing point between stability and accuracy, LASSO

and ElastNet work the best with ensemble methods that concentrate

on stabilizing the top features, while DNN and GBM favor the

methods maintaining an overall stability. Conceptually, we would

prefer the combination located at the top-right corner, which indi-

cates both high accuracy and stability. To quantify that, we calcu-

lated the Euclidean distance from each point to the origin (AUC ¼
0.5, CWrel ¼ 0.0) and picked the one with the largest distance,

which is the combination of GBM and ensemble-weighted mean

with a minimal feature size of 440.

Finally, we took a closer look at these 440 features and their

marginal effects on DKD risk. Figure 6 displays the partial depen-

dence plots35 for the 17 numerical features among the top 20, con-

sisting of a patient’s age at prediction point, 9 labs, and 7 vital signs.

Additionally, there are 3 binary features among the top 20: Sure-

script Encounter and 2 fired alerts, which are protective against

DKD (not shown in Figure 6 but available in Supplementary Mate-

rial – Appendix C). In Figure 6, the 3 vertical lines correspond to the

25th, 50th, and 75th percentiles of the feature values, while the hori-

zontal line marks the predicted DKD risk corresponding to value at

50th serving as a baseline. For example, 11, 13, 16 are the 3 quar-

tiles of the blood urea nitrogen (BUN) measured in mg/dL. Com-

pared with the predicted probability at the baseline, an increase of

BUN from 13 mg/dL to 16 mg/dL would increase the DKD risk

from 0.44 to 0.51, or by 14%.

DISCUSSION

Quality criteria for feature selection should combine both accuracy

and stability. Accuracy alone would select a feature set that is pre-

dictive of the outcome but could be sensitive to overfitting. Stability

Figure 3. AUC vs. number of selected features for different feature selection combos.
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alone can be naively increased by considering a fixed set of common

features, which would lead to poor predictive models.

Feature ranking aggregation is an ensemble technique that is in-

dependent of the feature selection algorithm, which can be conve-

niently implemented to improve both accuracy and stability of the

existing feature selection methods. It is unexpected that neither

ElastNet, which was designed to remedy the unstableness of LASSO

by allowing the selection of correlated features in pairs, nor ElastNet

in combination with feature ensemble techniques seemed to be more

stable than LASSO. In contrast, GBM and DNN benefited more

from the feature ensemble and outperformed LASSO and ElastNet

with respect to both accuracy and stability.

Among the 440 features identified by the “best” ensemble–fea-

ture selection model, more than half of them are labs and vitals that

contribute the most to the discriminant power. Some features are

known predictors of DKD such as age, body mass index (BMI),

BUN, and systolic blood pressure (SBP), while their associations

with DKD risk can be further interpolated on a continuous scale. For

example, even within the normal range of BUN, ie, 7 to 20 mg/dL,

the model still suggests an aggressive risk increase when BUN is

above 11 mg/dL. We have also identified factors that were not

widely incorporated in the state-of-art multivariate predictive mod-

els for DKD, but had been sporadically examined for their associa-

tion with kidney functions in separate univariate analyses. For

example, our model identified serum anion gap to be associated

with increased DKD risk when its value is above 6 mEg/L, which is

consistent with the findings in59, who found the serum anion gap to

be a potential early marker for CKD, and the mean anion gaps for

patients with eGFR at 15 to 29, 30 to 44, and 45 to 59 mL/min/

1.73m2 are 6.07, 6.78, and 6.55 mEg/L, respectively. Since the anion

gap is a calculated difference between primary measured citation

(sodium and potassium) and primary measured anions (chloride and

bicarbonate), it would be straightforward to explain the positive re-

lation between potassium and DKD risk. However, the effect of

chloride is trickier, since low chloride may lead to a high anion gap

if sodium drops at a slower rate, and indirectly increase DKD risk,

but meanwhile hyperchloremia also could occur early in chronic re-

nal failure.60 This complexity is captured and described by our

Figure 4. Stability vs. number of selected features for different feature selection combos.
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model with a nonlinear relationship. Furthermore, some counterin-

tuitive relationships have also drawn our attention, eg, the inverse

relationship with diastolic blood pressure (DBP). With further litera-

ture research, we learned that low DBP of < 70 mmHG was identi-

fied to increase all-cause mortality of CKD patients.61 Due to page

limit, we elaborated on only the top 20 features in this article and

left the full feature list and their marginal effects to Supplementary

Material – Appendix C.

Moreover, the hypothesis-free approach can lead to identifica-

tion of novel risk factors, not previously considered in the literature

(Supplementary Material – Appendix D). Here we highlighted some

“new” features with relatively large marginal effects. Drivers for

DKD risk included: alerts that encapsulate drug–drug combinations

(antidiabetics and non-cardioselective betablockers), general medi-

cine admission service and liver transplant status, acute renal failure

University HealthSystem Consortium (UHC) Diagnosis Related

Groups (DRG) status, diabetes diagnoses with noted complication,

outpatient prescription fill of potassium chloride extended release,

and low CathPCI pre-procedure hemoglobin. More pronounced

protective factors included: outpatient refill adherence noted as a

Surescript encounter, especially prednisone fills, alerts that the pa-

tient should be on a diabetic or general care plan while inpatient, di-

abetes diagnoses without complication, an emergency medicine

visit, lack of allergies or a tetracycline allergy, low stenosis noted in

CathPCI findings, a low E/A ratio from echocardiography, health

maintenance letters generated, negative endocrine findings in physi-

cian notes, and cellulitis or dysphagia diagnoses. Many of the find-

ings are clinically plausible, and next steps will include expanded

clinical interpretation with case review and developing approaches

to model interpretation with clinicians and ultimately patients.

It is worth noting that some “unconventional” features were

selected, such as drug–drug interaction (DDI) alerts, Surescript

encounters implying medication adherence, concepts extracted

from physician notes, etc.—information that already exists in

most EMR systems but that has been under-utilized in observa-

tional research. In recent years, DDI alerts and outpatient medi-

cation dispensing (Surescript) have received increasing

recognition. DDI alerts can be considered as an abstraction rep-

resenting composite interactions of factors. For example, a DDI

alert of antidiabetics and non-cardioselective betablockers

implies that the patient has a cardiovascular condition or poten-

tially may be affected by the DDI or both. Outpatient medica-

tion, on the other hand, plays a critical role in completing

patients’ health information, in which existing common data

models (eg, PCORnet and OHDSI) have explicit requirements on

collecting outpatient medication data.62,63

Our experiment has demonstrated the capability of a hypothesis-

free and machine-learning-based approach for identifying potential

risk factors of DKD. This framework will not only significantly re-

duce the effort in preselecting features manually, but will also enable

knowledge discovery from a much larger feature space. As a result,

we could efficiently identify a stable feature list with better diversity

covering a broader range of patients’ health information, which in

turn, would merit a more general characterization of a DKD cohort

and create a possible venue for designing better intervention strate-

gies to improve patient care.

There are still several limitations to this study. First, the drop of

prediction performance on temporal validation, expected though as

the set is strongly biased towards non-DKD patients [45.4% DKD

patients in internal validation set; 10.1% DKD patients in temporal

validation set (Table 2)], but still indicates a lack of robustness

against population shift. Further investigation on finding causal risk

factors is in our horizon. Second, we ensembled features only to

overcome sampling variations but have not accounted for the differ-

ences in the feature selection algorithms, eg, GBM tends to learn bet-

ter with numerical features, while LASSO picks out more binary

features. Finally, as we needed to retune hyperparameters for each

bootstrapped sample at feature ranking stage as well as for various

Figure 5. Stability vs. AUC tradeoff for different feature selection combos.
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feature sets at feature size determination stage, it was only computa-

tionally feasible to experiment with a limited number of parameters

for GBM and DNN.

CONCLUSION

We developed an ensemble feature selection framework for identify-

ing robust DKD risk factors by balancing predictability and stabil-

ity. We combined 4 state-of-art feature selection algorithms with 6

feature ensemble techniques as candidate feature selection methods,

re-designed the golden-section search for approximating the mini-

mal feature set size for each method, and selected the final set with

the best stability and predictability. The final robust set of 440 fea-

tures achieved an AUC of 0.82 [95% CI, 0.81–0.83] on internal vali-

dation and 0.71 [95% CI, 0.68–0.73] on temporal validation. This

study explored a more exhaustive list of EMR data integrated with

external registries and identified numerous potential risk factors

that would merit further investigations.
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