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The purpose of this document is to present solutions to selected example problems from the book using PASS (2005), MINITAB (V15 and V16), Piface (V1.72), and R. (This
version of the document, compiled on 17 August 2010, does not yet contain solutions using R.) All of the programs have more sample size and power calculation capabilities
than what is included in the book. Some packages are particularly strong in certain areas. For example, PASS has the broadest scope, Piface offers an unmatched collection of
ANOVA methods involving fixed, random, mixed, and nested designs and supports custom ANOVA models, and MINITAB has special methods for quality engineers including
attribute and variables sampling plan design and reliability study design.

The following figures show screen captures of some of the methods available in Piface, PASS, and MINITAB.

Piface Application Selector |Z| |E| rz|
OQptions  Help

Type of analysis

Test of ane proportion
b TSt COMpating twn proportions

C1 for ome mean

(Ome-sample t test {or paired t)

Two-sammple t test (pooled or Satterthoraite)
Lirear regression

Balanced ANOVA (any model)

Twro variances (F test)

F-souare (roultiple correlation)

(Grereric chi-souare test

Generic Poisson test

Ornling tables of coramon distributions

Pilot study

== NCSS 2007 Data - [Untitled]
File Edit Data Analysis Graphics BE8SsM GESS Tools Window Help

= | B & GE  Correlation
MEW = OPEM| LAST | SAVE CUT | COPY| PRS DiagnDStiC TEStS 3
’ @ l ° > Equivalence & Non-Inferiority  » m
MAF HAY PRSS ouT FLAY N PODF FEES
s — Group-Sequential Tests 3
| Incidence Rates 3
ct €2 P i 4 i”eq“a:ty ((ENDrmal) tial) ci
1 :‘ ropar! pns nequa! v .xpone.n il
2 B Regression 3 Many Mzans  # Inequality (Sirulation)
Survival and Reliability 3 Multivariate  » o
3 . N . Mon-Inferiarity
1 ‘Wariance » Sirmulation »
5 Other 4 Retired 4 Confidence Interval of Mean
6
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MINITAB V15:

File Edit Data Calc | Stat Graph Edtor Tools  ‘Window Help

D’* n é Basic Statistics » ® ? @
Regression 3 ’—
ANCVA »
DOE 3
WTE = Control Charts 3
Quality Tools 3
Reliability /Survival 3
Multivariate 3
Time Series 3
Tables 3
Monparametrics »
EDA 3
er and Sampl 12 1-Sample Z...
1t Ll-Samplet...
21 z-samplet...

1P 1 Proportion...

2P 2 Proportions...

A Cre-Way ANOYA, .,

O z-Level Factorial Design. ..

FEB Plackett-Burman Design...
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MINITAB V1e:

= Minitab - Untitled) - [Session]

File Edit Data Calc | Stat Graph Editor Tools Window Help

- ) L N
= E é Basic Statistics ® ? @ .)G %
Regression 3
ANOVA » |
DOE 3
HTE > Contral Charts 3
#% Run Chart...
Reliability fSurvival L4 [ﬁ_ Pareto Chart,..
Multivariate b 3% Cause-and-Effect...
Time Series 4
- "57& Individual Distribution Identification. ..
Tables F| oA
- % Johnson Transformation..
Monparamekrics 3 . X
Capability analysis 3
EDé& 3
= Capability Sixpack 3
Power and Sample Size »
Gage Study 3
\/X Attribute Agreement Analysis,..
Acceptance Sampling by Attributes, ..

Create/Compare, ..
Be  AcceptiReject Lat...

2 Mulki-Yari Chart. ..
Lr_‘/' Symmetry Plat. .. ‘

= Minitab - Untitled| - [Session]

[ File Edit Data Calc | Stat Graph Editor Tools ‘Window Help
D’* n é Basic Skatistics 3 ® c? @ _)@ % ®
Regression * ’—_| |—

ANCVA »
DOE »
MTE > Control Charts 3
Quality Tools 3

& p Demonstration...

M.ultlvarl‘.ate g Distribution Analysis {Right Censoring) 4 & e,

Time 3eries g Distribution Analysis { Arbitrary Censoring) 8p,_ accelerated Life Testing...
Tables 4

MeTEE RS " Warranty Analysis 4

EDA » Repairable System Analysis 3

Bower and Sample Size » Accelerated Life Testing. ..
ﬁ Reqgression with Life Data...
|ﬁ Probit Analysis. ..

Most of the programs emphasize sample size and power calculations for hypothesis tests but they can be tricked into performing approximate sample size calculations for
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Bl Minitab - Untitled

J File Edit Data Calc Graph Editor  Tools ‘Window Help  Assistant
J@H|§| I Easic Statistics ’hﬁ|®?5“@@ ®
JI= Regression 3 |Iﬁ| x | Q

ANOVA »
B Session DOE
Control Charts 3
817 Quiality Tools 3
Reeliability Survival 3
Welcome to Minit Multivariate v 1p.
HTE >
Time Series 3
Tables 3
Monpararetrics 3
EDA

N, Sample Size For Estimation. ..

12 1-Sample Z...
1t 1-Samplet...
21 z-samplet...
t-t Pairedt... i

1P 1 Proportion...

2P Z Proportions... o

op 1-3ample Paisson Rate. ..

% 2-5ample Poisson Rate. ..

a< 1 Variance...

“i,; 2 Variances. ..

A One-way ANOVA..

1 z-Level Eactorial Design...

FEB Flackett-Burman Design. ..

[BFF General Full Factorial Design. ..
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confidence intervals by setting the hypothesis test power to 7 = 0.50. This trick is exact when the sampling distribution is normal because z 5o = 0 and it is reasonably accurate
when the sampling distribution is other than normal but symmetric. Be more careful when the sampling distribution is asymmetric.

The solutions in the book don’t use the continuity correction when discrete distributions are approximated with continuous ones, however, the software solutions often
include the continuity correction so answers to problems may differ slightly. If you have access to software that provides more accurate methods, then definitely use the
software.

Some software provides several analysis methods for the same problem. For example, PASS offers six different methods for the significance test for one proportion expressed
in terms of the proportion difference. The different methods usually give similar answers.

This document will be revised occasionally. The current version was compiled on 17 August 2010.
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Chapter 1

Fundamentals

1.1 Motivation for Sample Size Calculations

1.2 Rationale for Sample Size and Power Calculations

Example 1.1 Express the confidence interval P (3.1 < 1 < 3.7) = 0.95 in words.
Solution: The confidence interval indicates that we can be 95% confident that the true but unknown value of the population mean p falls between ¢ = 3.1 and p = 3.7.
Apparently, the mean of the sample used to construct the confidence interval is Z = 3.4 and the confidence interval half-width is § = 0.3.

Example 1.2 Data are to be collected for the purpose of estimating the mean of a mechanical measurement. Data from a similar process suggest that the standard deviation will
be 0, = 0.003mm. Determine the sample size required to estimate the value of the population mean with a 95% confidence interval of half-width ¢ = 0.002mm.
Solution: With z, /> = 20.025 = 1.96 in Equation 1.4, the required sample size is

1.96 x 0.003\
— (=220 g6
" ( 0.002 ) 8.6

The sample size must be an integer; therefore, we round the calculated value of n up ton = 9.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:



NTE > Power:

SUECH
SUBCH
SUBCH
SUBCH
SUBCH

Zone:
Difference 0.002
Power 0.5;
Siga 0.003;
GPCurve.

Power and Sample Size

1-Sample Z Test

Testing mean = null
Calculating power for mean =

Alpha = 0.05
Sample Target
Difference Size Power
0.002 = 0.5

From PASS> Means> One> Confidence Interval of Mean:

ALeotual Fower

[versus not = null)
null + difference
Azsumed standard deviation = 0.003

Power and Sample Size for, 1-Sample Z

Specify values for any two of the Following:

3

Sample sizes: |

Differences: | 0.002

Power values: | 0.5

Standard devistion: | 0,003

Help |

Options. .. | Graph... |
oK | Cancel |

0.516005

=" PASS: Mean: Confidence Interval Output

Symbals 2 |
Plot Text |
Data |

Find [Salve Far):

Background
Axes

Cptions

| Abbreyiations | Template
| 3D | Symbals 1
| Reports | Plat Setup

Population Size:

A LRI AL INA

|N [Sample Size)

Precision:

[~ |

| Infinite

M (Sarnple Size):

| 0.002

Confidence Coefficient:

[~ |

S (Standard Deviation):

[ 0.35

il

| 0.003

[¥ Known Standard Deviation

e
DESE
STATS

Confidence Interval of A Mean

PageDate/Time 1 4419201021802 PM
Numeric Results
C.C. N 5
Confidence Sample Standard
Precision Coefficient Size Deviation
000z 055000 9 0003

Known standard dewviation.

References

‘Power Calculations for Matched Case-Control Studies’, Biometrics, Yolume 44 pages 1157-1168.

Report Definitions

Precision is the plus and minusvalue used to create the confidence interval.
Confidence Coefficient is probability value associated with the confidence interval

M isthe size of the sample drawn from the population.

The standard deviation of the population measures the variabilty in the population.

Summary Statements

Asample size of 9 produces a ¥5% confidence interval equalto the sample mean plus or minus

0.002 when the known standard deviation is 0.003.

Example 1.3 What is the new sample size in Example 1.2 if the process owner prefers a 99% confidence interval?
Solution: With z, /5 = 20.005 = 2.575 in Equation 1.4 the required sample size is

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

-

0.002

2
2. .
575 x 0 003> .

Chapter 1. Fundamentals



1.2. Rationale for Sample Size and Power Calculations

Find [Salve For):

Symbalz 2 Eackground
Plat Text | Axes
Data | Cptions

Abbreviations
El
Reports

Population Size:

[E e e T T TR L
|

Template
Symbals 1
Plot Setup

|N [Sample Size)

Precision:

ﬂ | Infinite

[~ |

X
DESC
STHTS

PageDateTime 1

Numeric Results

C.C.

Confidence

Precision Coefficient
0.002 0.95000

Known standard deviation.

M [Sarnple Size):

[ 0.002

Confidence Coefficient:

=l

S (Standard Deviation):

| 099

NTE » Power:

x| [ooos

[ Known Standard Deviation

References

441942010 22106 PM

Confidence Interval of A Mean

N s
Sample Standard
Size Deviation

15 0,003

‘Power Calculations for Matched Case-Control Studies', Biometrics, Volume 44, pages 1157-1168.

Report Definitions

Precision is the plus and minusvalue used to create the confidence interval.
Confidence Coefficient is probability value associated with the confidence interval
M isthe size of the sample drawn from the population.

The standard deviation of the population measures the variabilty in the population.

Summary Statements

Asample size of 15 produces a 99% confidence interval equalto the sample mean plus or minus
0.002 when the known standard deviation is 0.003.

SUBCH Zone;

SUBCH Difference 0.002;
SUBCH Power 0.5;

SUBCH Sigwa 0.003;
SUBCH Alpha 0.01;

BUBC> GRCurve.

Power and Sample Size

1-Sample Z Test

Testing mean = null
Calculating power for mean = null 4+ difference
Assumed standard deviation

Alpha = 0.01
Sample Target
Difference Size Power
0.o00z2 15 0.5

[versus not = null)

Actual Fower
0.502457

0.003

Specify values for any bwo of the Following:

Sample sizes:
Differences:

Power values:

|0.002

[os

Standard devistion: | 0.003

Help

Options. .. | Graph... |

[o]4 | Cancel |

From PASS> Means> One> Confidence Interval of Mean:

=

Alternative Hypothesis
" Less than

&+ Mot equal

" Greater than

Significance level:

0.01

Store sample sizes in:
Store power values in:

Store differences in:

o]

Help

Cancel |

Example 1.4 What is the new sample size in Example 1.2 if the process owner prefers a 95% confidence level with § = 0.001mm half-width?
Solution: With 2 g25 = 1.96 and § = 0.001mm in Equation 1.4 the required sample size is

-

0.001

2
1.96 x 0.003
X) — 35.
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From MINITAB>> Stat> Power and Sample Size> 1-Sample Z:

MTE > Fower;
SUBC> Z0ne;

SUBCH Difference 0.001;
SUBCH Power 0.5;

SUBC> Sigmwa 0.003;
SUBCH GPCurve.

Power and Sample Size

1-Zample I Test

Testing mean = null (versus not = null)
Calculating power for mean = null + difference
Alpha = 0.05 Assumed standard deviation = 0.003

Sample Target
Difference Size Power Aeotual
0.001 35 0.5

From PASS> Means> One> Confidence Interval of Mean:

FAFELEAR AN AL TR AEY

Symbals 2 | Background | Abbreviations | Template
Plot Text | Axes | Ele] | Symbalz 1
Data | options | Reports | Flot Setup |

Find (Solve For): Population Size:

ﬂ | Infinite j
M (Sample Size):

001 =] | =l

Confidence Coefficient: S (Standard Deviation): S0

| 0.3 >| o0z =

¥ Enown Standard Deviation

|N [Sarnple Size)

Precision:

Power and Sample Size for 1-5ample Z E|

Specify values For any two of the Following:

Sample sizes: ||

Differences: | 0,001

Power values: | 0.5

Standard deviation: | 0.003

Options. .. | Graph... |
Help oK I Cancel |

Fower

0.504554

=% PASS: Mean: Confidence Interval Output

Confidence Interval of A Mean
Page/Date/Time 1 4192010 2:22:52 PM

Numeric Results

C.C. N s

Confidence Sample Standard

Precision Coefficient Size Deviation
0,001 0.25000 35 0.003

Known standard deviation.

References

‘Power Calculations for Matched Case-Control Studies', Biometrics, Volume 44, pages 1157-1168.

Report Definitions

Precigion is the plus and minus value used to create the confidence interval
Confidence Coefficient is probabilty value associated with the confidence interval.
M isthe size of the sample drawn from the population.

The standard deviation of the population measures the variability in the population.

Summary Statements
Asample size of 35 produces a 95% confidence interval equalto the sample mean plus ar minus
0,001 when the known standard deviation is 0.003.

Chapter 1. Fundamentals

Example 1.5 Determine the sample size required to estimate the mean of a population when o, = 30 is known and the population mean must not exceed the sample mean by

more than § = 10 with 95% confidence.
Solution: A one-sided upper 95% confidence interval is required of the form

P (< Z+6)=0.95.



1.2. Rationale for Sample Size and Power Calculations

With zp.05 = 1.645 in Equation 1.8 the necessary sample size is

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

HNTE >
SUBCH
AUBC>
SUBCH
SUBCH
SUBCH
SUBCH

Power:
Z0ne;
Difference 10;
Power 0.5;
Sigma 30;
Alternative 1;
GPCurve.

Power and Sample Size

1-Sample Z Test

Testing mean = null (versus > null)
Caleulating power for mean = null + difference
Alpha = 0.05 Assumed standard deviation = 30

Sample Target

Difference Size Power Actual Power

10 Z5 0.5 0.508701

From PASS> Means> One> Confidence Interval of Mean:

1.645 x 30\ 2
— (2222 22T 95,

ower and Sample & fo ample

Specify values for any bwo of the Following:

Sample sizes: |

Differences: | 10

Power values: | 0.5

Standard devistion: |30

Options. .. | Graph...

Help OF | Cancel

BT T TR T T TR R

Alternative Hypothesis
" Less than

™ Mot equal

{+ Greater than

Significance lewvel: 0.05

Skore sample sizes in:
Store differences in:
Skore power values in:

[o]4 | Canicel |

PageDate/Time 1 4192010 22500 PM

Confidence Interval of A Mean

Symbols 2 | Background | Abbrewiations | Template Numeric Results
Plat Text | Axes | 30 | Symbals 1 C.C. N S
Data | Options | Reports | Plat Setup | . Conﬁ(le!]ce Sam|_)|e Stal](l ‘:’lr(l
Precision Coefficient Size Deviation
Find (Sohve Far): Population Size: 9869 0.90000 25 30,000
[N (Sample Size) | [rhinie -] Known standard deviation.
Precision: M (Sample Size): References
[ 10 =] | | ‘Power Calculations for Matched Case-Control Studies’, Biometrics, Volume 44, pages 1157-1168.
Confidence Coefficient: S (Standard Dreviation)): ﬂ RB|)0I1 Definitions
XD x| | | Precisian is the plus and minus value used to create the confidence interval.

[w Known Standard Deviation

Confidence Coefficient is prabability value associated with the confidence interval
M isthe size of the sample drawn from the population.
The standard deviation of the population measures the variabilty in the population.

Summary Statements

Asample size of 23 produces a 90% confidence interval equal to the sample mean plus or minus
9869 when the known standard deviation is 30.000.

11



12 Chapter 1. Fundamentals

1.3 Rationale for Hypothesis Tests

Example 1.6 An experiment is planned to test the hypotheses Hy : u = 3200 versus H4 : p # 3200. The process is known to be normally distributed with standard deviation
o, = 400. What sample size is required to detect a practically significant shift in the process mean of § = 300 with power = = 0.90?
Solution: With 5 =1 — 7 = 0.10 and assuming o« = 0.05 in Equation 1.12, the sample size required to detect a shift from p = 3200 to 1 = 2900 or p = 3500 with 90% power is

. ((20‘025 + 20.10) Oz ) :
n =

5
(196 +1.282) 400 *
- 300
= 19

where the calculated value of n was rounded up to the nearest integer value.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

HMTE > Power;

SUEC ZCme; |
i ne Power and Sample Size for 1-Sample Z g|

SUBC> Difference 300;
it pomer 0.9 Specify values For any bwo of the Following:
SUEBC> Sicpea 400; o v
SUBC>  GPCurve. ample sizes: |
Differences: | 300

Power and Sample Size
Power values: |D.9
1-Sample Z Test
Standard deviakion: | 400
Testing mean = null (versus not = null)

Calculating power for mean = null + difference

Alpha = 0.05 Assuwed standard deviation = 400 OB | il |

Help 0K | Cancel |

Sample Target
Difference Size Power Actual Fower
300 19 a.9 0.904769

From PASS> Means> One> Inequality (Normal):
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’E| == PASS: Mean: 1 or 2 Correlated (Paired) Output

One-Sample T-Test Power Analysis

- . Page/Date/Time 1 44192010 2:27 .57 P
HEW DFEN EHUE HHF NHU FHEE ﬂLﬂ' FLHY STATS

Symbols 2 Background Abbreviations Template Numeric Results for One-Sample T-Test
Plat Text | Axes | D | Symbals 1 Mull Hypothesis: MeanO=Mean1 Alternative Hypothesis: MeanO<=hean1
Data | Options | Reparts | Plot Setup | Known standard deviation.
Find [Salve For): Population Size: Effect
[N (Sample ize) ] [mAnite -] Power N Alpha Beta Mean0 Mean1 S Size
050477 19 005000 009523 32000 35000 4000 0750
Meanl (Mull or Baseline]: Alternative Hypothesis:
| 3200 | |Hai Meand <= Meant | References
Machin, D., Campbel, M., Fayers, P., and Pinol, A 1997, Sample Size Tables for Clinical Studies, 2nd
Mean [Alternative]: Monparametric Adjustment: Edition. Blackwel Science. Malden, ki,
| 3500 | Jgnere | Zar, Jerrald H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Cliffs, New Jersey.
M (Sample Size): alpha (Significance Lewvel): Report Definitions
[ x| foos Ea| Power isthe probabilty of rejecting a false null hypothesis. It should be close to one.
. ﬂ M isthe size of the sample drawn fram the population. To conserve resources, it should be small
5 (B Bl B (i Alpha isthe probability of rejecting a true null hypathesis. It should be small
[ 400 =] fouw ~| Beta is the probability of accepting a false null hypothesis. It should be small
¥ Known Standard Devistion Meanl is the value ofthe population mean under the nullhypothesis. ltis arbitrary.
Mean1 isthe value of the population mean under the alternative hypothesis. Itis relative to Mean0.
For paired designs, the data are the differences between the items Sigma isthe standard deviation of the population. It measures the variabilty in the population.

of the pair (such as X = Post - Pre). Effect Size, [MeanD-Mean1|/Sigma, is the relatve magnitude of the effect under the atternative.

Summary Statements

Asample size of 19 achieves90% power to detect a diference of -300.0 between the null
hypothesis mean of 32000 and the alternative hypathesis mean of 35000 with a known standard
deviation of 400.0 and with a significance level (alpha) of 005000 using & two-sided

one-sample +test.

Example 1.7 An experiment will be performed to test Hy : 1 = 8.0 versus H4 : p > 8.0. What sample size is required to reject Hy with 90% power when p = 8.2? The process is
known to be normally distributed with o, = 0.2.

Solution: For the one-tailed hypothesis test with & = 0.05, § = 0.2 and 8 = 1 — 7 = 0.10 the required sample size is

za—&—zﬁ )2

- (e

_ <Z005+Z10)01>2
(
9.

1.645 +1.282)0.2\°
0.2

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:
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NTE » Power:

BUEC>
SUBCH
SUBCH
SUBCH
SUBCH
SUBCH

Zone;
Difference 0.2;
Power 0.9;
Sigma 0.2;
Alternative 1;
GPCUrve.

Power and Sample Size

1-Sample Z Test

Testing mean = null

[versus > null)

Calculating power for mean = null + difference

Alpha = 0.05 Assumed standard deviation = 0.2
Samwple Target
Difference Size Power Actual Power
0.2 9 a.9 0.912315

From PASS> Means> One> Inequality (Normal):

P

Specify values for any two of the following:

Sample sizes: |

Differences: | 0.2

Power values: | 0.9

Standard deviation: | 0,2

Options... |

Graph...

Help | OF | Cancel

Find [Salve Far):

[EMIEE TS T TR T ]
|

Symbols 2 Background | Abbreviations | Template
Plat Text | Axes | Ele] | Symbols 1
Data | options | Reports | Plat Setup

Population Size:

|N [Sample Size)

Meand (Mull or Baseline):

L

| Infinite

L

Alternative Hypothesis:

E

Meani [Alternative]:

L

|Ha: Meanl = Meanl

L

Monparametric Adjustment:

[22

M [Sample Size):

L
L

|Ign0re

Alpha (Significance Lewvel):

S (Std Deviation):

[ 0.05

L

Eeta [1-Power]:

[0.2

L]lg 1]

[ 0,10

L

[¥ Krown Standard Deviation

Far paired designs, the data are the differences between the iterns
of the pair (such as ¥ = Past - Pre],

PageDate/Time 1

Mull Hypothesis: Meanld=Mean1
| Khown standard deviation.

Power N Alpha
091231 9 005000
References

0 amp Optio
Alternative Hypothesis
" Less than
™ Mot equal
(v Greater than
Significance level: 0.05

Skore sample sizes in:
Store diff erences in:

Skore power values in:

o]

—
—
—

Caniel |

One-Sample T-Test Power Analysis
4192010 2:30:11 P

Numeric Results for One-Sample T-Test
Alternative Hypothesis: MeanD<Mean1

Beta
0.08769

Mean0

Meant
82

Effect
S Size
nz 1.000

Machin, D, Carnpbell, M., Fayers, P., and Pinol, A 1997 Sample Size Tables for Clinical Studies, 2nd

Edition. Blackwell Science. Malden, hA

Zar, Jerrald H. 1984, Biostatistical Analysis (Second Edttion). Prentice-Hall. Englewood Cliffs, Mew Jersey.

Report Definitions

Power isthe probability of rejecting a false null hypothesis. It should be close to one.
M isthe size of the sample drawn from the population. To conserve resources, it should be small
Alpha isthe probabilty of rejecting a true null hypothesis. It should be small.

Beta isthe probabilty of accepting a false null hypothesis. It should be small
Mean is the value of the population mean under the nullhypothesis. Itis arbitrary.
Mean1 isthe value of the population mean under the alternative hypothesis. It is relative to Mean0.
Sigra isthe standard deviation of the population. It measures the variability in the population.
Effect Size, IMean0-Mean1]/Sigma, is the relative magnitude of the effect under the aternative.

Summary Statements

Azample size of 9 achieves 31 % power to detect a difference of -0.2 between the null
hypothesis mean of 3.0 and the aternative hypothesis mean of 8.2 with a known standard
deviation of 0.2 and with a significance level (alpha) of 0.05000 using a one-sided one-sample

tHest.

Example 1.8 Calculate the p value for the test performed under the conditions of Example 1.6 if the sample mean was z = 3080.

Chapter 1. Fundamentals



1.3. Rationale for Hypothesis Tests

Solution: Figure 1.4 shows the contributions to the p value from the two tails of the Z distribution under Hy. The z test statistic that corresponds to z is

o T — Ho
Oz
_ Tk
oa/V/n
_ 3080 — 3200
©400/y/19
= -1.31,
so the p value is
p = 1-9(-131<2<1.31)
= 0.19.

Because (p = 0.19) > (a = 0.05), the observed sample mean is statistically consistent with Hy : i = 3200, so we can not reject Hy.
From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

MTE > OneZ 13 3080: 1-5ample Z (Test and Confidence Interval) @

SUBCH Sigma 400;

i Samples in columns:
SUBC> Test 3200.

One-Sample Z ‘

Test of mu = 3200 ws not = 3200 ‘O SumeriEzs] dk
The assumed standard deviation = 400
Sample size: | 19
Mean: 3080
N Hean 3E Mean 95% CI Z P
1% 3080.0 91.5 (2900.1, 3259.9) -1.31 0.191

Standard deviation: | 400

[v Perform hypothesis test

Hypothesized mean: | 3200
Graphs... | Options. .. |
Help OF | Cancel |

Example 1.9 Calculate the p value for the test performed under the conditions of Example 1.7 if the sample mean was Z = 8.39.
Solution: Figure 1.5 shows the single contribution to the p value from the right tail of the Z distribution under Hy. The z test statistic that corresponds to z is

8.39 — 8.2

0.2/1/9
2.85,

15
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so the p value is

D (2.85 < z < x0)
0.0022.

Because (p = 0.0022) < (a = 0.05), the observed sample mean is an improbable result under Hy : 11 = 8.2, so we must reject H.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

MTE > Onei 9 5.39;
SUBC> Sigma 0.2;
SUBC> Test 8.2;
SUBCH Alternative 1.

One-Sample Z

Test of mu = 5.2 vs > 5.2
The assumed standard deviation = 0.2

95% Lower
N Mean 3E Mean Bound Z F
9 5.3900 0.0&867 §.2803 Z.85 0.002

1.4 Practical Considerations

and Confidence Interva X

" Samples in columns:

(* summarized data

Sample size: |9

Mean: 839 1-5ample - Options

Standard deviation: | 0.2

[ Perform hypothesis test

Hypothesized mean: | 8,2

Confidence level: |95,

Alcernative: greater than -

Graphs... | (ptions. .. | Help | oK | Cancel
Help QK | Cancel | |

Chapter 1. Fundamentals

Example 1.10 What sample size is required for a pilot study to estimate the standard deviation to be used in the sample size calculation for a primary experiment if the sample
size for the primary experiment should be within 20% of the correct value with 90% confidence?

Solution: With § = 0.20 and o = 0.10 in Equation 1.20, the required sample size for the preliminary experiment to estimate the standard deviation is

From Piface> Pilot Study:

2
9 1.645
0.20

136.

12



1.4. Practical Considerations

From PASS> Variance> Variance: 1 Group:

CEEX

Pilot study
Qptions Help

Percenthy which N is under-estimated
e o

Risk of exceeding this percentage
Value | |.04937 | ok |

d.£ for exrvor in pilot siudy
Value v |[124

|| Java Applet Window

== PASS: Variance: 1 Qutput

One Variance Power Analysis
Y= & | @ OJ i [ E PageDate/Time 14192010 31851 P
RUM MEW | OPER| SAWE MAP MAY PASS DATA auT PLAY STRTS
Symbols 2 | Background | sbbrevistions | Template Numeric Results when H0: W = V1 versus Ha: W<>\1
Plok Text | Aoxes | ] | Symbals 1 Power N Vo Vi Alpha
Data | Options | Reports | Plot setp | 04501763 155 1.0000 1.2000 0.100000 0493237
Find (Solve For): Scale: Refgrences X X X R .
- Diavies, Owen L. 1971, The Design and Analysis of Industrial Experiments. Hafher Publishing Company, Mew York.
In = Juariance =1 Ostle, B. 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Y0 (Baseline Variance): Al MyEaihe Zar, Jerrald H. 1584, Biostatistical Analysis (Second Edtion). Prentice-Hall Englewaad Cliffs, Mew Jersey.
|1 ﬂ |Ha: Yl ==t ﬂ Report Definitions
V1 (Alternative Yariance): £lpha (Sigrificance Level): Power isthe probability of rejecting a false null hypothesis. It should be close to one.
[12 <] ot =] M isthe size of the sample drawn from the population.
W0 isthe value of the population variance under the null hypothesis.
M (Sample Size): Esta [ 1-Power): %1 isthe value of the population variance under the alternative hypothesis.
[ ~| Jos ] Alpha isthe probability of rejecting a true null hypothesis. It should be small
Bleta is the probabilty of accepting a false null hypothesis. It should be small
[ Enown Mean
Summary Statements
A sample size of 155 achieves 80% power to detect a difference of 0.2000 between the null
hypaothesis variance of 1.0000 and the aternative hypothesis variance of 1.2000 using a
two-sided, Chi-square hypothesis testwith a significance level (alpha) of 0.100000.

17

Example 1.11 An engineer must obtain approval from his manager to test a certain number of units to determine the mean response for a validation study. The standard
deviation of the response is o, = 600 and the smallest practically significant shift in the mean that the experiment should detect is understood to be § = 400. What graph should

the engineer use to present his case?
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Solution: The value of the effect size of interest is firm at § = 400. The sample size is going to affect the power of the test, so an appropriate graph is power versus sample size.
The sample size required to obtain a specified value of power for the test of Hy : § = 0 versus H, : § # 0 is given by Equation 1.12. Figure 1.6 shows the resulting power curve.
The sample size required to obtain 80% power is n = 18 and the sample size required for 90% power is n = 24.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

HTE > Power;

SUBC> Z0ne; Power and Sample Size for 1-Sample Z §|
SUBCH> Difference 400;

SUBCH Power 0O.80 0.90; Specify values For any bwo of the Following:

SUBC> Sigma 600; Sample sizes: |

SUBCH GPCurwve:;

SUBC> NSize 4:40. Differences: | 400

. Power values: | 0,530 0,90
Power and Sample Size

1-Sample Z Test Standard deviation: | 600

Testing mean = null (versus not = null) Options. .. | Graph. .. |
Calculating power for mean = null + difference

Alpha = 0.05 Assumed standard deviation = 600 Help oK | Cancel |

Sample Target

Difference Size Power Actual Fower
400 138 0.8 0.807430
400 24 a.9 0.904228

From PASS> Means> One> Inequality (Normal):



1.4. Practical Considerations

o

Symbolz 2 | Background | Abbreviations |
Plot Text | Bxes | £ |
Data | Cptions | Reports |
Find [Salve For): Population Size:

HAFEHLEIEALAL A

Template
Symbols 1
Plat Setup

|N [Sample Size)

Ll

| Infinite

Meanl (Mull or Baseline]: Alternative Hypothesis:

Kl

[o

Ll

|Ha: Meanl == Meanl

L

S [Std Deviation): Eeta [1-Power]:

MMean (Alternative]: Monparametric Adjustment:
| 400 ﬂ |Ignore ﬂ
M [Sample Size): Alpha (Significance Lewvel):
| fo0s =

L8 |«

[ 00 [0.100.20
W Known Standard Deviation

For paired designs, the data are the differences between the iterms
of the pair (such as ¥ = Post - Pre),

Kl

Opt 1 Template Id:

== PASS: Mean: 1 or 2 Correlated (Paired) Output

One-Sample T-Test Power Analysis
PageDateTime 1 4492010329:01 PM

Numeric Results for One-Sample T-Test
MNull Hypothesis: Meand=Mean1  Alternative Hypothesis: MeanO<=Mean1
Known standard deviation.

Effect
Power N Alpha Beta Mean0 Mean1 S Size
050423 24 005000 009577 oo 400.0 G000 0667
080743 18 0.0s000 015257 oo 400.0 G000 0667

References

Machin, D., Campbell, M., Fayers, P., and Pinol, A 1397 Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwell Science. Malden, hA

Zar,Jerrald H. 1984. Biostatistical Analysis (Second Edtion). Prentice-Hall. Englewood Cliffs, New Jersey.

Report Definitions

Power isthe probabilty of rejecting a false null hypothesis. It should be close to one.

M is the size of the sample drawn from the population. To conserve resources, it should be small
Alpha is the probability of rejecting a true null hypothesis. It should be small

Bleta isthe probabilty of accepting a false null hypothesis. It should be small

teand is the value of the population mean under the null hypothesis. It is arbitrary.

Mean isthe value of the population mean under the alternative hypothesis. It is relative to Mean0.
Sigma isthe standard deviation of the population. It measures the variability in the population.
Effect Size, [MeanD-Mean1|/Sigma, is the relative magnitude of the effect under the akternative.

Summary Statements

Asample size of 24 achieves90% power to detect a diference of -400.0 between the null
hypothesis mean of 0.0 and the atternative hypothesis mean of 400.0 with a known standard
deviation of 600.0 and with a significance level (alpha) of 005000 using & two-sided
one-sample t-test.

19
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[¥ Known Standard Deviation

Far paired designs, the data are the differences between the iterns
of the pair (such as ¥ = Post - Pre),

Povwver va M owith Mean0=0.0 Mean1=400.0 5=600.0
Alpha=0.03 T Test

[x}: g

QFT

[

2 % Chart Section
D= @ [ 9 0 3 AN
HEW | OPEN| SAVE HAP wAy | PAss | oAt | our PLAY | STATS
Symbals 2 | Eackground | Abbreyiations | Template
Plot Text | Axes | Ele) | Symbals 1
Data | Options | Reports | Plat Setup |
Find [Salve For): Population Size:
|Beta 2 Power j | Infinite j
Meand (Mull o Baseline): Albernative Hypothesis:
[0 x| |Har Meand == Meant | S
=]
o
Mean [Alter native]: Monparametric Adjustment:
| 400 ﬂ |Ignore ﬂ
M [Sample Size): Alpha (Significance Lewel):
[ 41040 by 1 x| |oas |
S ([Std Deviation]: sD Eeta [1-Power]:
| 600 =l | =

Chapter 1

. Fundamentals

Example 1.12 Suppose that the manager in Example 1.11 approves the use of n = 24 units in the validation study. What power does the study have to reject Hy when the effect

size is § = 200, 400, and 600?”
Solution: The power is given by

where zg is determined from Equation 1.12:

T=0(—23 <z<00)

0
g = \/ﬁ; — Za/g.
T

Figure 1.7 shows the power as a function of effect size. The power to reject Hy when § = 200 is 7 ~ 0.37, when ¢ = 400 is 7 ~ 0.90, and when § = 600 is 7 ~ 1.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:



1.4. Practical Considerations

MTE > Power: Power Curve for 1-Sample 7 Test
SUBC> Z0ne;
SUEC> Sample Z4: Power Curve for 1-Sample Z Test
SUBC> Difference 400;
SUBC> Sigwa &00; 10 Sample
SUBCH GPCurve. Sl?ze

—
Power and Sample Size 0.8 Fp—

Alpha 0,05
1-Sample Z Test StDew 600

Altemative Mat =
Testing mean = null (versus not = null) . 0.6+ " =
Caloculating power for mean = null + difference g Power and Sample Size for, 1-Sample Z

- 0. o _ g
4lpha 0.05 Assumed standard deviation so0 o 0.4 Specify values For any two of the Following:
' Sample sizes: |24|
Hample Differences: |4DD
Difference Size Power oz
400 z4 0.904228 “ Pawer values: |
Standard deviation: | 600
Power Curve for 1-Sample Z Test 0.0 T T T
-500 -230 u] 230 500
HTE > Difference Options... | Graph... |
Help | OF I Cancel |

From PASS> Means> One> Inequality (Normal):

=" PASS: Mean: 1 or 2 Correlated (Paired) Output

O PASS: Mean: 1 or 2 Correlated {Paired)

File Run Analysis Graphics PASS GESS Tools  Window Help Chart Section
= | T =
|P|D|D||0|@|°|B||>|n2§c
HEW | OPEM| SAVE HAP wAv | PAss |_obAtA | out PLAY | STATE
Symbals 2 Background Abbreviations Template Fower va Meant WM;IE‘II:;?D:SSE 5=G00.0 Alpha=0.05
Plat Text I Axes I 3D I Symbaols 1
10
Data I Cplions I Reports I Plat Setup
Find (Salve Far): Population Size: oE
|Beta & Power x| |fiite =
Mean [MHull or Baseline): Alternative Hypothesis: % 0&T
=1

I u LI IHa: Meand == Meanl LI o

o
Meanl [Alternative): Monparametric Adjustrent:
| 50 to 600 by 10 | |Igrn:vre = ozt
M (Sample Size): Alpha [ Significance Lewvel):

I I I I I I

[z =] Joos | Yo w w w w a m
S [Std Deviation): SO | Beta [1-Power]: tdeand
Jsoo =l - |
¥ Known Standard Deviation
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1.5 Problems and Solutions

1.6 Software



Chapter 2

Means

2.1 Assumptions

2.2 One Mean

Example 2.1 Find the sample size required to estimate the unknown mean of a population to within +3 with 95% confidence if the population standard deviation is known to
beo =5.
Solution: With o = 0.05, 29,025 = 1.96, and § = 3 in Equation ??, the required sample size is

o (L96x5 2
n
= 3

v
—
=

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:

23
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HMTE > Power;
SUBC> Z0ne;

Power and Sample Size for 1-Sample Z

3

SUBCH> Difference 3;
SUBC> Power 0.5 Specify values For any bwo of the Following:
SUBC> Sigmwa 5 Sample sizes: ||
SUBC> GPCurve.
Differences: | 3

Power and Sample Size

Power values: |D.5
1-Sample Z Test
Testing mean = null [(versus not = null)

Calculating power for mean = null + difference
Alpha = 0.05 Assumed standard deviation = 5

Help

Sample Target

Standard deviation: |5

Options. .. |

Graph... |

o]

Cancel |

Difference dize Poyer Actual Power
3 11 0.5 0.51z010

Chapter 2. Means

Example 2.2 Find the sample size required to estimate the unknown mean of a population to within § = 3 measurement units with 95% confidence if the estimated population

standard deviation is ¢ = 5.
Solution: From Equation 2.7 with ¢ 025 =~ (20.025 = 1.96) in the first iteration,

2
n> <1.96;))><5> 1L

In the second iteration with g g25,10 = 2.228,

2.22 2
n> (2“’) =14,

Another iteration indicates that n = 13 is the smallest sample size that satisfies the sample size condition.

From Piface> CI for one mean:



2.2. One Mean

Cptions Help

[ Finite population

Margin of Error

Confidence 0.95 v|

Sigma 3

e o |
F_

|‘ifalu3 v| |3

i

|‘ifalu3 v| |12.93

I| Java Applet Window

From MINITAB> Stat> Power and Sample Size> 1-Sample t:

NTE » Power:
SUBC> ToOne;

SUBCH Difference 3;
SUBCH Power 0.5;
SUBCH Sicma 5;

SUBC> GPCurve.
Power and Sample Size
1-Sample t Test

Testing mean = null [(versus not = null)

Calculating power for mean = null + difference

Alpha = 0.05 Assumed standard deviation =

Sample Target
Difference Size Power Actual Fower
3 13 0.5 0.511701

Power and Sample Size for 1-5ample t

Specify values for any bwo of the Following:

]

Sample sizes: |

Differences: | 3

Power values: | 0.5

Standard deviation: |5

Options. .. |

Graph... |

Help | OF |

Cancel |

From MINITAB (V16)> Stat> Power and Sample Size> Sample Size for Estimation> Mean (Normal):

25
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NTE » 35CI:
AUBCH NHean;
SUBCH Sicgma 5:

SUBC> Confidence 95.0;

SUBC> IType 0O:
SUBCH HError 3.

Sample Size for Estimation

Hethod

Parameter Hean
Distribution Normal
Standard deviation 5 jestimate)
Confidence level 95%

Confidence interval

Two-zided

Sample Size for Estimation

Parameter: |[EEEN{ETEE
Flanning Yalue

Standard deviation: |5

|Estimate sample sizes ﬂ

X

Margins of error for confidence inkervals: | 3

Results

Margin Sample

of Error

Size
14

From PASS> Means> One> Confidence Interval of Mean:

Options. ..

Cancel |

Help QK |

e 2 e e e e = e
|

Symbals 2 Background | Abbreviations | Template
Plot Text | Axes | Ele] | Symbals 1
Data | Cptions | Reports | Plat Setup
Find [Salve For): Population Size:
[N (Sample Size) =] [mAnite =]

Pracision:

M [Sample Size):

E =

Confidence Coefficient:

| =

S (Standard Deviation): S0

[0.35 x|

E =

™ Known Standard Deviation

PASS: Mean: Confidence Interval Qutput

Confidence Interval of A Mean
PageDateTime 1 46201070545 P

Numeric Results

C.C. N S

C il e [~ I 1 . 1 (I

Precision Coefficient Size Deviation
2887 0.95000 14 5.000

Unknown standard deviation.

References

Power Calculations for Matched Case-Control Studies', Biometrics, Volume 44 pages 1157-1168.

Report Definitions

Precision is the plus and minusvalue used to create the confidence interval.
Confidence Coefficient is probabilty value associated with the confidence interval.
M isthe size of the sample drawn fram the population.

The standard deviation of the population measures the variabilty in the population.

Summary Statements
A sample size of 14 produces a 95% confidence interval equal to the sample mean plus or minus
2.887 when the estimated standard deviation is5.000.

Chapter 2. Means

Example 2.3 For the one-sample test of Hy : 1 = 30 versus H4 : 1+ # 30 when the population is known to be normal with o = 3, what sample size is required to detect a shift to

= 32 with 90% power?

Solution: By Equation 2.16 with ¢ = 2, zp.925 = 1.96, and z.10 = 1.28, the necessary sample size is

2
3
n > (1.96 4+ 1.28) (2> =24,



2.2. One Mean

From PASS> Means> One> Inequality (Normal):

=

[¥ Known Standard Deviation

Far paired designs, the data are the differences bebwaen the iterns
of the pair (such as ¥ = Post - Pre),

Symbols 2 Background Abbreviations Ternplate
Plat Text | Axes | Ele) | Symbals 1
Data | Cptions | Reports | Plat Setup
Find (Solve For): Population Size:
|N [Sample Size) j | Infinite ﬂ
Meanl (Mull or Baseline]: Alternative Hypothesis:
[20 | |Ha Mean <= Meant |
Meanl [Alternativa): Monparametric Adjustment:
| 3z j |Ignore ﬂ
M [Sample Size): Alpha (Significance Lewel):
| x| Joos =
S (Std Deviation): SO | Beta (1-Power):
[z =] Joo =l

=" PASS: Mean: 1 or 2 Correlated (Paired) Output

One-Sample T-Test Power Analysis
HNumeric Results for One-Sample T-Test
Mull Hypaothesis: MeanO=Mean1  Alternative Hypothesis: MeanD<=Mean1
khown standard deviation.

Effect
Power N Alpha Beta Mean0 Mean1 S Size
020423 24 005000 009577 300 320 30 0667

References

Machin,D., Campbel, M., Fayers, P., and Pinal, A 1997 Sample Size Tables for Clinical Studies, Znd
Edition. Blackwell Science. Malden, MA

Zar, Jerrold H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, New Jersey.

Report Definitions

Power is the probabilty of rejecting a false null hypothesis. It should be close to ane.

M isthe size of the sample drawn from the population. To conserve resources, it should be small.
Alpha isthe probabilty of rejecting & true null hypothesis. It should be small

Beta is the probahility of accepting a false null hypothesis. It should be small.

Meand isthe value of the population mean under the null hypathesis. It is arbitrary.

Meant isthe value of the population mean under the alternative hypothesis. It is relative to Mean0.
Sigma is the standard deviation of the population. It measures the variabilty in the population.
Effect Size, |MeanO-Mean1]Sigma, is the relative magnitude of the effect under the aternative.

Summary Statements

Asample size of 24 achieves90% power to detect a diference of -2.0 between the null
hypathesis mean of 300 and the alternative hypothesis mean of 32.0 with a known standard
deviation of 3.0 and with a significance level (alpha) of 0.05000 using a two-sided one-sample
ttest.

27

Example 2.4 For the one-sample test of Hy : p = 30 versus H4 : 1 # 30, what sample size is required to detect a shift to ;1 = 32 with 90% power? The population standard

deviation is unknown but expected to be o ~ 1.5.

Solution: The sample size condition given by Equation 2.21 is transcendental, so the correct value of n must be determined iteratively. With ¢t ~ z as a first guess, zy.925 = 1.96,

Z20.10 — 1282, and

1.
= (1.96 + 1.282)° (;) =6.

Then with df. =5, to.025,5 = 2.571, and tg.10,5 = 1.476 the new sample size estimate is

1.5
> (2. 571—|—1476) <2> =9.21.

Further iterations are required because (n = 6) # 9.21. Another iteration indicates that n = 9 delivers the desired power.

From Piface> One-sample t test (or paired t):
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Eﬂne-sample (or paired) t test |

Optiohs Help

sigma B
Vale v |15 | ox |
True [mu - mou_0] 3
e |_ox |
n 4]
Value v |9 |
power "
Value v || 9367 | ok |
Solve for |n v|
alpha 0.05 w | v Two-tailed
I|Java Applet window

From MINITAB> Stat> Power and Sample Size> 1-Sample t:

HTE > Power:
SUBC> ToOne:;

SUBCH Difference Z;
SUBC> Power 0.90;
SUBC> Sicgma 1.5

SUBCH GPCurve.

Power and Sample Size
1-Sample £ Test

Testing mean = null (versus not = null)
Calculating power for mean = null + difference
Alpha = 0.05 Assumed standard deviation = 1.5

Jample Target
Difference Size Power Actual Power
Z 9 o.9 0.936743

Power and Sample Size for 1-Sample t

Specify values For any bwa of the Following:

3

Sample sizes: ||

Differences: | 2

Power values: | 0.90

Standard deviation: | 1.5

Opkions.. . |

Graph... |

el ]

Cancel |

Chapter 2. Means



2.2. One Mean

From PASS> Means> One> Inequality (Normal):

=

FAPFCLEIR AL AL INA

S [Std Deviation]: Eeta [1-Power]:

Symbals 2 | Background | Abbreviations Template
Plat Text | Axes | Ele] | Symbalz 1
Data | Options | Reports | Plat Setup
Find [Salve For): Population Size:
|N [Sample Size) ﬂ | Infinite j
Meanl (Mull or Baseline): Alternative Hypothesis:
| 30 ﬂ |Ha: Meand == Meanl ﬂ
Meani (Alternative]: Monparametric Adjustrent:
| 3z ﬂ |Ignore ﬂ
M [Sample Size): Alpha (Significance Lewvel):
| [oss =

l«fl8 |«

[15 [ 0,10

I known Standard Devistion

of the pair (such as ¥ = Past - Pre],

For paired designs, the data are the differences batween the items

L

X

DESE
STATS

=== PASS: Mean: 1 or 2 Correlated {Paired) Output

One-Sample T-Test Power Analysis

Numeric Results for One-Sample T-Test
MNull Hypothesis: Meand=Mean1  Alfternative Hypothesis: MeanD<>Mean
Unknown standard deviation.

Effect
Power N Alpha Beta Mean0 Mean1 S Size
053674 2 0.0s000 006326 300 320 15 1.333

References

Machin, D., Campbell, M., Fayers, P., and Pinal, A 1997 . Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwel Science. Malden, MA

Zar, Jerrald H. 1984. Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Cliffs, New Jersey.

Report Definitions

Power isthe probabilty of rejecting a false nullhypothesis. It should be close to one.

M isthe size of the sample drawn from the population. To conserve resources, it should be small
Alpha isthe probabilty of rejecting a true null hypothesis. It should be small

Beta is the probabilty of accepting a false null hypothesis. It should be small

Meand is the value of the population mean under the null hypothesis. It is arbitrary.

Mean? is the value of the population mean under the akternative hypathesis. It is relative to MeanO.
Sigma isthe standard deviation of the population. It measures the variabilty in the population.
Effect Size, [MeanO-Mean1|/Sigma, is the relatve magnitude of the effect under the akternative.

Summary Statements

Asample size of 3 achieves 94% power to detect a difference of -2.0 between the null
hypothesis mean of 30.0 and the akternative hypothesis mean of 32.0 with an estimated standard
deviation of 1.5 and with a significance level (alpha) of 0.05000 using 2 two-sided one-sample
test

Example 2.5 Find the approximate and exact power for the solution obtained for Example 2.4.
Solution: With n = 9 and # 925,38 = 2.306 the approximate power by Equation 2.19 is

From Equation 2.23 the ¢ distribution noncentrality parameter is

so, from Equation 2.22,

P —oo<t<L—t
g/ "

P (oo <t< — 2.306>

2
1.5/v/9
P (—00 <t < 1.694)
0.9356.

2

TV

4.00,

to.025 = 2.306 =5 4.0,

29
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which is satisfied by 5 = 0.0633 and power 7 = 1 — 3 = 0.9367. This value is in excellent agreement with the value obtained by the approximate method even though the sample
size is relatively small.

From Piface> One-sample t test (or paired t):

One-sample (or paired) t test |;||E|r5__(|

Options  Help

sigma 3
v ] [15 | ot |
True |mu - mu 0] 3
v v 2 | ot |
n ]
Valie | | | £oK
POWET .
Value v | | 9367 | ok |
Sohe for |n v|
alpha 0.0s w | v Two-tailed

I|Java Applet \Window

Example 2.6 Compare the sample sizes for the two-independent-samples experiment and the paired-sample experiment if they must detect a bias between two treatments of
Ap = 2 with 90% power when the standard deviation of individual units is &, = 2 and the measurement precision error is 5. = 0.5.
Solution: For the two-independent-sample ¢ test the characteristic standard deviation for each treatment is (from Equation 2.27)

6-\independe’mf = 22 + 0.52 = 2.062.
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Then, from Equation 2.62, the required sample size for each treatment is

n > 2(t0.025+t0.10)2<

> 2(to.o2s + t0.10)2 <

24.

From Piface> Two-sample t test (pooled or Satterthwaite):

Two-sample t test (general case)

Ap
2.062) 2

~ 2
Oindependent )

2

Options  Help

sigmal F| ¥ Two-tailed  apha | .05

Value v || 2062 | o] [~ Equivalence

sigma? L]

|Valu.e v||2,062 |M Degzees of freedom = 44

[V Equal sigmas True difference of means "
= [Vahe ] |2 | o

nl

[Value v |23 |M —

n2

|r—
[value v | [lg956 | o

Allocation Equal b

;
a3 Ll e

From MINITAB> Stat> Power and Sample Size> 2-Sample t:

NTE > Power:
SUBC> TTwo;

SUBC> Difference 2Z:
SUBC: Fower 0.90;
SUBC> Sigma 2.062;

SUBCH GFCurve.

Power and Sample Size

Z-Sample t Test

Testing mean 1 = mean 2 (wersus not =)

Calculating power for mean 1 = mean 2 + difference
Alpha = 0.05 Assumed standard deviation = 2.062

Sample Target
Difference Size Power Actual Power
4 Z4 0.9 0.903053

The sample size is for each group.

Power and Sample Size for 2-Sample t rz|

Specify values For any bwo of the Following:

Sample sizes: ||

Differences: | 2

Power values: | 0.20

Standard deviation: | 2,062

Options. .. | Graph... |

Help oK | Cancel |
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From PASS> Means> Two> Independent> Inequality (Normal) [Differences]:

Lo

Symbals 2 | Background | Abbreyiations | Template
Plot Text | Axes | 30 | Symbals 1
Data | Cptions | Reports | Plat Setup
Find [Solve For): Albernative Hypothesis:
|N1 j |Ha: Meanl == Mean2 j

Meanl (Mean of Group 1):
o

Monparametric Adjustment:

|Ignore ﬂ
Alpha (Significance Lewvel):

| 0.0 =
Eeta [1-Power]:

[ 0,10

L

Meanz (Mean of Group 2):
|2

L

M1 [Sample Size Group 1)

Mz [Sample Size Group 2
| Use R

L

=l
51 (Std Deviation Group 1): so
| 2.062 |

L

R (Sample Allocation Ratic):
[10

52 [Std Deviation Group 2):
E =l

L

I Known Std Deviation

Y o e e Y D e

=% PASS: Means: Z: Inequality [Differences] Output

Two-Sample T-Test Power Analysis

Numeric Results for Two-Sample T-Test
MNull Hypothesis: Mean1=MeanZ2. Aternative Hypothesis: Meant<=Mean2
The standard deviationswere assumed to be unknown and equal.

Allocation
Power N1 N2 Ratio Alpha Beta Mean Mean2 S1 S2
050808 24 24 1.000 005000 0.0saz oo 20 21 21
References

Machin, D., Campbel, M., Fayers, P., and Finol, A 1997, Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwell Science. Malden, hA
Zar, Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Report Definitions

Power isthe probabilty of rejecting a false null hypothesis. Power should be close to one.

M1 and N2 are the nurmber of terms sarmpled from each population. To conserve resources, they should be small
Alpha isthe probabilty of rejecting a true null hypothesis. It should be small

Beta isthe probabilty of accepting a false null hypothesis. It should be small

Meanl isthe mean of populations 1 and 2 under the null hypothesis of equality.

Mean2 isthe mean of population 2 under the alternative hypothesis. The mean of population 1 isunchanged.

51 and 52 are the population standard deviations. They represent the variability in the populations.

Summary Statements

Group sample sizes of 24 and 24 achieve 91% power to detect a difference of -2.0 between the
null hypothesis that both group means are 0.0 and the aternative hypothesis that the mean of
group 2 is 2.0 with estimated group standard deviations of 2.1 and 2.1 and with a significance
level (alpha) of 0.05000 using a two-sided two-sample ttest.

For the paired-sample ¢ test, the characteristic standard deviation for the Az; can be estimated from Equation 2.28:

Then, from Equation 2.21, the required sample size is approximately

aAz:
n >
>
>

V26. = V2 x 0.5 = 0.707.

~ 2
2 [ OAx

t t —_—

(to.025 + to.10) (A,u)

0.707\ >
(to.025 + 750410)2 ()

2
4

Chapter 2

. Means

and further iterations confirm that n = 4. When the independent-samples design requires two samples of size n = 24 units each, for a total of 48 measurements, the paired-sample

design requires only n = 4 units for a total of 8 measurements!
From Piface> One-sample t test (or paired t):
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Two-sample t test (general case) ple |
Options  Help Options  Help
sigmal A1 ¥ Two-tailed Alpha 05 sigma a
[vale v ||2062 | o | " Eyuival [Valee v | | 707 | ex |
sigma? A True |mu - mu_0] g
|ValuJta v| |2.062 | ok | Degrees of freedom = 46 |Valu.e v| |2 | oK |
v Equal sigmas True difference of means B n g
|Valus v| |2 | ak | |Valu.e v| |4 | ok |
nl
|Valus V| |24 | . o POwWeT 4
- il [value v || 9502 | o |
n2 [Value v [ 5081 | o |
e )24 | _ox ] soe o
Solve for |Sample size v|
allocation Bqual b alpha 0.05 v | ¥ Two-tailed
|Ja\-'a Applet Window |Java Applet Window

From MINITAB (V16)> Stat> Power and Sample Size> Paired t:

HTE » Power:
SUBCH TPaired:

SUBC> Difference 2:
SUBCH Power 0.90;
SUBC Sigma 0.707;

SUBCH GPCurve.
Power and Sample Size
Paired t Test

Testing mean paired difference = 0

Sample Target

Difference Size Power Actual Power
Z 4 0.9 0.950211

From MINITAB> Stat> Power and Sample Size> 1-Sample t:

[wersus not = 0)
Calculating power for mean paired difference = difference
ALlpha = 0.05 Assumed standard deviation of paired differences = 0.707

Power and Sample Size for Paired t

Specify values For any two of the Following:

Sample sizes: |

Differences: | 2

Power values: | 0.90

Standard deviation of paired differences: | 0,707

Options. .. | Graph... |

Help | oK | Cancel |

X
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MTE > Power:
SUBCH TOne;

SUBC> Difference 2:
SUEC> Power 0.50; - I
SUBCS Sicma 0.707: Power and Sample Size for 1-Sample t g|
SUBCH GPCurve. Specify values For any bwo of the Following:
. Sample sizes:
Power and Sample Size !
Differences: | 2

1-3ample t Test

Power values: | 0.90

Testing mean = null [versus not = null)
Calculating power for mean = null + difference Standard deviation: 0.707
Alpha = 0.05 Assumwed standard deviation = 0.707

Options. .. | Graph... |
Sample Target ,—l
Difference Size Power Actual Fower e oK Sz |
2 4 0.9 0.950211
From PASS> Means> One> Inequality (Normal):
E ==X PASS: Mean: 1 or 2 Correlated (Paired) Output

One-Sample T-Test Power Analysis

X PageDate/Ti 1 426201073205 PM
EHE H’HP I\g PH©55 g P%'Hi SDYgﬁchS age aerme

=

Symbolsz |  Background |  Abbrevistons | Template Numeric Results for One-Sample T-Test
Plot Text | Axes | D | Symbals 1 Mull Hypothesis: MeanO=Meanl  Alternative Hypothesis: MeanO<>Mean1
pata | Optians | Reports | Plot Setup | Unknown standard deviation.
Find (Salve Far): Population Size: Effect
|N [Sample Size] ﬂ | Infinite ﬂ Power N Alpha Beta Mean0 Mean1 S Size
0.95021 4 005000 0.04979 0o 20 o7 2829
Meanl (Mull or Baseline): Alternative Hypathesis:
[0 | |Har Meand <= Meant x| References
Machin, D., Campbel, M., Fayers, P., and Pinol, A 1997, Sample Size Tables for Clinical Studies, 2nd
Meanl [Alternative]: Monparametric Adjustment: Edition. Blackwel Science. Malden, ki,
E x| |1gnore x| Zar,Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Engleveood Cliffs, Mew Jersey.
M (Sample Size): Alpha (Significance Level): Report Definitions
[ [ 0.0 | Paower isthe probability of rejecting a false null hypothesis. It should be close to one.

M is the size of the sample drawn from the population. To conserve resources, it should be small

SEE Btk Alpha is the probability of rejecting a true null hypathesis. It should be small

Eeta [1-Power]:

L8 1]

| 0707 .10 =l Beta is the probability of accepting a false null hypothesis. It should be small
[~ Known Standard Deviation Meanl is the value of the population mean under the null hypothesis. Itis arbitrary.
Mean1 isthe value of the population mean under the atternative hypathesis. It is relative to MeanO.
For paired designs, the data are the differences between the iterns Sigma isthe standard deviation of the population. It measures the variability in the population.
of the pair (such as X = Past - Pre). Effect Size, [MeanD-hean1|iSigma, is the relative magnitude of the effect under the aternative.

Summary Statements

Asample size of 4 achieves95% power to detect a difference of -2.0 between the null
hypothesis mean of 0.0 and the aternative hypothesis mean of 20 with an estimated standard
deviation of 0.7 and with a significance level (alpha) of 0.05000 using a two-sided one-sample
tHest.
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2.3 Two Independent Means

Example 2.7 Find the sample sizes required for the a) equal-allocation and b) optimal-allocation conditions if the 95% two-sided confidence interval for Ay must have half-width
0 = 0.003 when o1 = 0.003 and o2 = 0.006. Compare the total sample sizes required by the two methods.
Solution:

a) By Equation 2.32 the sample size required for equal allocation is

n = (1.96)° (0.003)° + (0.006)* _

20.

(0.003)*

From Piface> Two-sample t test (pooled or Satterthwaite):

Two-sample t test (general case)

Options  Help
sigmal Al ¥ Two-tailed Alpha |05
Value | |.003 ok [l
sigmal -
Value | | 006 ak Degzees of freedom = 29.41
I Equal sigmas True difference of means g
WValue | |.003
nl L]
Value | |21 ok
J Power
n2 A [ watee ~ || 5080
WValue | |21 ok
Solve for Sareple size b
Allocation Erpual w

From PASS> Means> Two> Independent> Inequality (Normal) [Differences]:
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‘ﬂE‘ == PASS: Means: 2: Inequality [Differences] Output

Two-Sample T-Test Power Analysis

e e N e N R e e
MEW | OPEM| SAVE HMAP HAY PASS DATA ouT FLAY STATS Nu meric R% u"s for Two _Sa“]p Ie T_T%t
Symbolsz | Background | Abbreviations | Template Mull Hypothesis: Mean1=Mean2. Atternative Hypathesis: Mean1<=hean2
Flot Text | Axes | £l | Symbols 1 The standard deviations were assurmed to be known and unegual,
Data | Cptions | Reports | Plat Setup
Find (Solve Far): Alternative Hypothasis: Allocation
ind (Selve Fer): SR Power N1 N2 Ratio Alpha Beta Mean1 Mean2 s1 S2
It =1 |Har meant < teanz =l 051601 IR i 1000 005000 048399 0o 0o 00 0o
Meani (Mean of Group 1): Monparametric Adjustment:
[0 > J1gnere =] References . . y .
. Machin, D., Campbel, M., Fayers, P., and Finol, A 1997 Sample Size Tables for Clinical Studies, 2nd
Meanz [Mean of Group 2): Alpha (Significance Level): Editian. Blackwel Science. Malden hA,
| 0.003 =l Jons =l Zar, Jerrold H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall. Englewnod Clifs, Mew Jersey.
M1 (Sample Size Group 1): Eeta [1-Power]:

| =] Report Definitions
Power isthe probability of rejecting a false null hypothesis. Power should be close to one.
M2 (Sample Size Group 2): S1(Std Devistion Group 1): S0 | M1 and M2 are the number of terns sampled from each population. To conserve resources, they should be small
|U5e R |g,gg3 j Alphaisthe probability of rejecting a true null hypothesis. It should be small.
Bleta is the probabilty of accepting a false null hypothesis. It should be small.
Meanl isthe mean of populations 1 and 2 under the null hypothesis of equalty.
Mean2 isthe mean of population 2 under the atemative hypothesis. The mean of population 1 is unchanged.
[ Known Std Deviation 51 and 52 are the population standard deviations. They represent the variabilty in the populations.

Ll

[0s

Kl

R [Sample Allocation Ratio]: 52 ([Std Deviation Group 2):
| 10

Ll

| 0.006 |

Summary Statements

Group sample sizes of 20 and 20 achieve 52% power to detect a difference of 0.0 between the
null hypothesis that both group means are 0.0 and the akternative hypothesis that the mean of
group 2 is0.0 with known group standard deviations of 0.0 and 0.0 and with a significance
level (alpha) of 0.05000 using a two-sided two-sample ttest.

b) By Equations 2.33a and b, the sample sizes required for optimal allocation are

0.003) (0.003 + 0.006
ny = (1.96)2( ) j ) _ 1
(0.003)
0.006
= 15— ) =24
"2 5(0.003)

For the equal-allocation method, the total sample size is 2n = 40, and for the optimal-allocation method, the total sample size is n; + ny = 36 - a 10% savings in sample size.

From Piface> Two-sample t test (pooled or Satterthwaite):
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Two-sample t test (general case)

Options  Help

sigmal

B

[Vatee v |.003

sigmal

(3

[Vale v |00

i
T

I Equal sigmas

nl

[Vahe |12

n2

]

[Vale v |24

i
T

Allocation

= [Vale | | 003 | ox

[v Two-tailed Alpha 5

[~ Equivalence

Deggees of freedom = 33.99

True difference of means

Power
[Vale v |[.4034

Sue

Example 2.8 Determine the sample size required to obtain a confidence interval half-width ¢ = 50 when 7, = 72 = 80.

Solution: With tg 925 = 20.025 for the first iteration, the sample size is

Another iteration with ¢ 025 335 = 2.024 gives

1. 2
n:2< 96><80) B

50

g (2:024x80\* _
B 50

A third iteration (not shown) confirms that n = 21 is the necessary sample size.

From Piface> Two-sample t test (pooled or Satterthwaite):

= 20.

=21

37
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B Two-sample t test {general case)

Cptions Help
sigmal | ¥ Two-tailed  gipha |0
|E'FE"'11JB Y||8EI | - | [ Equivalence
sigma? A
Value | |30 | o || Degrees of freedom = 40
v Equal sigmas True difference of means H
|‘ifalu3 v| |5EI | QK |
nl |
Value v |21 | ok | — -
n2 " [t ] s0s6 | (5]
|‘ifalu3 v| |I!1 | ok |
Solve for |Sa:mple size v |
Allocation |Equal v|
I|Java Applet wWindow

From MINITAB> Stat> Power and Sample Size> 2-Sample t:

From PASS> Means> Two> Independent> Inequality (Normal) [Differences]:
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NTE » Power:
SUBC> TTwo:

SUBCH Lifference 50;
SUBC> Power 0.5;
SUBC> Sigma S0;

SUBC> GPCurve.
Power and Sample Size
Z=Sample t Test

Testing mean 1 = mean 2

Calculating power for mean 1
Alpha = 0.05 Assumed standard deviation = 80

Sample Targ
Difference Size FPomw
50 Z1 a

[versus not =) Standard deviation: | a0

mean 2 + difference

=1+
er
.5

Actual Power
0.506639

o

Meanl (Mean of Group 1):
o

Monparametric Adjustment:

L

|Ign0re
Meanz (Mean of Group 2):
[ 50

Alpha (Significance Lewvel):

[=]
[ 0.05 |
=

L

M1 [Sarple Size Group 1): Bata [1-Power]:

Mz [Sample Size Group 2):
| Use R

L

[0z

51 (Std Deviation Group 1): so

| &0 -

L

R [Sample Allocation Ratia): 52 [Std Deviation Group 2):

[ 10

L

|5t =l
[ Known Std Deviation

N
AR AEAT A0 N AY
Symbals 2 | Background | Abbreyiations | Template
Plat Text | Ames | 3D | Symbols 1
Data | Cptions | Reports | Plot Setup
Find (Solve For): Alternative Hypothesis:
|N1 ﬂ |Ha: Meanl == Mean2 ﬂ

X
Est
THTS

Power and Sample Size for, 2-Sample t g

Specify values for any bwo of the Following:

Sample sizes: ||

Differences: | S0

Power values: | 0.5

Options... | Graph... |

Help OF | Cancel |

=== PASS: Means: 2: Inequality [Differences] Output

Two-Sample T-Test Power Analysis

Numeric Results for Two-Sample T-Test
Mull Hypothesis: Mean1=Mean2. Alternative Hypothesis: Meant<=Mean2
The standard deviations were assurmed to be unknown and egual

Allocation
Power N1 N2 Ratio Alpha Beta Mean1 Mean2 S1 S2
0506654 2 2 1.000 0.05000 045336 oo 500 g00o 800

References

Machin, D., Campbel M., Fayers, P., and Pinol, A 1997, Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwel Science. Malden, MA

Zar, Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Report Definitions

Pawer is the probability of rejecting a false null hypothesis. Power should be close to one.

M1 and M2 are the number of tems sarmpled from each population. To conserve resources, they should be small
Alpha is the probability of rejecting a true null hypothesis. It should be small

Beta is the probabilty of accepting a false null hypaothesis. It should be small

Mean? isthe mean of populations 1 and 2 under the null hypothesis of equalty.

Mean2 isthe mean of population 2 under the alternative hypothesis. The mean of population 1 is unchanged.

31 and 52 are the population standard deviations. They represent the variability in the populations.

Summary Statements

Group sample sizes of 21 and 21 achieve 51% power to detect a difference of -50.0 between the
null hypathesis that bath group means are 0.0 and the alternative hypothesis that the mean of
group 2 is50.0 with estimated group standard deviations of 80.0 and 800 and with a

significance level {alpha) of 0.05000 using & two-sided two-sample +test.

39

Example 2.9 What optimal sample sizes are required to determine a confidence interval for the difference between two population means with confidence interval half-width

0 =15whenc; =24 and 05 = 8?
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Solution: From Equations 2.33a and b, initial guesses for the sample sizes are

224(24+8)

ny = (1.96)° == 5 ~ 14

and

To obtain optimal sample size allocation n; and ny must be in the ratio
(Tll Tlg):(alag):(248):(31),

so reasonable choices for the sample sizes are n; = 15 and ny = 5. By Equation 2.41, the ¢ distribution degrees of freedom will be

(& ﬁ)
15 5
dfe = —5 o —2=20.

52540 T 520540

With ¢ 025,20 = 2.086 the next iteration on the sample sizes gives

24 (24 + 8
ny ~ (2.086) % ~ 15

and

which must be the correct values.

From Piface> Two-sample t test (pooled or Satterthwaite):

Chapter 2. Means
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Two-sample t test (general case)

Cptions  Help
sigmal Al ¥ Two-ailed  spha |05
|1;'FE"'11']B V||24 | - | [ Equivalence
sigma? A
|‘i.i’alue vllE | ke | Degrees of freedom = 17.92
| Equal sigmas True difference of means |
- |TJal1JB v||15 | QK |
nl
Value v |15 | ox | — -
n2 [ vatue || 5004 | ey
|‘ifalu3 v||5 | QK |
Solve for |Sa.mple size v |
Allocation |Dptj.mal v|
I|Java Applet window

Example 2.10 Calculate the sample size for the two-sample ¢ test to reject Hy with 90% power when |11, — 15| = 5. Assume that the sample sizes will be equal and that the two
populations have equal standard deviations estimated to be 7. = 3. Compare the approximate and exact powers.
Solution: With Ay = 5 and 6. = 3 in Equation 2.62, the sample size predicted in the first iteration with ¢ ~ z is

1. 1.282)3) 2
n:2<(96+58)3) —8.

A second and third iteration indicate that the required sample size is n = 9.
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With n = 9 for both samples, df. = 18 — 2 = 16 and the approximate power is given by Equations 2.58 and 2.60:

In A
T = P(—oo<t< n}—to.025,16>
2 0.
95
= Pl - t —— —2.12
( %0 < <\/;3 )

P (=00 < t < 1.416)
= 0.912.

The ¢ distribution noncentrality parameter is given by Equation 2.64:

95
0=1/53 = 3536,

The exact power is determined by Equation 2.63 with o = 0.05:

to.025 = 2.120 = 13,3536,

which is satisfied by 8 = 0.087, so the exact power is m = 0.913. The exact power is in excellent agreement with the approximate power despite the somewhat small sample size.

From Piface> Two-sample t test (pooled or Satterthwaite):
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Two-sample t test (general case)

Dptions  Help

sigmal H
e o |
sigma2 ]
e ][ o |
v Equal sigmias

nl H
i 1[5 o |
n? ]
v ][ o |
Allocation |Equal v|

v Two-tailed Alpha 5 |

[ Equivalence

Degrees of freedom = 16

True difference of means "
|TJal1Jf= w | |5 | ok |

Power |
Vahe v || 9125 | o]

Solve for |Sa.mple size w |

I| Java Applet window

From MINITAB> Stat> Power and Sample Size> 2-Sample t:

43
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Example 2.11 Determine the size of the second sample under the conditions described in Example 2.10 if the first sample size must be n = 6.

NTE > Power:
SUBCE TTwo:

SUBC> Difference 5;
SUBC: Power 0.90;
SUBC> Sioma 3

SUBCH GPCurve.

Power and Sample Size

Z2—Sample £ Test

Testing mean 1 = mean 2 (versus not =)

Calculating power for mean 1 = mean 2 + difference
Alpha = 0.05 Assumed standard deviation = 3

Sample Target
Difference Zize Power Actual Power
5 9 0.9 0.912548

The sample size i=s for each group.

From PASS> Means> Two> Independent> Inequality (Normal) [Differences]:

|

Power and Sample Size for 2-5ample t

Specify values For any bwo of the Following:

Sample sizes: |

Differences: | 5

Power values: | 0.90

Standard deviation: |3

Options. .. | Graph...

Help OF | Cancel

X

== PASS: Means: 2: Inequality [Differences] Output

Symbals 2 Background | Abbrewistons | Template Mull Hypothesis: Meani=heanZ. Aternative Hypathesis: Mean1<=hean2
Plat Text | Axes | 30 | Symbols 1 The standard deviations were assumed to be unknown and equal.
Data | Sptions | Reports | Plat Setup | }
Find [Salve Far): Alternative Hypothesis: Allocation
- - Power N1 N2 Ratio Alpha Beta Meant
It 1 [Hai preant <» Mear2 =l 091255 3 5 1000 008000 O0B745 on
Meani (Mean of Group 1): Monparametric Adjustment;
[o x| |rgnere =] References . . § .
e ——— alpha (Significance Level) Mg;hm,D.,Camphgll,M.,Fayers,F'.,and Finol, A 1997, Sample Size Tables for Clinical Studies, 2nd
: : Edition. Blackwell Science. Malden, h&

E
M1 (Sample Size Group 1):

L

[ 0.05 |

Beta (1-Power]:

M2 [Sample Size Group 2):

L

[ 0,10

|UseR

R (Sample Allocation Ratia):

L

=l
51 (Std Deviation Sroup 1) so
E il

52 [Std Deviation Sroup 2

[ 10

L

|51 -

Summary Statements

Group sample sizes of 9 and 9 achieve 91% power to detect a difference of -5.0 between the null
hypaothesis that both group means are 0.0 and the alternative hypothesis that the mean of group
2550 with estirmated group standard deviations of 30 and 3.0 and with a significance level

Report Definitions

Power isthe probability of rejecting a false null hypothesis. Fower should be close to one.

M1 and N2 are the number of ters sarmpled from each population. To conserve resources, they should be small
Alpha isthe probability of rejecting a true null hypothesis. It should be small
Bleta isthe probabilty of accepting a false null hypothesis. It should be small
Meant isthe mean of populations 1 and 2 under the null hypothesis of equalty.
Mean2 isthe mean of population 2 under the alternative hypothesis. The mean of population 1 is unchanged.
[ Known Std Deviation 51 and 52 are the population standard deviations. They represent the variability in the populations.

Two-Sample T-Test Power Analysis

Numeric Results for Two-Sample T-Test

{alpha) of 0.05000 using a two-sided two-sample Htest.

Zar, Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Chapter 2. Means
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Solution: From Example 2.10, the optimal equal sample sizes are n' = 9. If n; = 6 is fixed, then, from Equation 2.68, the approximate value of the second sample size must be

6x9

T a6 -9

In the equal-n solution, we had n; 4+ no = 18 and df. = 16 with 91% power; therefore, we know that n; + ny = 6 + 18 = 24 and df. = 22 will give a slightly larger power, so the
next guess for ny can be a value less than ny = 18. By appropriate guesses and iterations, the required value of ns is determined to be n, = 15 with approximate power

3
Il
~
|
8
VAN
VAN
‘)—‘
+
|~
7N
)

Ap
— | —t0.025,19
o

Ploco<tc Lt <5> —2.093
1,1 \3
6 15

= P(-o00<t<1.357)

= 0.905.

From Piface> Two-sample t test (pooled or Satterthwaite):
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Two-sample t test (peneral case)

Cptions  Help

sigmal 3
v ][5 o |
sigma2 "
vane ][5 o |
v Equal sigmas

nl a
v ][5 o |
n? 2
vane ] [15 o |
Allocation | Independent v |

[v Two-tailed Alpha 05

[ Equivalence

Degrees of freedom = 19

True difference of means A
ot | o |
Power |
Value v || 9051 | o |
Solve for |Sa.mple size v |

I|.Ja'-.fa Applet \windom

From PASS> Means> Two> Independent> Inequality (Normal) [Differences]:

Chapter 2. Means
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@

Symbals 2 | Eackground | Abbreyiations | Template
Plat Text | Axes | s | Symbals 1
Data | Options | Reports | Plat Setup
Find (Solve Far): Alternative Hypothesis:
|N2 ﬂ |Ha: Meanl == Mean2 ﬂ
Meanl (Mean of Group 1): Monpararetric Adjustment:
| 1] j |Ign0re j
Meanz [Mean of Group 2): Alpha [Significance Lewvel):
[s x| Joos |
M1 (Sample Size Group 1): Eeta [1-Power]:
B x| Jow |
Mz [Sample Size Group 2): 51 (Std Deviation Group 1): 2
| EIRNE [~
R (Sample Allocation Ratic): 52 [Std Deviation Group 2):
[ 10 RERE! =

2.4 Equivalence Tests

[ Known Std Deviation

AL EAL AL AL INAREY

== PASS: Means: 2: Inequality [Differences] Dutput

Two-Sample T-Test Power Analysis
Page/Date/Time 1 4262010 84047 PM

Numeric Results for Two-Sample T-Test
Mull Hypothesis: Mean1=Mean2. Aternative Hypothesis: Meant<=Mean2
The standard deviationswere assumed to be unknown and equal.

Allocation
Power N1 N2 Ratio Alpha Beta Mean1 Mean2 S1 S2
050514 G 15 2500 005000 009486 oo 50 30 30

References

Machin, D, Carnpbell M., Fayers, P., and Pinol, A 1997 Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwell Science. Malden, hA

Zar, Jerrald H. 1984, Biostatistical Analysis (Second Edtion). Prentice-Hall. Englewood Cliffs, New Jersey.

Report Definitions

Power isthe probability of rejecting a false null hypothesis. Power should be close to one.

M1 and M2 are the number of tems sampled from each population. To conserve resources, they should be small
Alphaisthe probabilty of rejecting a true null hypothesis. It should be small

Beta isthe probabilty of accepting a false null hypothesis. It should be small

Meanl isthe mean of populations 1 and 2 under the null hypothesis of equalty.

Mean isthe mean of population 2 under the aternative hypothesis. The mean of population 1 is unchanged.

51 and 52 are the population standard deviations. They represent the variabilty in the populations.

Summary Statements

Group sample sizes of 6 and 15 achieve 91% power to detect a difference of -2.0 between the
null hypothesis that both group means are 0.0 and the aternative hypothesis that the mean of
group 2 is5.0 with estimated group standard deviations of 3.0 and 3.0 and with a significance
level (alpha) of 0.05000 using a two-sided two-sample ttest.
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Example 2.12 Determine the sample size required for a one-sample equivalence test of the hypotheses Hy : v < 490 or pv > 510 versus H 4 : 490 < p < 510 if the experiment must
have 90% power to reject Hy when i = 505 and o = 4.
Solution: With jq = 500, 1« = 505, and ¢ = 10, the sample size given by Equation 2.74 is

((zm + 20.10) 0>2

0—Ap
(1.645 + 1.282) 4\ >
10-5
6.

Example 2.13 Determine the power of the two independent-sample equivalence test where 11, and p, are considered to be practically equivalent if |[Au| < 2 when Ay = 0.2,
01 =09 =2,and n; = ny = 20.
Solution: With § = 2 as the limit of practical equivalence, the hypotheses to be tested are

Hopy
Hoo

Ap < —2versus Hyy : Ap > —2
Ap > 2versus Hyo : Ap < 2.
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From Equation 2.79 with Ay = 0.2, the power of the equivalence test is

T = &

-2-0.2

/2
552

2-0.2

+1.645 < z < ——— —1.645

2
552

= $(-1.83 < 2z<1.20)
= 0.85.

Chapter 2. Means

PASS and Piface do the two-sample ¢ equivalence test which gives power comparable to that of the z test for this example with relatively large error degrees of freedom

(dfe =20+20 — 2 = 38).
Piface> Two-sample t test:

Two-sample t test [general case)

Qptions  Help

sigmal B
e v | o]
sigma2 3
[y ] | o |
v Equal sizmas

nl A
i ] 20 | o |
n? =
i ] 2 | o]
| Allocation |E|::|ual vl

Iv Two-tailed Alpha 05
Iv Equivalence Threshold |2

Degrees of freedom = 38

True difference of means A
[vas v [B | o |
Power "
Value v || 2366 | ok |
Solve for |Sa.mple gize “ |

I|Ja'-.fa Applet \Afindow

PASS> Means> Two> Independent> Equivalence [Difference]:
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Symbals 2 | Background | Abbreviations | Temmplate
Plot Text | Ayes | 3D | Symbals 1
Data | Cptions | Reports | Plat Setup

Find [Salve For): Alpha (Significance Lewvel):

o =
|EU] Upper Equivalence Limit: Beta [1-Power]:

|2 | [~
M1 (Sample Size Ref, Group):

|20 =l

M2 (Sample Size Trt, Group):

L

|Beta and Poveer

Kl

-|EL| Lawver Equivalence Limit:

Ll

| -Upper Limit

D (True Difference]:

[0z | fuser |
S (Std, Deviation): ﬂ R (Sample Allocation Ratio]:
E =l ]t =

== PASS: Means: 2: Equivalence [Differences] Output

Power Analysis of Two-Sample T-Test for Testing Equivalence Using Differences

Numeric Results for Testing Equivalence Using a Parallel-Group Design

Reference Treatment

Group Group
Sample  Sample Lower
Size Size Equiv.
Power {N1) (N2} Limit
05366 20 20 =200
References

Upper
Equiv. True  Standard
Limit Difference  Deviation
200 020 200

Alpha Beta
00500 01634

Blackwelder, W.C. 1998, 'Eguivalence Trials.' In Encyclopedia of Biostatistics, John Wiley and Sons. Mew York.

Yalome 2, 1367-1372.

Chow, 5.C.; Shao,J; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker, Mew York.
Julious, Steven A 2004. Tutorial in Biostatistics. Sample sizes for clinical trials with Mormal data.'

Statistics in Medicine, 23:1921-1986.

Phillips, Kerm F. 1990, Power of the Two One-Sided Tests Procedure in Bioegquivalence’, Journal of
Pharmacokinetics and Biopharmaceutics, Volurme 18, Mo. 2, pages 137-144.
Schuirrmann, Donald. 1987 A Cormpatison of the Two One-Sided Tests Procedure and the Power Approach for
Assessing the Equivalence of Average Binavailabilty', Journal of Pharmacokinetics and Biopharmaceutics,

Yolume 15, Mumber B, pages B57-680.

Example 2.14 What sample size is required in Example 2.13 to obtain 90% power?
Solution: From Equation 2.80 with 8 = 0.10, the sample size is

_ (1645 +1.282)2 2
N 2-0.2
= 22
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PASS and Piface do the two-sample ¢ equivalence test which gives comparable sample size to that of the z test for this example with relatively large error degrees of freedom.

From Piface> Two-sample t test:
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Two-sample t test (peneral case)

Cptions  Help

sigmal

Value v | |2

sigmal

|valuf, v||2

v Equal sizmas

nl

|valuf, v||24

n?

Value | |24

| Allecation | Eequal

[v Two-tailed Alpha 05
v Equivalence Thyeshold |2

Degrees of freedom = 46

True difference of means A

e ]2 | o |
Power |
Value v || 9056 | ok |
Solve for |Sample size w |

I|-.|ava Applet Wwindow

From PASS> Means> Two> Independent> Equivalence [Difference]:
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== PASS: Means: 2: Equivalence [Differences] Output
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Power Analysis of Two-Sample T-Test for Testing Equivalence Using Differences|
> E ﬂ ¢ 9 0| @ |5
ouri | _new ] oren] save] _MAR I WAv 1 PAss |_OFTR |_our LAy | STATS Numeric Results for Testing Equivalence Using a Parallel-Group Design
Symbals 2 | Background | Abbreviations | Temmplate
Plot Text | Hxes | £ | Symbals 1 Reference Treatment
Data | Options | Reparts | Plat Setup | Group Group
Sample  Sample Lower Upper
Find (Sohre For): Alpha (Significance Lewel): Size Size Equiv. Equiv. True  Standard
[ M1 > s | Power N1} N2} Limit Limit Difference Deviation  Alpha Beta
) o 05057 24 24 =200 200 020 200 00500 00243
|EU]| Upper Equivalence Lirit: Beta [1-Power]:
|2 | [0 =] References
L] ey Bl M M1 (Sample Size Ref, Group): Blackwelder, W.C. 1998, 'Equivalence Trials.' In Encyclopedia of Biostatistics, John Wiley and Sons. Mews York.
[-Dpper Lt | | I Yalume 2, 13671372,
Chow, 5.C.; Shao,J; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker, Mew York.
[ (True Difference]: M2 (Sample Size Trt, Group): Julious, Steven A 2004, Tutorial in Binstatistics. Sarple sizes for clinical trials with MNormal data.'
|0.2 ﬂ |Use R j Statistics in Medicine, 23:1921-1986.
Phillips, Kerm F. 1990, Power of the Two One-Sided Tests Procedure in Bioegquivalence’, Journal of
5 (Std. Deviation): ﬂ R (Sample Allocation Ratia): Pharmacokinetics and Biopharmaceutics, Volurne 18, Mo. 2, pages 137-144.
E EAE x| Schuirrmann, Donald. 1987 A Cormpatison of the Two One-Sided Tests Procedure and the Power Approach for
Aszessing the Equivalence of Average Binavailabilty', Journal of Pharmacokinetics and Biopharmaceutics,
Yolume 15, Mumber B, pages B57-680.

2.5 Contrasts

Example 2.15 How many observations per treatment group are required to estimate the contrast

iy + s + p
om (e,

to within § = 80 measurement units with 95% confidence if the one-way ANOVA standard error is s, = 200?
Solution: The goal is to obtain a 95% confidence interval for the contrast of the form given in Equation 2.85 with a confidence interval half-width of 6 = 80. The contrast
L, %, 3, —1}. If there are sufficient error degrees of freedom so that ¢ ~ z, then, from Equation 2.87, the approximate sample size is

coefficients are c; e
2 2 2 2
1.96 x 200 1 1 1 ,
(257) () + () +(5) e

~ 1333
33.

3
|

1

With df. = k (n — 1) = 4 (32) = 128 error degrees of freedom the ¢ ~ z approximation is satisfied, so the sample size is accurate.

Piface doesn’t calculate the sample size, but it can be used to confirm the answer by showing that the sample size n = 33 produces about 50% power. From Piface> Balanced
ANOVA> One-way ANOVA > Differences/Contrasts:
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From PASS> Means> Many Means> ANOVA: One-Way:

2.6

=1 One-way ANOVA

Options  Help
Levels / Sample size Random effects Contrasts across fixed levels
levels [ireatment] P | SD[Within] P | Contrast levels of
[valwe v|[4 | o | [vae v |20 | o Contstcoefiiens
n[Within] s
e | o
Method | NS
Alpha 005 v
Detectahle conirast s
[vaee v |[20 | ox
Power s
[Vale | | 5062 | ox

sRzg el2o/a|8| k|
|

Symbals 2 Background | Abbreyiations | Template
Plak Text | Ames | 0 | Symbols 1
Data | Cplions | Reports | Plot Setup
Find [Salve Far]: k (Mumber of Groups):
|n [Sample Size) j | 4 j
Hypothesized Means:
[ooogo =
Contrast Coefficients (Optional): Alpha (Significance Lewel):
e =1 [ =
n [Sample Size Multiplier]: Eeta [1-Power]:
|2t 10by 2 x| o= |
Group Sample Size Pattern: S (Std Dew of Subjects): so
| Equal ﬂ | 200 ﬂ

Multiple Comparisons Tests

=" PASS: Means: ANOVA: One Way Output

Numeric Results
Average

Power n

050605 3300

References

Desu, M. M. and Raghavarao, D. 1990. Sample Size Methodology. Academic Press. Mew York.

One Way ANOVA Power Analysis

Total
N Alpha Beta
132 0.05000 0.49325

Std Dev
of Means
{Sm)
3454

Standard
Deviation

{Sh
20000

Effect
Size
01732

Fleiss, Joseph L. 1886. The Design and Analysis of Clinical Experiments. John Wiley & Sons. Mew York.

Kirk, Roger E. 1982, Experimental Design: Procedures for the Behavioral Sciences. Brooks/Cole. Pacific Grove,

Califarnia.

Summary Statements

In & one-way ANOVA study, sample sizes of 33,33,33, and 33 are obtained from the 4 groups
whose means are to be compared using a planned comparison (contrast). The total sample of 132
subjects achieves 51% power to detect a non-zero contrast of the means versus the aternative

that the contrast is zero using an F testwith a 0.05000 significance level The value of the

contrast of the rmeans is -24000. The commaon standard deviation within a group is assurmed to be

200.00.

Chapter 2. Means

Example 2.16 Determine the sample size required per treatment to detect a difference Ay = 200 between two treatment means using Bonferroni-corrected two-sample ¢ tests for
all possible pairs of five treatments with 90% power. Assume that the five populations are normal and homoscedastic with o, = 100.
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Solution: With k = 5 treatments there will be K = (g) = 10 two-sample ¢ tests to perform. To restrict the family error rate to & ¢emiy = 0.05, the Bonferroni-corrected error rate
for individual tests is
~0.05

= 222 0.005.
*“T 0

By Equation 2.62 with ¢ ~ z, the sample size is

9 ((20.0025 + 20.10) 35)2
1)

) <(2.81 +1.282) 100)2 B

200
There will be df. = dfiotai — dfmoder = (5 X 9 —1) — (4) = 40 degrees of freedom to estimate o, from the pooled treatment standard deviations, so the approximation ¢ ~ z is

justified.
From Piface> Balanced ANOVA> One-way ANOVA> Differences/Contrasts:

One-way ANOVA - [B]x]

Select an ANOVA model ([M[{=][E3] | Ortions Help
Options  Help Levels / Sample size Random effects Contrasts across fived levels
Builtin models | Ons-way AHOVA < sevesstar SD[Within] | Contrast levels of

-]
roe M) oxffrue B0 e e[ ]

Title | One-way ANOYA | n[Within] H

S ||| ot

o | ot i <] #mew >

Random fac | | Alpha (005 | #tesis

IV Replicated  qp, jons per factor comhinai | 9 Detectable conirast ]
Tl b L. [value +| [200 | M

Power ]
Java Applet Window [value v |[5806 | o

|Java Applet Window

PASS uses a more conservative method for analyzing multiple comparisons which gives a larger sample size.

Example 2.17 Determine the approximate power for the sample size calculated in Example 2.16.
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Solution: The approximate power for the test is given by Equations 2.58 and 2.60 with « = 0.005:
T = P(—oo<t<ig)

n Ap
= P|- t —— — 1t
(oo (5% -t))
= P|-oc0o<t< \F%Ot
= 2100 0.0025,40

= P(—o0<t<1273)
—  0.895.

Example 2.18 Bonferroni’s method becomes very conservative when the number of tests gets very large. A less conservative method for determining o for individual tests is
given by Sidak’s method:
a=1—(1—=asamin)"*. (2.93)

Compare the sample sizes determined using Bonferroni’s and Sidak’s methods for multiple comparisons between all possible pairs of fifteen treatments when the tests must
detect a difference of Ay = 8 with 90% power when 5. = 6.
Solution: The number of multiple comparisons tests required is

15\  15x 14
= = 105.

By Bonferroni’s method with « ¢4mi, = 0.05, the o for individual tests is

0.05
= 2 —0.000476,
a=J5F 0.000476
so with ¢ ~ z in Equation 2.62 the sample size is
N\ 2
< (20.000476/2 =+ 20.10) 05>
n = 2
J
2

_ 9 <(3.494 +81.282) 6) _ 9.

By Sidak’s method (Equation 2.63), the « for individual tests is
a=1-(1-0.05"" =0.000488,

so the sample size is

3
|

0

2
_ 2<(3.487+1.282)6) g

N2
9 ( (20.000488/2 + 20.10) Ue)

8

Even with over 100 multiple comparisons, the sample sizes by the two calculation methods are still equal.
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Example 2.19 An experiment will be performed to compare four treatment groups to a control group. Determine the sample size required to detect a difference 6 = 200 between
the treatments and the control using Bonferroni-corrected two-sample ¢ tests with 90% power. Use a balanced design with the same number of observations in each of the five
groups and assume that the five populations are normal and homoscedastic with o = 100.

Solution: To restrict the family error rate to a fqmiy = 0.05 with K = 4 tests, the Bonferroni-corrected error rate for individual tests is

o= 04£ = 0.0125.

By Equation 2.62 with t ~ z, the sample size is

2
9 ( (20.0125/2 + 20.10) 36>

0

_ (250 +1.282)100)* _ g
200 B

Despite the small treatment-group sample size, the approximation ¢ ~ z is justified because there will be df. = dfiotar — dfmoder = (5 X 8 — 1) — (4) = 35 degrees of freedom to
estimate o from the five pooled treatment standard deviations.

Piface offers Dunnett’s test, but it uses the Bonferroni correction to approximate Dunnett’s method so it gives the same result. From Piface> Balanced ANOVA> One-way
ANOVA> Differences/Contrasts:

Options  Help

Lewels / Sample size Random effects Contrasts across fived levels

levels[ireatment] | SD[Within] a Contrast levels of treatrent v

WValue » | |[5 ok Value » | 100 ok

J J Contrast coefficients -1

n[Within] =

Value » | |8 ok
Meihod | Dunnett w | #means |5
Alpha 003 v
Detectahle conirast -
Value + | |200 :
Power -
Value | | 9083 ak

Example 2.20 Repeat Example 2.19 using the optimal allocation of units to treatments and controls.

Solution: From Equation 2.98 with ¢t ~ z and K = 4,
1) ((250 4 1.282) 100
! < IRY ) ( 200 >
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and
ng = VK = 6V4 = 12.

The approximation ¢ ~ z is still justified because the error degrees of freedom will be df. = (4 x 6 + 12) — 4 = 32. The original experiment required 5 x 8 = 40 units, but the
optimal experiment requires only 4 x 6 4+ 12 = 36 units to obtain the same power.
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Standard Deviations

3.1 One Standard Deviation

Example 3.1 Determine the sample size required to construct the 95% confidence interval for o based on a random sample of size n drawn from a normal population if the
confidence interval half-width must be about 10% of the sample standard deviation.

Solution: From Table 3.1 the sample size must be about n = 200. The lower and upper confidence limits will fall at about -9% and +11% relative to the sample standard deviation,
so the asymmetry for this relatively large sample size is not too severe.

From PASS> Variance> Variance: 1 Group (Note that when the Scale text box is set to Standard Deviation, other text boxes on the form with labels that refer to variances are
interpreted as standard deviations.):
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Wil [Baseline Yariance]: Alternative Hypothesis:

[1

L

[Hai wo <=1

Chapter 3. Standard Deviations

== PASS: Variance: 1 Output

One Variance Power Analysis|

Numeric Results when HO: S0 = 51 versus Ha: S0<>51

Symbals 2 Background | Abbreviations | Templal Power N S0 s Alphﬂ Beta
Plat Text | Bxes | Eln] | Symbols 0500515 200 1.0000 1.1000 0.050000 0.499485
Data | Options | Reports | Plot Setug
References
Find (Solve For): Seale: Davies, Owen L. 19_?? . T_he Design and Analysig_oflndustrial Experiments. Hafhier Publishing Company, Mew York,
Ostle, B. 1988 Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
|N j |Standard Dreviation

Zar, Jerrald H. 1984. Biostatistical Analysis (Second Edtion). Prentice-Hall. Englewood Cliffs, Mew Jersey.

Report Definitions

Power isthe probability of rejecting a false null hypothesis. It should be close to one.
Misthe size of the sarmple drawn frorn the population.

S0 is the value of the population standard deviation under the null hypothesis.

51 is the value of the population standard deviation under the aternative hypothesis.
Beta (1-Power): Alpha izthe probabilty of rejecting a true null hypothesis. It should be small.

[0s Bleta is the probabilty of accepting a false null hypothesis. It should be small.

Alpha (Significance Lewvel):
0.5

W1 [Alternative Yariance]:

|11

L

M (Sample Size):

™ Known Mean

L

Summary Statements

Agample size of 200 achieves 50% power to detect a difference of 0.1000 between the null
hypothesis standard deviation of 1.0000 and the alternative hypothesis standard deviation of
1.1000 using a two-sided, Chisguare hypothesis testwith a significance level (alpha) of
0.050000.

Example 3.2 Use the large sample approximation method to determine the sample size for the situation in Example 3.1.
Solution: The required confidence interval has the form

P(s(1—0.10) < o < s(1+0.10)) = 0.95.

With o = 0.05 and ¢ = 0.10 in Equation 3.8, the sample size required to obtain a confidence interval of the desired half-width is

which is in excellent agreement with the original solution.

From MINITAB (V16)> Stat> Power and Sample Size> Sample Size for Estimation> Standard deviation (Normal):
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MTE » 33CI;
2UBCH N3tDewv 100;
SUBC> Confidence 95.0;

SUBCH IType 0O: i - -
SUBCH MError 10. Sample Size for Estimation

X

. . . P L St andard de
Sample Size for Estimation CIEUL O ot andard de

Flanning Yalue

Method
Sthoe Standard deviation: 100
Parameter Standard deviation
Distribution Normal Estimate sample sizes ﬂ
Standard deviation 100
Confidence lewel ass Margins of error for confidence intervals: | 10

Confidence interval Two-sided

Opkions. ..
Results
Help OF | Cancel |

Margin Samwple
of Error Size
i0 234

Example 3.3 For the test of Hy : 0% = 10 versus Hy4 : 02 > 10, find the power associated with ¢ = 20 when the sample size is n = 20 using o = 0.05.
Solution: From Equation 3.14 the power is given by
10
2> (10 2
P (X0.95 (20) <XxX° < 00)

P (151 < x* < )
= 0.72.

3
Il

From MINITAB (V16)> Stat> Power and Sample Size> 1 Variance:

HMTE > Power:

SUBCH OneVariance:; 3
SUBC> Sample 20; Power and Sample Size for 1 Variance Pz|
SUBC> Ratio 2

SUBC> Llternative 1:
SUBC> Alpha 0.05;

SUBCH GPCurve. Specify values For any bwo of the Following:
. Sample sizes: | 0
Power and Sample Size
Ratios: | 2
Test for One Variance (variance | hypothesized variance)

Power values: |
Testing wvariance = null (versus > null)

Calculating power for (variance / null) = ratio
Alpha = 0.05

Options. .. | Graph... |

Sample Help OF | Cancel |
Ratio Gize Power
Z Z0 0.7180zZ5

From PASS> Variance> Variance: 1 Group:
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Symbals 2 | Background | Abbrewiations | Temnplal
Plat Text | Axes | 30 | Symbals
Data | Optians | Reports | Plat Setug
Find (Solve For): Scale:
|Beta and Power j |\u'ariance

Wil [Baseline Yariance]:

[ 10

Alternative Hypothesis:
|Hai o < w1

L

W1 (Alternative Yariance]:

| 20

Alpha (Significance Lewel):
| 0.05

L

M (Sample Size):
|20

Eeta [1-Power]:
[0

L

[ Known Mean

== PASS: Variance: 1 QOutput

One Variance Power Analysis

Numeric Results when HO: W0 = V1 versus Ha: W0<\1

Power N W W1 Alpha Beta
0.718025 20 10,0000 200000 0050000 0281975
References

Chapter 3

Diavies, Owen L. 1971, The Design and Analysis of Industrial Experiments. Hafmer Publishing Company, Mew Yark,

Qstle, B. 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Zar, Jerrold H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Summary Statements

Asample size of 20 achieves 72% power to detect a diference of 10.0000 between the null
hypothesis variance of 10.0000 and the atermative hypothesis variance of 20,0000 using a
one-sided, Chi-square hypothesis test with a significance level (alpha) of 0.050000.

Example 3.4 Find the sample size required to reject Hy : 0% = 40 with 90% power when o2 = 100 using H4 : 02 > 40 with o = 0.05.
Solution: From Equation 3.15 with 62 = 40 and 0% = 100, the necessary sample size is the smallest value of n that meets the requirement

X%A% @
X(2).10 40
< 2.5.

By inspecting Table 3.2 and a table of x? values, the required sample size is n = 22 for which

Xb.os _ 32-67
005 = 27 = 2469 ) < 2.5.
Xoao  13.24
From MINITAB (V16)> Stat> Power and Sample Size> 1 Variance:
HTE » Power;
SUBCH OneWVariance:;
SUBC>  Ratio 2.5; Power and Sample Size for 1 Variance X
SUBCH> Power 0.90; —_—
SUBC> Alternative 1:
SUBC> Alpha 0.05;
SUBC> GPCurve. Specify values For any two of the following:
. Sample sizes:
Power and Sample Size 28R !
Ratios: |25
Test for One Variance {variance | hypothesized variance)
Testing variance = null (versus > null) Roreigalies] |D.90
Caloulating power for (variance / null) = ratio
Llpha = 0.05
Options. .. | Graph... |
Sample Target Help OF | Cancel |
Ratio Size Power Actual Power
2.5 ZE 0.9 0.906215

. Standard Deviations



3.1. One Standard Deviation

From PASS> Variance> Variance: 1 Group:

=" PASS: Variance: 1 Output

One Variance Power Analysid
R S Eo N e Y -
piew ) oren] shvel _wae 1 _wey ) pres | DATH Jour ELAY Numeric Results when H0: W0 = V1 versus Ha: W<V1
Symbals 2 | Background | Abbreviations | Templal Power N Vo i Alpha Beta
Plat Text | es | Elr} | Symbols 0906215 22 40,0000 1000000 0.050000 0.093785
Data | Options | Reports | Plat Setug
References
Find (Solve For): ceale: Davies, Owen L. 19_??.1'_he Design and Analysig_oflndustrialExperiments. Hafner Publishing Company, Mew York
= - Ostle, B. 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
N | uariance Zar, Jerrald H. 1984, Biostatistical Analysis (Secand Edition). Prentice-Hall. Englewaad Clifs, New Jersey.
W0 (Baseline Wariance): Alternative Hypothesis:
o =] fhavo<w Summary Statements
W1 (Alternative Variance): #lpha (Significance Level): Asample size of 22 achieves91% power to detect a difference of 50.0000 between the null
[0 =] [omm hypothesis variance of 40.0000 and the aternatve hypothesisvariance of 100.0000 using a
' one-sided, Chisguare hypothesis testwith a significance level {alpha) of 0.050000.
M (Sample Size]: Eeta [1-Power]:
Er > Jom
[ Known Mean

Example 3.5 Find the sample size required to reject Hy : ¢ = 0.003 in favor of H4 : o < 0.003 with 90% power when in fact ¢ = 0.001.
Solution: With o = 0.05 and 5 = 1 — 7 = 0.10, the sample size condition given by Equation 3.17 is

X5.90 > 0.003*
X2os  \0.001

> 9.0,

which, from Table 3.2, is satisfied by n = 5.
From MINITAB (V16)> Stat> Power and Sample Size> 1 Variance:

From PASS> Variance> Variance: 1 Group:
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NTE » Power:

SUBC: oneVariance;
SUBCH Stheviation;
SUBCH Fatio 0.3333;
SUBC> Power 0.90;
SUBCH Alternative -1;
SUBC> Alpha 0.05;
SUEC> GPCurve.

Power and Sample Size

Llpha = 0.05
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Symbals 2 | Background | Abbreviations | Temnplal
Plat Text | Ay | o | Syrbols
Data | Options | Reports | Plat Setug

Find [Salve Far): Scale:

|N j |Standard Dreviation

Wil [Baseline Yariance]: Alternative Hypothesis:

[ 0.003 x| |Harvo = w1

W1 [Alternative Yariance]: Alpha (Significance Level):

[ 0.001 | foue

M [Sarnple Size): Beta [1-Power]:

| =1 [od

™ Known Mean

Test for One 3tandard Deviation

Testing StDev = null (wversus < null)
Calculating power for (3tDev / null)

Options... | Graph... |

Sample Target Help QK | Cancel |
Ratio Size Power Actual Power
0.3333 3 0.9 0.933121

Chapter 3

Power and Sample Size for 1 Yariance ﬁ__<|

Specify values For any two of the Following:

Sample sizes: |

Ratios: |0.3333
(StDev | hypothesized StDev)

Power values: |D.90
= ratio

== PASS: Variance: 1 Qutput

One Variance Power Analysis

Numeric Results when HO: S0 = S1 versus Ha: S0=51

Power N ] S1 Alpha Beta
0533069 G 00030 0oma 0.050000 0066931
References

Davies, Owen L. 197 1. The Design and Analysis of Industrial Experiments. Hafher Publishing Company, Mew York,
Oetle, B. 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Zar, Jerrald H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Clifs, New Jersey.

Summary Statements

A sarnple size of 6 achieves93% power to detect a difference of 0.0020 between the null
hypothesis standard deviation of 0.0030 and the aternative hypothesis standard deviation of
0.0010 using a one-sided, Chi-square hypothesis testwith a significance level (alpha) of
0.050000.

Example 3.6 Compare the power determined by the large-sample approximation method to the exact power determined in Example 3.3.
Solution: The null hypothesis may be written as H : In (¢) = In (1/10) and we wish to find the power to reject Hy when In(o) = In (v/20) with n = 20. From Equation 3.20 we

have

23 = V2 x20In

10 — 20.05 — 0.547

. Standard Deviations
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and by Equation 3.19 the approximate power is

T = &(-0.547 < z < 0)
= 0.71.

This result is still in good agreement with the exact power of 72% despite the rather small sample size.

Example 3.7 Compare the sample size determined by the large-sample approximation method to the exact sample size determined in Example
Solution: The problem is to find the sample size to reject Hy : In (o) = In (v/40) with 90% power when In (¢) = In (v/100). With a = 0.05 and 8 = 0.10 in Equation ?? the
approximate sample size required is

2

1 [ 1.645+ 1.282
T Ry

(/8

which is in good agreement with the exact sample size of n = 22.

3.2 Two Standard Deviations

Example 3.8 What equal-n sample size is required by an experiment to deliver a confidence interval for the ratio of two independent population standard deviations if the true
ratio should fall within 20% of the experimental ratio with 95% confidence?
Solution: The goal of the experiment is to determine an interval of the form

P(Sl(1—o.2)<01<51(1+0.2)> =1-a.
52 02 52

Then, from Equation ?? with § = 0.2, the required sample sizes are

2 2 11.96\°
Tll:nQ:( 0'(?25) _(020> :97

Piface and PASS support the F' test for two variances which can be tricked into confirming the sample size for the confidence interval. The confidence interval is asymmetric
so the sample size is taken as the average of the sample sizes required for 02/0; = 1.2 and 05/ = 0.8.

From Piface> Two Variances (F Test):
From PASS> Variance> Variance: 2 Groups:



64
Test of equality of two variances : E|r>__<| Test of equality of two variances
(Qptions  Help Options  Help
nl P Variance 1 ol BN P ariance 1 g
[vahe ] [113 | _on | [rare ][ | _on || [Fae ][0 | on | [vame ][1 | o« ]
n ™ Variance 2 | B ™ Variance 2 H
[value v |[118 | o | [Vale v|[144 | o | [vahe v|[20 | o | [vahe v|[64
o i Atmat ¥ Bpain Atmat
Alpha A Power B Alpha a Power [
v ] 5 | o |[vaw ] 301 | o | v [ | o |[vae ] [503 | o |

Chapter 3. Standard Deviations

ML EICALALIEA

Symbals 2 | Background | Abbreviations | Temnplal
Plat Text | Axes | s | Symbals
Data | Dptions | Reports | Plat Setuy
Find (Salve Far): Scale:
|N1 ﬂ |Standard Deviation j
W1 (Wariance of Group 1): Alternative Hypathesis:
[1 ] [Havie=we x|
W2 [Wariance of Group 2): M1 [Sample Size Group 1):
|12 =l | =l
Alpha (Significance Lewvel): M2 (Sample Size Group 2):
| o5 | Juser [~
Eeta [1-Power]: R [Sample Allocation Ratio]:
[0z EAED =]

Power Analysis of Two Variances

Numeric Results when HO0: S1=52 versus Ha: S1<>52

Power N1 N2 S1 S2 Alpha Beta
0501070 118 118 1.0000 1.2000 0.050000 0.458530
Numeric Results when HO: $1=52 versus Ha: $1<>52

Power N1 N2 S1 S2 Alpha Beta
0503697 80 a0 1.0000 0.8000 0.050000 0.49530

The confidence interval will be asy tric so the ple size calc was run for 52 20% greater
and 20% less than $1. The average of the two resulting sample sizes is n= (118 +80)2 =99.

References

Davies, Owen L. 197 1. The Design and Analysis of Industrial Experiments. Hafer Publishing Company, Mew York,
Oetle, B. 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.

Zar, Jerrold H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, New Jersey]

Summary Statements

Group sample sizes of 118 and 118 achieve 50% power to detect a ratio of 08333 between the
group one standard deviation of 1.0000 and the group two standard deviation of 1.2000 using a
two-sided F testwith a significance level (alpha) of 0.050000.

The sample sizes are n = 118 and n = 80, respectively, so the average sample size is n = (118 + 80) /2 = 99 which is in excellent agreement with the normal approximation.

Example 3.9 Find the power to reject Hy : 0% = 03 infavor of Hy : 0% > 03 if ny = ny = 26, 0% = 15, and 0% = 5 using a = 0.05.
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Solution: From Equation 3.34 the power is

Il

>

|

N—

=
:

A\
~
A

8

= P(0.652 < F < o0)

From MINITAB (V16)> Stat> Power and Sample Size> 2 Variances:

MTE > FPower;

SUBCH TwoVariance:;
SUBCH Sample Z26;
SUBC> Ratio 3:

SUBCH Alternatiwve 1:
SUBC> Alpha 0.05;
SUBC> FTest:

SUBCH GPCurve.

Power and Sample Size

Test for Two Variances

Testing (variance 1 / wvariance Z)
[variance 1 / wariance Z) = ratio

Calculating power for
Alpha = 0.05
Method: F Test

Sample
Ratio Size Power
3 Z6 0.554374

The sample size is for each group.

From Piface> Two Variances (F Test):

= 0.854.
Power and Sample Size for 2 Variances
Specify values for any two of the Following:
Sample sizes: | 26
Ratios: | 3
1 (versus ») (variance 1 | variance 2}

Power walues: |

Options. .. |

Graph... |

Help oK |

Cancel |

£
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Test of equality of two variances

Qptions Help

nl " Yariance 1 B
Value v | |26 Lok | [l v |[15 | ok |
n2 " Yariance 2 B
|‘i.Falue v||26 | oK ||Falu5 v||5 | ok |
Iv Equal ns Alternative

Alpha " Power A
|Halue v||.l:|5 | ok ||1Fal1.ua v||_85d4 | ok |

I|.Jax-'a Applet “indow

From PASS> Variance> Variance: 2 Groups:

O PASS: Variances: 2
34 7]
D= @ | 9103 [~
NEW | oPEN | SAVE HAP wAv | PAss | oAt | out FLAY
Symbols 2 | Background | Abbreviations | Templal
Plat Text | Axes | Ele] | Symbals
Data | Options | Reports | Plat Setug
Find [Salve Far): Scale:
|Beta and Power j |\u'ariance j
W1 (Mariance of Group 1): Alternative Hypothesis:
[15 | JHuvi=we -]
W2 [Mariance of Graup 2): M1 [Sarple Size Group 1):
E =l = [~
Alpha (Significance Lewvel): Mz [Sample Size Group 2):
| 05 x| Jusr =l
Eeta [1-Power]: R [Sample Allocation Ratic):
| x| o =l

= PASS:

Variances: 2 Dutput

Power Analysis of Two Variances

Numeric Results when HO: V1 =2 versus Ha: V1>\2

Power N1 N2 W1 V2 Alpha Beta
0554374 ] 26 15,0000 50000 0.050000 0.145626
References

Davies, Owen L. 1971. The Design and Analysis of Industrial Experiments. Hafher Publishing Campany, Mew York.
Ostle, B. 19838, Statictics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Zar, Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Summary Statements

Group sample sizes of 26 and 26 achieve 85% power to detect a ratio of 3.0000 between the group
one variance of 150000 and the group two variance of 5.0000 using 2 one-sided F testwith a
sighificance level alpha) of 0.050000.

Example 3.10 What equal sample size is required to detect a factor of two difference between two population standard deviations with 90% power and « = 0.05?
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Test of equality of two variances

Options  Help

nl P Yariance 1 "
[value v ][20 | o | [vahe v][1

n2 " Yariance 2 4

et v |20 | _ox [ [vae w[4 | ox ]
o Bgutne fr—

Alpha P Power "

[value v |[ 05 | o |[Vale | 9044 | ox |

Solution: A factor of two difference in population standard deviation corresponds to a factor of four difference in variance, so we need to determine the sample size such that
1
P ZFl,a < F <oo) =0.90.

By iterating through several values of sample size, we find that when n; = ny = 20, Fj.95,19,19 = 2.168 and Fj 996 = 2.168/4 = 0.542, which satisfies the problem statement.
From MINITAB (V16)> Stat> Power and Sample Size> 2 Variances:

NTE > Power:

SUBCH TwoVar iance;
SUBCH StDeviation;
SUECH Ratio 2;
SUBC> Power 0.50;
SUBC»  Alternative 1: Power and Sample Size for 2 Variances
SUBCH Alpha 0.05;
SUEC> FTeszt:
SUBCH GPCurve.

X

Specify values For any bwo of the following:

Power and Sample Size Sample sizes: |
Test for Two Standard Deviations Ratios: |2

(StDev 1 | StDev 2)
Testing (StDev 1 / StDev 2Z) = 1 (versus ») Power valuss: |DSD
Calculating power for (3tDev 1 / 3tDewv 2) = ratio

Alpha = 0.05
Hethod: F Test

Options. .. | Graph... |
Sample Target Help o | Cancel
Ratio Size Power Actual Power
Z Z0 a.9 0.904437

The sample size i=s for each group.

From Piface> Two Variances (F Test):
From PASS> Variance> Variance: 2 Groups:
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=" PASS: Variances: 2 QOutput

Example 3.11 Repeat Example 3.9 using the large-sample approximation method.
Solution: From the information given in the example problem statement

,_.
=]
—
a5

2 = 7) —1.645 = 1.16
2 (26 + 3)

so the power is
m=®(—1.16 < z < 00) = 0.877,

which is in good agreement with the exact solution of 7 = 0.854.

Example 3.12 Repeat Example 3.10 using the large-sample approximation method.
Solution: From the information given in the example problem statement

o (L645+1.282)°
e In (2) -

which slightly underestimates the exact solution n = 20.

3.3 Coefficient of Variation

Power Analysis of Two Variances
I e e -
GEE [|ECE ) SGRE | | G || GEE | GEES || o | G Gl Numeric Results when HO: V1 =\2 versus Ha: WV1<\2
Symboals 2 | Background | Abbreyiations | Templal Power N1 N2 Wi 2 Npha Beta
Plot Text | Aes | Ele] | Symbols 0904437 20 20 1.0000 4.0000 0050000 0.095563
Data | Options | Reports | Plat Setug
References
Find (Sohve For): Cealer Davies, Owen L. 1971. The Design and Analysis of Industrial Experiments. Hafner Publishing Company, Mew Yark,
= - = Oetle, B. 1988, Statictics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Int | Juariance = Zar, Jerrald H. 1984 Biostatistical Analysis (Second Editian). Prentice-Hall. Englewood Clifs, Mew Jersey.
W1 (Mariance of Group 1): Alternative Hypaothesis:
E ] Jpsvi<ve = Summary Statements
Y2 (Variance of Group 2): M1 (Sample Size Group 1): Group sample sizes of 20 and 20 achieve 90% power to detect a ratio of 0.2500 between the group
|4 ﬂ | j one variance of 1.0000 and the group two variance of 40000 using 2 one-sided F testwith a
significance level (alpha) of 0.050000.
Alpha (Significance Lewvel): Mz [Sample Size Group 2):
| as | fuser |
Beta [1-Power]: R (Sample Allacation Ratio):
[ 0,10 EAED Ea|

. Standard Deviations

Example 3.13 Determine the sample size required to estimate the population coefficient of variation to within +25% with 95% confidence if the coefficient of variation is expected

to be about 30%.



3.3. Coefficient of Variation

Solution: With o = 0.05, § = 0.25, and CV = 0.3 in Equation 3.45, the sample size must be

1.96\2 5 1
=|-— . - =37
" (0.25) <(0 A+ 2)
Example 3.14 Determine the sample size required to reject Hy : C'V = 0.5 with 90% power when C'V = 0.8.
Solution: With CV, = 0.5, CV; = 0.8, @ = 0.05, and S = 0.10 in Equation 3.49, the required sample size is

2
1.96 x 0.5,/(0.5)* 4+ % + 1.282 x 0.81/(0.8)* + 1
" — 2 2 =42

0.8 -0.5

Example 3.15 Determine the sample size required to reject Hy : CV; = C'V; in favor of Hy : C'Vy # C'V, with 90% power when CV; = 0.3 and CV, = 0.5.
Solution: With CV; = 0.3, CV,> = 0.5, @ = 0.05, and 8 = 0.10 in Equation 3.57, the required sample size is

2
1.96 x 0.34/(0.3)* + 1 +1.282 x 0.5,/(0.5)* + &

0.3-0.5
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Chapter 4

Proportions

4.1 One Proportion (Large Population)

Example 4.1 How large a random sample is required to demonstrate that the fraction defective of a process is less than 1% with 95% confidence?
Solution: The required confidence interval has the form
P(0<p<0.01) =095

so py = 0.01 and o = 0.05. If we assume that the sample size is small compared to the lot size, then Equation 4.4 can be used to approximate the sample size. However, because
the number of defectives allowed in the sample was not specified, we must consider the possibility of different X values. For X = 0, by the rule of three (Equation 4.5), the
sample size is

3

0.01
~ 300.

3
2

For X =1, by Equation 4.4

X3.95,4
2(0.01)
9.49

2(0.01)
475,

1

1

The values of n can be found for other choices of X in a similar manner.

Piface> CI for one proportion, PASS> Proportions> One Group> Confidence Interval - Proportion, and MINITAB> Stat> Power and Sample Size> 1 Proportion use
the normal approximation to the binomial distribution to calculate the sample size for a symmetric two-tailed confidence interval but the normal approximation isn’t valid for
this problem.

71
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Example 4.2 What fraction of a large population must be inspected and found to be free of defectives to be 95% confident that the population contains no more than ten
defectives?

Solution: The goal of the experiment is to demonstrate that the population defective count satisfies the confidence interval P (0 < S < 10) = 0.95. With X = 0 and a = 0.05 in
Equation 4.7, the fraction of the population that will need to be inspected is

2
no o Xo.95
N 25y 1)
3
~  — 4.2
10 (4.2)
~ (.30.

This result violates the small-sample approximation requirement that n < NV, but it provides a good starting point for iterations toward a more accurate result. When n becomes
a substantial fraction of N, use the method shown in Section 10.4.1.2 instead. (This example is re-solved using that method in Example 10.21.)

Example 4.3 How many people should be polled to estimate voter preference for two candidates in a close election if the poll result must be within 2% of the truth with 95%
confidence?
Solution: From Equation 4.15 with confidence interval half-width ¢ = 0.02 the required sample size is

1
Gonp = B0

n =

From Piface> CI for one proportion:

Cl for a proportion E”ﬁlgl

Dptions Help

[ Finite population

v Worst case pi |5

Confidence |E|_95 v|
Margin of Error B
EIE | o |
. B
Vale v | [2401 | ok |

I| Java dpplet Window




4.1. One Proportion (Large Population)

From MINITAB (V16)> Stat> Power and Sample Size> Sample Size for Estimation> Proportion (Binomial):

MTE > 33CI:

SUBCH BEProportion 0.5;
SUBCH Confidence 95.0;
SUBCH IType 0O:

SUBC>  MError D.02. Sample Size for Estimation X
Sample Size for Estimation ETEN TS P oportion (Binamial)
Method Flanning Yalue
Proportion: 0.5
Parameter Proportion
Distribl.lt,ion Einomial Estimate sample sizes j
Proportion 0.5
Confidence lewvel 95% Margins of error for confidence intervals: | 0.0z

Confidence interval Two-sided

Options. ..
Help oK | Cancel |

Results

Margin Sample
of Error Size
0.0z 2449

From PASS> Proportions> One Group> Confidence Interval - Proportion:

= PASS: Proportion: Confidence Interval Output

@@% i‘&ﬁ& Q Numeric Results

Confidence Interval of A Proportion

Symbals 2 | Background | Abbreyiations | Templal C.C. N PO
Plat Text | Hxes | £ | Symbols Confidence Sample Baseline
Data | Options | Reports | Plot Setug Precision Coefficient Size Proportion
0.02000 095108 2377 050000
Find (Salve Far): Population Size:
N (sample Size) | | rfinite ~] References ] )
Desu, M. M. and Raghavarao, D. 1990. Sample Size Methodology. Academic Press. Mew York.
Precizion: M (Sample Size): Machin, D., Campbel M., Fayers, P, and Pinol, A 1997, Sample Size Tables for Clinical Studies, 2nd
| .02 =l | = Edition. Blackwell Science. Malden, MA,
Hahn, G.J. and Meeker W.0L 1991, Statistical Intervals. John Wiley & Sons. Mew York.
Confidence Coefficient: PO (Baseline Proportion]):
|05 x| Jes | [Summary Statements

Asample size of 2377 produces a 95% confidence interval equalto the sample proportion plus or
minug 0.02000 when the estimated proportion is 0.50000.

From MINITAB> Stat> Power and Sample Size> 1 Proportion
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MTE > Power:
3UBCH Plne;

SUBC> Phlvernative 0.52; Power and Sample Size for 1 Proportion
SUBC> Power 0.5;
SUBC> FMull 0.50; Specify values Far any bwo of the Following:

SUBCH GPRCurve.

Power and Sample Size

Test for One Proportion

Testing proportion = 0.5 (wversus not = 0.5)

Alpha = 0.08

Alternative Sample Target
Proportion Size Power Actual Power
0.5z 2401 0.5 0.500058

X

Sample sizes: [

Alternative values of p: | 0.5z

Power values: | 0.5

Hypothesized p: 0.50

Options. .. | Graph... |
o4 | Cancel |

Help

Example 4.4 Find the power to reject Hy : p = 0.1 when in fact p = 0.2 and the sample will be of size n = 200.
Solution: Under both Hj and H 4 the sample size is sufficiently large to justify the use of normal approximations to the binomial distributions. From Equation 4.21 with o = 0.05

we have

so the power is

From Piface> Test of one proportion:

_v/2000.2 — 0.1 — 29.025/(0.1) (1 — 0.1)

5 = 2.066,
02)(1-02)
7T = 1—®(—0c0< z< 2.066)
0.981.

Chapter 4. Proportions



4.1. One Proportion (Large Population)

Sample size for one proportion

Cptions  Help
MNull value (pl)

S=/e3

Value v |1

Actual value (p)

|1ralue v| |_2

Sample size

|1ralue v| |znn

..................

Method |Nu:urmalappmx V|

Power

Aliernative Alpha 005 v

|va1ue v | | 9806

I|.Java Applet ‘Windaw

From PASS> Proportions> One Group> Inequality [Differences]:
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"

~ Power Analysis of One Proportion
Numeric Results for testing HO: P=P0 versus H1: P<>P0
Symbols 2 | EBackground | Abbreyiations | Template Test Statistic: Z Test using S(P0)
Plat Text | Axes | 30 | Symbals 1|
Data | Options [ Reports [ Plat Setup Proportion Proportion
Given H)  Given H1 Difference Target Actual Reject HO If
Find (Solhve For): Alternative Hypothesis: Power N (PO} (P1)y  (P1-PO) Alpha Alpha Beta K|Z|>Then
[Beta and Power ~ | [Ht: Difference <= 0 ~| 05521 200 0.1000 02000 0.1000 00500 0.0439 o7 1.9600
Alternative Differance (P1-PO): Mull Propartion (PO): References
|g,1 ﬂ |g,1 j Chow, 5.C.; Shao, J,; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mew York.
Fleiss,J. L., Levin, B., Paik, M.C. 2003. Statistical Methods for Rates and Propartions. Third Edition. John
n [Sample Size): Alpha (Significance): Wiley & Sons. Mew York,
| 200 | Jos ~] Lachin, John hd. 2000. Biostatistical Methods. John Wiley & Sons. Mew York.
Machin, D., Campbel, M., Fayers, P., and Finol, A 1997, Sarple Size Tables for Clinical Studies, 2nd
N (Population Size): Beta (1-Power): Edition. Blackwell Science. Malden, Mass.
Infinite - [ | Tar,Jerrold H. 1984 Biostatictical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey)
Tesk Statistic in Reports: Summary Statements
|z test using S(PO) ﬂ Aszample size of 200 achieves 95% power to detect a difference (P1-P0) of 0.1000 using a
two-sided 7 test that uses S(F0) to estimate the standard deviation. The target significance
levelis 0.0500. The actual significance level achisved by this test is0.0439. These results
If & search fails, increase the Maximum Iterations on the Gptions tab, assume that the population proportion under the null hypothesis is 0.1000.

From MINITAB> Stat> Power and Sample Size> 1 Proportion:

MTE > Fower;

SUEC>  FOne; Power and Sample Size for 1 Proportion &|
SUBC> Sample 200; -
SUBCH Pilternative 0.2: Specify values for any two of the following:

SUBC> PHull 0.1; Sample sizes: |200

3UBCE GPCurve.

Alternative values of p: | 0.z

Power and Sample Size Power values: I

Tezst for One Proportion Hypothesized p: ,017

Testing proportion = 0.1 (versus not = 0.1)

Alpha = 0.05 Options. .. | Graph... |

Help O | Cancel |

Alternative Sample
Proportion Gize Power
0.2 200 0.980565

Example 4.5 What sample size is required to reject Hy : p = 0.05 when in fact p = 0.10 using a two-sided test with 90% power?
Solution: Assuming that the sample size will be sufficiently large to justify the normal approximation method, from Equation 4.22 the required sample size is

1.96+/(0.05) (1 = 0.08) + 1.282+/(0.10) (1 = 0.10) \

0.10 — 0.05

264.



4.1. One Proportion (Large Population)

From Piface> Test of one proportion:

Sample size for one proportion

EB)X]

Options  Help

Null value (p0) -
Walue v | [ 05 | o |
Artualvalue () =
e ][ | o |
Sample size H
Walue v | 264 | ok |
Aliernative Alpha (005
Me thed |Nn:|rmalappr|:|x v|

Power =
Value v | ||9005 | o |

I|.Ja'-.fa Applet Wwindow

From PASS> Proportions> One Group> Inequality [Differences]:
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= PASS: Proportion: Inequality [Differences] Output

Power Analysis of One Proportion

Eﬂ [T TE TR TR [ - -
G [|ECE JGRE | ) WEP ) GER ) GEES | Com | E GhaRe 1] k Numeric Results for testing H0: P=P0 versus H1: P<>P0

Symbols 2 | Background | Abbreyiations | Template Test Statistic: Z Test using S{P0)
Plat Text | Axes | k) | Symbals 1
Data | Cplions | Reports | Plot Setup Proportion Proportion
Given H)  Given H1 Difference Target Actual Reject HO If
Find (Solve Forl: Alternative Hypothesis: Power N (PO} (P1) (P1-P0) Alpha Alpha Beta K[Z|>Then
- 09031 245 0.0500 0.1000 0.0500 00500 00555 00965 19600

|n ﬂ |H1: Difference == 0 j
Alternative Difference (P1-PO): Mull Propartion (PO References . . . .
|0 I ﬂ |0 I ﬂ Chow, S.C,; Shao, J.; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mew York.

Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statistical Methods for Rates and Proportions. Third Edition. John

n [Sample Size): Alpha (Significance]: Wiley & Sons. Mew York.
| ﬂ |0.05 Lachin, John 1. 2000. Biostatistical Methods. John Wiley & Sons. New York.

Machin, D., Carnpbell, M., Fayers, P., and Pinol, & 1997 Sample Size Tables for Clinical Studies, 2nd
M (Population Size): Beta (1-Power): Edition. Blackwell Science. Malden, Mass.

L

[whrte | [0 ~] Zar, Jerrald H. 1584, Biostatistical Analysis (Second Edition). Prentice-Hall Englewaad Cliffs, Mew Jersey.
Test Statistic in Reports: Summary Statements
[2 test using 5(Pm) ~| Asample size of 245 achieves 30% power to detect a diference (P1-P0) of 0.0500 using a
two-sided 7 test that uses S(FO) to estimate the standard deviation. The target significance
level is 0.0500. The actual significance level achieved by this test is 0.0555. These results
If & search Fails, increase the Maximurn Iterations on the Options tab, assurne that the population proportion under the nullhypothesis is 0.0500.
From MINITAB> Power and Sample Size> 1 Proportion:
NTE > Fower:
SUBC>  POne;
SUBC> PAhlternative 0.1; 3
SUBC> Power 0.9; Power and Sample Size for 1 Proportion g|
AUBCH FNull 0.05;
SUBCH> GPCurve. Specify values For any bwo of the Following:
Sample sizes: |
Power and Sample Size Alternative values of p: |D.1
Test for One Proportion Power values: |D.9
Testing proportion = 0.05 (wersus not = 0.05)

Hypathesized p: .
Llpha = 0.05 lypothesized p 0.05

Options. .. | Graph... |

Llternative Sample Target

Proportion dize Power Actual Power Help K | Cancel |

0.1 Z64 0.9 0.900470

Example 4.6 What sample size is required to reject H : p = 0.01 with 90% power when in fact p = 0.03?

Solution: The hypotheses to be tested are Hy : p = 0.01 versus Hy4 : p > 0.01 and the two points on the OC curve are (pg, 1 — «) = (0.01,0.95) and (p1, 8) = (0.03,0.10). The exact
simultaneous solution to Equations 4.24 and 4.25, obtained using Larson’s nomogram and then iterating to the exact solution using a binomial calculator, is (n, ¢) = (390, 7). The
distributions of the success counts under Hy and H 4 are shown in Figure 4.2.

From Piface> Test of one proportion:
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Sample size for one proportion

Options  Help

Null value (p0) g

[Value ~| |01 | ox |

Actualvalue () s

] 1 | o |

Sample size

[Value v | |42 | ox |

Alternative Alpha (005 v

Method | Exact | Size=.03058

Power g

Vale v | [2977

From PASS> Proportions> One Group> Inequality [Differences]:

== PASS: Proportion: Inequality [Differences] Output

From MINITAB > Power and Sample Size> 1 Proportion:

Symbals 2 | Eackground | Abbreviations | Template
Plot Text | Axes | Ele] | Symbals 1
Data | Cptions | Reports | Plat Setup
Find [Salve Far): Alternative Hypothesis:
|n ﬂ |H1: Cifference = 0 ﬂ
Albernative Diference (P1-PO): Mull Proportion (PO):
[o02 = oo =
n [Sample Size): Alpha (Significance]):
| x| Jous =l
M (Population Size): Eeta [1-Power]:
Infirite - [0.1 =
Test Statistic in Reparts:
|Exact Test ﬂ
TF a =aarrh Failz. increase the Mavirom Theratinne oncthe Ontinns babe

Power Analysis of One Proportion

Iﬂﬂ SNy 2N =N - -
GEY |EFE | Tk | ) GEF ) G ) eS| fRm | G GooRe || K Numeric Results for testing HO: P=P0 versus H1: P > P0

Test Statistic: Exact Test
Proportion Proportion
Given H)  Given H1 Difference Target Actual Reject HO
Power N (PO} {P1)  (P1-P0) Alpha Alpha Beta K R>=This
05001 350 00100 0.0300 o0z00 0.asaa 00445 00999 g
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Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statistical Methods for Rates and Propartions. Third Edition. John
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Summary Statements

Asample size of 390 achieves 90% power to detect a difference (P1-P0) of 0.0200 using a
one-sided binomialtest. The target significance levelis0.0500. The actual significance level
achieved by this test is0.0445. These results assume that the population proportion under the
nullhypothesis is0.0100.
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NTE > Power:

SUBCH
SUBCH
SUBCH
SUBCH
SUBCH
SUBCH

PiOne;
Phlternative 0.01;
Power 0.9;
PHull 0.03;
Alternative -1:
GPCurve.

Power and Sample Size

Test for One Proportion

Testing proportion = 0.03

ilpha = 0.05

Alternative Sample Target
Proportion Size FPower
0.01 417 0.9

[wersus < 0.03)

Actual Fower
0.900542

Powe

nd Sample e fo Propo

Specify values For any bwo of the Following:

Sample sizes: |
Alternative values of p: | 0.01
Power values: | 0.4

Hypothesized p: 0.03

Opkions. .. |

Graph... |

Help OF |

Cancel |

Power and Sample Size for. 1 Proportion - Options rz|

Alternative Hypothesis
(+ Less than

" Mot equal

" Greater than

Significance level: | 0.05

Store sample sizes in:
Store power values in:

Store alkernatives in:

o]

Cancel |

Chapter 4. Proportions

Example 4.7 Use Larson’s nomogram to find n and c for the sampling plan for defectives that will accept 95% of lots with 2% defectives and 10% of lots with 8% defectives.

Draw the OC curve.

Solution: Figure 4.3 shows the solution using Larson’s nomogram with the two specified points on the OC curve at (p, P4 (Hy)) = (0.02,0.95) and (0.09,0.10). The required
sampling plan is n = 100 and ¢ = 4. The OC curve is shown in Figure 4.4. Points on the OC were obtained by rocking a line about the point at n = 100 and ¢ = 4 in the nomogram

and reading off p and P, values.

From Piface> Test of one proportion:

Sample size for one proportion
Options  Help

Null value ()
[Value v | |02 |

CEX

Actual value ()
[vaue ~| |09 |

Sample size
[Value v | |28 |

Alternative Alpha (005

Method | Exact w | Size = .03203

Power
[Vale +| | o064

From PASS> Proportions> One Group> Inequality [Differences]:
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= PASS: Proportion: Inequality [Differences] Output

Power Analysis of One Proportion

B WEETE T T JETE [ - -
G | PEER ePEMJSGRE| | GRP | GGR | GEES ) GG | EW GooRe || K Numeric Results for testing HO: P=P0 versus H1: P > P0

Symbols 2 | Background | Abbreyiations | Template Test Statistic: Exact Test

Plot Text | Axes | Ele] | Symbals 1

Data | Ciptions | Reports | Plak Satup Pr0|)0I1IOIl Pr0|]'0I1IOIl

Given H)  Given H1 Difference Target Actual Reject HO

Find (Sole For': Alhernative Hypothesis Power N (PO} {P1)  {P1-PO) Alpha Alpha Beta KR>=This
| =] [ o . | 0902 a7 0.0200 0.0900 0.0700 0.0500 0.0307 0.0ses =3
n = : Difference = -
Alternative Difference (P1-PO): Mull Propartion (PO References . . . .
|o o ﬂ |o = ﬂ Chow, 5.C.; Shao, J.; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mew Yark.

’ ’ Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statitical Methods for Rates and Proportions. Third Edition. John
i (Sarnple Size): Alpha (Sigrifizance): Wiley & Sons. New York.
| ﬂ |0.05 j Lachin, John M. 2000. Biostatistical Methods. John Wiley & Sons. Mew York.

Machin, D., Campbell, M., Fayers, P., and Pinal, & 1337 . Sample Size T ables for Clinical Studies, 2nd
M (Population Size): Beta (1-Power): Edttion. Blackwel Science. Malden, Mass.

Inifinits - |u.1 ﬂ Zar,Jerrald H. 1984. Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Cliffs, New Jersey.
Tesk Statistic in Reparts: ISummary Statements
|Exact Test | Azample size of 87 achieves90% power to detect a difference (P1-P0) of 00700 using a

one-sided binomialtest. The target significance levelis0.0200. The actual significance level
achieved by this test is0.0307. These results assume that the population proportion under the
null hypothesis is 0.0200.

IF a search fails, increase the Maximurn Iterations on the Cptions tab,

From MINITAB> Stat> Power and Sample Size> 1 Proportion:

MNTE » Power:

SUBC>  POne; Power and Sample Size for 1 Proportion I Power and Sample Size for, 1 Proportion - Options [X|
SUBCH PAlternative 0.09;
SUEC> Power 0.9: Specify values For any bwo of the following: Alcernative Hypothesis
SUBCH PHull 0.02;: sample sizes: | " Less than
SUBCH ALlternative 1: ) ™ Mok equal
SUBC> GPCurwve. Alternative values of p: | 0.09 {* Greater than
) Power values: | 0.9
Power and Sample Size Ttz |

Test for One Proportion IipafiiresiEes] o 0.0z

Staore sample sizes in:

Testing proportion = 0.02 (wersus > 0.02) Opkions. .. | Graph... | Store alkernatives in:

ilpha = 0.05
Help oK | Cancel | Stare power values in:
Altcernative Sample Target

Proportion Size Power Actual Power
0.09 73 0.9 0.900639 Help Ok | Caniel |

From MINITAB > Stat> Quality Tools> Acceptance Sampling by Attributes:

Example 4.8 What sample size is required to reject Hy : p = 0.03 with 90% power when in fact p = 0.01?
Solution: The hypotheses to be tested are Hy : p = po versus Ha : p < po and the two points on the OC curve are (py, 1 — ) = (0.03,0.95) and (p1, 5) = (0.01,0.10). The exact
simultaneous solution to Equations 4.26 and 4.27, determined using Larson’s nomogram followed by manual iterations with a binomial calculator, is (n,r) = (436, 7).

From Piface> Test of one proportion:



Chapter 4. Proportions

Acceptance Sampling by Attributes Acceptance Sampling by Attributes X
Measurement type: Gofno go Options...
Lot guality in proportion defective -
Use binomial distribution to calculate probability of acceptance Measurement bype: |Go,|’nogo(defective) ﬂ Graphs...
Amceptable Quality Lewvel [AQL) 0.0z Units For quality levels: |Pr0p0rti0n defective ﬂ
Producer's Risk (Alpha 0.05
{21pha) Acceptable quality level (agLY: 0.02
Rejectable Quality Lewvel (RQL or LTPD) 0.02 Rejectable quality level ROL or LTPD): 0.09
Consumer's Risk (Beta) 0.1
Producer's risk {Alpha):
Generated Planis) = (Alpha) 0.05
Consumet's risk (Beta): 0.10
Sample Size 87
Aoceptance Nunber k3 Lot size:
Aocept lot if defective items in 87 sampled <= 4; Otherwise reject.
oK
Proportion Probshility Probabhility
. . . . ) . Help Cancel
Defective Aocepting Rejecting Operating Characteristic (OC) Curve —_—
a.oz a.969 a.031 Sample Size = 87, Acceptance Murnber = 4
a.o09 0.099 0.901 1.0
o
2 0z
n
&
o
2 06
<
-
]
£ o4
E
2
e 024
2
a
0.0
<) (i 0.00 005 010 0.15 0.20

ot Proportion Defective e
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Sample size for one proportion

Options  Help

Null value (p0) g
[Value ~| |03 | ok |

Actualvalue () s
w11 o |

Sample size
[Value v | [437 | e |

Alternative Alpha (005 v

Method | Exact | Size =.04856

Power L]
[vale v | [9247

From PASS> Proportions> One Group> Inequality [Differences]:

D | PASS: Proportion: Inequality [Difference PASS: Proportion: Inequality [Differences] Output

Power Analysis of One Proportion

Iﬂﬂ [T TE T TR - -
GEY ifHs | k| | GEF ) GEE ) GEES || Eom | G GhaR? || K Numeric Results for testing H0: P=P0 versus H1: P< PO
|

Symbols 2 Background | Abbreviations | Template Test Statistic: Exact Test
Plat Text | Axes | Ele] | Symbals 1
Data | Options | Reports | Flot Setup Proportion Proportion
Given H)  Given H1 Difference Target Actual Reject HO
Find (Solve For): alernative Hypothesis: Power N {P0) P}y {P1-P0) Alpha Alpha Beta I R<=This
09285 436 0.0300 0.0100 -0.0200 0.0500 0.0493 0.0745 7
|n ﬂ |H1: Difference = 0 ﬂ
Alternative Differance [P1-P0): Mull Propartion (PO): References X . . .
|-0 = j |003 ﬂ Chow, 5.C.; Shao,J,; Wang, H. 2003, Sample Size Calculations in Clinical Research. Marcel Dekker. Mew York.
’ ’ Fleiss, J. L., Levin, B., Paik, M.C. 2003, Statistical Methods for Rates and Proportions. Third Edition. John
n [Sample Size): Alpha (Significance): Wiley & Sons. New Yark.

| j |0.05 Lachin, John M. 2000. Biostatistical Methods. John Wiley & Sons. Mew York.
Machin, D, Carmpbell, M., Fayers, P., and Pinol, A 1997, Sample Size Tables for Clinical Studies, Znd

M (Population Size): Beta [1-Powver): Edition. Blackwell Science. Malden, Mass.

,_ [0 Zar, Jerrold H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall Englewood Cliffs, Mew Jersey.

Test Statistic in Reports: Summary Statements

[Exact Test | A sample size of 436 achieves 93% power to detect a difference (P1-P0) of -0.0200 using a
one-sided binomialtest. The target significance levelis 0.0500. The actual significance level
achieved by thistestis0.0493. These results assume that the population proportion under the
null hypaothesis is 0.0300.

Ll

Ll

IF a search Fails, increase the Maximurn Iterations on the Options tab,

From MINITAB> Stat> Power and Sample Size> 1 Proportion:
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NTE > Power:
SUBC> FOne;

SUBCH Phlternative 0.01;
SUBCH Power 0.9;

SUBC: FNull 0.03;

SUBCH Alternative -1;

SUBCH GPCurve.

Power and Sample Size

Test for One Proportion

Testing proportion = 0.03 (wversus < 0.03)

Llpha = 0.05

Alternative Sample Target
Proportion Size Power Actual Power
0.01 417 a.9 0.900542

ower and sample e fo Propo on

Specify values for any two of the Following:

Sample sizes: |

Alternative values of p: | 0.01

Power values: | 0.9

Hypothesized p: | 0.03

Options. .. | Graph...

Help [8]4 | Cancel |

From MINITAB> Stat> Quality Tools> Acceptance Sampling by Attributes:

Help

Power and Sample Size for 1 Proportion - Options |

Alternative Hypothesis
{* Less than

" Mot equal

" Greater than

Significance level: |0.05

Store sample sizes in:
Skore alternatives in:
Store power values in:

oK | Cancel |
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Acceptance Sampling by Attributes . . 3
Acceptance Sampling by Attributes [‘S__<|
Measurement type: Go/no go .
Lot guality in proportion defectiwve Optians. ..
Use hinomial distribution to calculate probability of acceptance Measurement type: |G0,|’n0g0(defective) j Graphs...
doceptable Quality Level (A0L) 0.01 Units Far quality levels: |Pr0p0rti0n defective j
Producer's Risk (Llpha) 0.1
Acceptable quality level (AQLY: 0.01
Rejectakhle Quality Lewel (RQL or LTPD) 0.03 X §
: 0.03
Consumer's Risk (Beta) 0.05 Rejectable quality level (ROL or LTPD):
Generated Plan(s) Producer's risk (alpha): 0.10
Sample Size 436 Consumet's risk (Beta): 0.05
Aoceptance Nunber 7

Lok size:
Aocept lot if defective items in 436 sampled <= 7; Otherwise reject.

ocamne . olx]| o

Proportion Probshility Probashility
Defective Accepting Rejecting DOperating Characteristic (OC) Curve Help Cancel
a.o1 a0.926 a.074 Sarnple Size = 436, Acceptance Mumber = 7
0.03 0.049 0.551 1.0
o
FRE]
n
&
o
206
<
-
]
;" 0.4
E
2
2 0.2
2
o
oo
0.00 0.01 0.02 0.03 004 005 0.06
Lot Proportion Defective
&0 )

j_— |

4.2 One Proportion (Small Population)
Example 4.9 Suppose that a sample of size n = 20 drawn from a population of N = 100 units was found to have X = 2 defective units. Determine the one-sided upper
confidence limit for the population fraction defective.

Solution: From the following hypergeometric probabilities:

h(0<z<28=26N=100,n=20) = 0.0555
h(0<z<2,8=27,N=100,n=20) = 0.0448

the smallest value of S that satisfies the inequality in Equation 4.34 is S = 27, so the 95% one-sided upper confidence limit for S is Sy = 27 or

P (S <27) > 0.95.
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Example 4.10 A hospital is asked by an auditor to confirm that its billing error rate is less than 10% for a day chosen randomly by the auditor. However, it is impractical to
inspect all 120 bills issued on that day. How many of the bills must be inspected to demonstrate, with 95% confidence, that the billing error rate is less than 10%?
Solution: The goal of the analysis is to demonstrate that the one-sided upper 95% confidence limit on the billing error rate p is 10% or

P (p <0.10) = 0.95.

Under the assumption that the auditor will accept a zero defectives sampling plan, by the rule of three (Equation 4.5) the approximate sample size must be

3 3
2= 2 —30.
0.10

n o~

Because n = 30 is large compared to N = 120, the finite population correction factor (Equation 4.16) should be used and gives
/ 30

L+ 55

= 25.

Iterations with a hypergeometric probability calculator show that n = 26 is the smallest sample size that gives 95% confidence that the billing error rate is less than 10%.

Example 4.11 What sample size n must be drawn from a population of size N = 200 and found to be free of defectives if we need to demonstrate,with 95% confidence, that there
are no more than four defectives in the population?
Solution: The goal of the experiment is to demonstrate the confidence interval

P(0<S5<4)>095

using a zero-successes (X = 0) sampling plan. By the small-sample binomial approximation with Sy = 4 and « = 0.05, the required sample size by Equation 4.40 is given by

In (0.05
n—= Lﬁ — 149,
In (1 - 555)

which violates the small-sample assumption. By Equation 4.42, the rare-event binomial approximation gives

n > N (1 —al/su)
> 200 (1 - 0.051/4>
> 106.

This solution meets the requirements of the rare-event approximation method, but just to check this result, the corresponding exact hypergeometric probability is & (0; 4, 200, 106)
0.047 which is less than o = 0.05 as required, however, because h (0, 4,200, 105) = 0.049, the sample size n = 105 is the exact solution to the problem.
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Example 4.12 A biologist needs to test the fraction of female frogs in a single brood, but the sex of the frog tadpoles is difficult to determine. The hypotheses to be tested are
Hy :p=0.5versus Hy : p > 0.5 where p is the fraction of the frogs that are female. If there are V = 212 viable frogs in the brood, how many of them must she sample to reject
H, with 90% power when p = 0.65?

Solution: The exact sample size (n) and acceptance number (c) have to be determined by iteration. The approximate sample size given by the large-sample binomial approxi-
mation method in Equation 4.22 with pg = 0.5, « = 0.05, p; = 0.65, and 5 = 0.10 is

2
(1.645«/0.5 (1—0.5) + 1.282,/0.65 (1 — O.65)>
n= = 92.

0.65—-0.5

However, this sample size is large compared to the population size, so the finite population correction factor (Equation 4.16) must be used, which gives

, 92
- 92—1
1 + 212

= 65,

The exact values of n and c are determined from the simultaneous solution of Equations 4.43 and Equation 4.44 with Sy = Npy = 106 and S; = Np; = 138, which gives

(&

S h(z;8=106,N =212,n) > 0.95
z=0

S h(z;8 =138, N =212,n) < 0.10.
z=0

Using a hypergeometric calculator with n = 65 we find

38
h(z;S =106, N = 212, n = 65)
0

0.963

38
S h(z;S =138, N =212,n=65) = 0.117,
z=0

which satisfies the 1 — « > 0.95 requirement but does not satisfy the 8 < 0.10 requirement. A few more iterations determine that n = 69 and ¢ = 40 gives o = 0.039 and 7 = 0.912
which meets both requirements. This means that the biologist must sample n = 69 frogs and can reject Hy if S > 40.

The one proportion methods in Piface and MINITAB can be used to find the first step in the solution, n = 92, but they don’t provide the opportunity to apply a small
population correction. PASS does support finite populations using the binomial method instead of the normal approximation. From PASS> Proportions> One Group>
Inequality [Differences]:
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= PASS: Proportion: Inequality [Differences] Output

Power Analysis of One Proportion

4
nm .Q« E\.z n’np rg .955 g pl%:r Numeric Results for testing H0: P=P0 versus H1: P > P0O.N=212.

Test Statistic: Exact Test

Symbals 2 | Eackground | Abbreviations | Template
Plat Text Axes 30 Symbols 1
Dal; || th&ns || Reg_orts || PI:t Setup_ Proportion Proportion
= = Given H)  Given H1 Difference Target Actual Reject HO
Power N (PO} (P1}y  (P1-PO) Alpha Alpha Beta KR>=This
indlColvelion: alematvelvpoless 05036 B4 05000 06500 04500 00500 0 00497 00984 k'
|n j |H1: Difference = 0 ﬂ
o _ References
et Biirenes (P ¥l e (0 Chow, S.C; Shao,.).; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mews Yark.
[0.15 =] Jos | Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statistical Methods far Rates and Proportions. Third Editian. John
) o Wiley & Sons. Mew York.
n (Sample Size): #pha (Significance): Lachin, John M. 2000, Biostatistical Methods, John YWiey & Sons. Mew York,
| =] foos =l Machin, D., Carpbell, M., Fayers, P., and Pinal, & 1997, Sarmple Size Tables for Clinical Studies, 2nd
M (Population Size): Eeta [ 1-Power]: Edtion. Biackwel Scien_ce. Ma!den' MSSS. .. . "
o = |0.1 ﬂ Zar, Jerrold H. 1984, Biostatictical Analysis (Second Edition). Prentice-Hall Englewwood Cliffs, Mew Jersey.

Summary Statements

Agample size of 64 from a population of 212 achieves 90% power to detect a difference (F1-FO)
[~ of 0.1500 using a one-sided binormial test. The target significance level is 0.0500. The actual

sighificance level achieved by this test is 0.0497. These results assume that the population

proportion under the nullhypothesis is0.5000.

Test Statistic in Reports:

|Exact Test

4.3 Two Proportions

Example 4.13 Determine the sample size required to estimate the difference between two proportions to within 0.03 with 95% confidence if both proportions are expected to be
about 0.45. Assume that the two sample sizes will be equal.
Solution: From Equation 4.54 with § = 0.03, p = 0.45, n1/ns = 1, and o = 0.05, the required sample size is

1.96

= 2113.

From Piface> Test comparing two proportions without and with the continuity correction:
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Test of equality of two pro...
Options  Help
rl .
[Value || 435 | o |
P2 .
[Value v | | 465 | o |
nl g
[Vale v | 2113 | o |
- o
[vale v | 2113 | ok |
IV Equal ns
Alpha .
[Value | |05 | o |
Power a
[Vatee v || 5001 | o |
Alternative

Test of equality of two pro...

Options  Help

rl .
[Vale v || 435 | o |
p2 .
[Valee v || 465 | ox |
nl a
[vale ~| 2179 | ek |
- [
[vale +| 2179 | ox |
v Equal ns

Alpha .
v v 03 | x|
Power m
[vahe v || 5001

From MINITAB> Stat> Power and Sample Size> Two Proportions:

HMTE > Power;
SUBC> PTwo:;

SUBCH> Prime 0.435;
SUBC> Power 0.5;
SUBC> PrTwo O.465;

SUBCH GPCurve.

Power and Sample Size
Test for Two Proportions
Testing proportion 1 = proportion 2 (versus not =)

Calculating power for proportion 2 = 0.465
Alpha = 0.05

Jample Target
Proportion 1 Size Power Actual Power
0.435 2113 0.5 0.500081

The sample size is for each group.

From PASS> Proportions> Two Groups: Independent> Inequality [Differences]:

Power and Sample Size for 2 Proportions

Specify walues For any bwo of the Following:

X

Sample sizes: |
Proportion 1 values: |D.435
Power values: | 0.5

Proportion 2: 0.465

Options... |

Graph... |

Help ,Tl

Cancel |
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&

Abbreviations |
Axes | gl

Data | Dpliaons

Find [Solve For):

EAEINARY
|

Symbols 1 |
Reports |

Symbals 2
Plot Setup |

Alternative Hypathesis (H1):

IE} X
DESC
PLAY STRTS

Template
| Background
Plat Text

M1 | Two-sided x|
Test Statistic: M1 [Sample Size Group 1):
[2 Test (Pacled) | 5o 400 by 50 =
D1 (Difference|H1 = P1 - P2): Mz [Sample Size Group 2):
[ 0.03 [Use |
P2 [Contral Group Proportion]): R (Sample Allacation R.atio):
| 0.435 [10 x|
Alpha (Significance Lewel):
P1 iz the rate in the Treatment group.
P2 is the rate in the Control group. | 0.05 ﬂ
P1=Ppz+D1 Eeta [1-Power):
o5 =l

Chapter 4

= PASS: Proportions: Inequality [Differences] Output

Two Independent Proportions {(Null Case) Power Analysis

Numeric Results of Tests Based on the Difference: P1-P2
HO: P1-P2=0. H1: P1.P2=D1<>0. Test Statistic: Z test with pooled variance

Sample Sample Prop|/H1 Prop

Size Size Griplor Grp2or Diff Diff
Grp 1 Grp2 Trtmnt  Control if HO if H1 Target Actual
Power N1 N2 P1 P2 Do D1 Alpha Alpha Beta
05001 213 213 0.46a50 0.43a0 0.0000 00300 0.0500 0.4533

Mote: exact results based on the binomial were only calculated when both N1 and N2 were less than 100.
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. Proportions

Example 4.14 An experiment is planned to estimate the risk ratio. The two proportions are expected to be p; ~ 0.2 and p; ~ 0.05. Determine the optimal allocation ratio and the
sample size required to determine the risk ratio to within 20% of its true value with 95% confidence?
Solution: A 95% confidence interval for the risk ratio is required of the form in Equation 4.56. With p; = 0.2 and p» = 0.05, the anticipated value of the risk ratio is RR ~
0.2/0.05 = 4 and from Equation 4.62 the optimal sample size allocation ratio is

ni

n2

Then with § = 0.2 and o = 0.05 in Equation 4.61, the required sample size n; is

and the sample size n, is

ni

0.05/0.95
0.2/0.8

= (0.4588.

1-0.05

1.96\ 2 1-02
0.2 0.2

1222

Ng =

e (0.4588))

1222
i} — 2664.

na

These sample sizes minimize the total number of samples required for the experiment.

Example 4.15 An experiment is planned to estimate the odds ratio. The two proportions are expected to be p; ~ 0.5 and p, ~ 0.25. Determine the optimal allocation ratio and
the sample size required to determine, with 90% confidence, the odds ratio to within 20% of its true value?
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Solution: The desired confidence interval has the form given by Equation 4.64 with § = 0.2. With p; = 0.5 and p, = 0.25, the anticipated value of the odds ratio is OR =
0.5/0.5

9357075 — 3 and from Equation 4.70 the optimal sample size allocation ratio is

ny /0.25 x 0.75
— =4/ ——— = 0.866.
o 0.5 x 0.5

Then with § = 0.2 and « = 0.10 in Equation 4.69, the required sample size n; is

1.645\ 2 1 1
— 0.866
" ( 0.2 ) (0.5 <05 T 025 %075 )>
= 584
and the sample size n is
oni 584
ng = (L> = 505 = 07
o

Example 4.16 Determine the power for Fisher’s test to reject Hy : p; = py in favor of H4 : p; < p when p; = 0.01, po = 0.50, and n; =ny = 8.
Solution: The Fisher’s test p values for all possible combinations of z; and x» were calculated using Equation 4.71 and are shown in Table 4.3. The few cases that are statistically
significant, where p < 0.05, are shown in a bold font in the upper right corner of the table. Table 4.4 shows the contributions to the power given by the product of the two
binomial probabilities in Equation 4.74. The sum of the individual contributions, that is, the power of Fisher’s test, is 7 = 0.60.

From PASS> Proportions> Two Groups: Independent> Inequality [Differences]:

ﬂﬂ == PASS: Proportions: Inequality [Proportions] Output
Two Independent Proportions (Null Case) Power Analysis
el 2l = LT - -
G || PTER JePE JSGRE| | WGP || GO ) GRS ) CEa | EW Gluih Numeric Results of Tests Based on the Difference: P1-P2
Abbreyistions | | | | Templ HO: P1-P2>=0. H1: P1-P2=D1<0. Test Statistic: Fisher’s Exact test
Axes | Ele] | Syrnbals 1 | Symbals 2 | Backgrol
Data | Optians | Reparts | Flat Setup | Plat Te Sample Sample  Prop|H1 Prop
Size Size Griplor Grp2or Diff Diff
Find (Sohve Forl: Alkernative Hypothesis (HL): Grp 1 Grp2  Trimnt  Control if HO ifH1 Target Actual
[Beta and Power | [one-sided (H1P1=P2) ~] Power N1 N2 P1 P2 Do D1 Alpha Alpha Beta
05954 g 8 00100 0.5000 00000 -0.4300 0.0500 04016
Test Skatistic: M1 (Sample Size Group 1):
|Fisher's Exact Test j |3 j Mate: exact results based on the binomialwere only calculated when both N1 and N2 were less than 100.
P1(Group 1 Propartion [HL): Mz [Sample Size Group 2):
| nat ﬂ | tee R ﬂ References
P2 (Contral Group Propartion): ﬂ R (Sample Allocation Ratic): Chow, S.C.; Shao, J.; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mew York.
[0s ~] [re ~] ['Agasting, R.B., Chasze, WY, Belanger, A 19358 The Appropriateness of Some Comrmaon Procedures far Testing the
N Equality of Two Independent Binomial Populations', The American Statistician, August 1988, Wolume 42 Mumber 3,
P1is the rate in the Treatment group, flpha (Significance Level: pages 198_202'_ ’ . . . .
P2 is the rate in the Contral group. |u.05 j Fleiss,J. L., Levin, B., Paik, W.C. 2003. Statistical Methods for Rates and Proportions. Third Edition. John
AU Whilley & Sans. Mew Yark,
: Lachin,John h. 2000. Biostatistical Methods. John Wiley & Sons. Mew York.
| ﬂ Machin, D., Campbel, M., Fayers, P., and Finol, A 1997, Sample Size Tables for Clinical Studies, 2nd
Edition. Blackwell Science. Malden, Mass.
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MINITAB’s default sample size and power calculator uses the normal approximation but the Fisher’s test power can be calculated using the custom MINITAB macro

fisherspower.mac that is posted on www.mmbstatistical.com.

MTE > %fisherspower 0.01 0.50 & 5

Executing from file:

power

HTE >

0.595399

C:4yProgram Files'\Minitab 15%English'Macrosfisherspower.MiC

& fisherspower.mac - Notepad

File Edit Format WView Help

hacro
fisherspower pl p2 nl n2:
sign alpha.

#iFisher's exact test iz the two independent sample test for Ho: pl = p2 wvs.
#Ha: pl « pZ. This macro calculates the power of the test for user
fispecified wvalues of pl, p2, nl, and nZ where:

# prl and pé are the population fractions defective and

# nl and né are the sizes of the two samples.

#iThe specified values of pl and pZ must meet the condition pl < pZ.

#Example calling statement:
# wth > $fisherspower 0.01 0.05 50 S0

#iMlacro should return power = 0.211135

Example 4.17 Determine the power for the test of Hy : py = ps versus Hy : p1 # p2 whenny = ny = 200, p; = 0.10, and p» = 0.20. Use a two-tailed test with o = 0.05
Solution: The normal approximation to the binomial distribution is justified for both samples, so with p = 0.15 and Ap = 0.10 in Equations 4.78 and 4.79, the power is

0.10
= ¢|-—o0<2r<——mm=-196

/2(0.15)(1—0.15)
200

= P(—00<2<0.84)
= 0.80.

From Piface> Test comparing two proportions without and with the continuity correction:



4.3. Two Proportions

Options  Help | Options  Help

» al B m

|Valus v||.1 | ok | |Valus v||.1 | ok |

7] ez L

|Valus v| |.2 | ok | ‘ |Valus v| | ] | ok |

nl ] ‘ nl ]

|Value v/ [200 | or [} [vate | [200 | ok |
1

n2 P nz 4

[value v |[200 | o |l [vare ~|[mm | o |

¥ Equal ns | [+ Equal ns

Alpha " Alpha L

[vale | |05 | o | ‘ [Vale v | |05 | o |

Power g | Power g

Valwe v || 802 Lok |} e | [ 7o04 | ok |
|

[” Continuity corr. Alternative [+ Continuity corr. Alternative

From MINITAB> Stat> Power and Sample Size> Two Proportions:

From PASS> Proportions> Two Groups: Independent> Inequality [Differences]:

Power and Sample Size
Test for Two Proportions
Testing proportion 1 = proportion 2 (wversus not =)

Calculating power for proportion 2 = 0.2
Alpha = 0.05

Samp le
Proportion 1 Size Power
0.1 Z00 0.502049

The sample size is for each group.

Power and Sample Size for 2 Proportions

Specify values For any two of the Following:

Sample sizes: | 200

Proportion 1 values: | 0.1

Power values: |

Proportion 2: 0.2

Cpkions. .. |

Graph... |

el o |

Cancel |

93
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h Pl == PASS: Proportions: Inequality [Differences] Output

Two Independent Proportions (Null Case) Power Analysis

s e e e e - |
GEY [|eCHE | e | | GGG ) GEY ) GEES | G | G Gluihy Numeric Results of Tests Based on the Difference: P1-P2
|

Abbreyiations | | | Templ HO: P1-P2=0. H1: P1-P2=D1<>0. Test Statistic: Z test with pooled variance
Ayes | 30 | Symbaols 1 | Symbols 2 | Backgrol
Data | COptions | Reports | Flot Setup | Flot Te Sample Sample  Prop[H1 Prop
Size Size Grplor Grp2or Diff Dviff
Find (Sohve Far): Alternative Hypothesis (H1): Grp1 Grp2 Trtmnt  Control if HO ifH1 Target Actual
[Beta and Power | [Twesided -] Power N1 N2 P1 P2 Do D1 Alpha Alpha Beta
08020 200 200 0.1000 0.2000 0.0000 -0.1000 0.0500 0.1980
Test Statistic: M1 [Sample Size Group 1):
|Z Test (Pooled) j | 200 j Mote: exact results based on the binomialwere only calculated when both N1 and N2 were lessthan 100.
[l (Difference|H1 = P1 - P2): Mz [Sample Size Group 2):
|01 ] Juser [ References
P2 (Contral Group Propartion]): ﬂ R (Sample Allocation Ratio): Chow, 5.C.; Shao,J,; Wang, H. 2003. Sample Size Calculations in Clinical Research. Marcel Dekker. Mew York.

[0.20 ~| [0 D'Agostino, R.B., Chase,W., Belanger, A 1988. The Appropriateness of Some Comman Procedures for Testing the
Equality of Two Independent Binomial Populations', The American Statistician, Aogust 1988, Volurne 42 Number 3,

Alpha (Significance Level): pages 198-202.

| 0.05 Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statistical Methods for Rates and Proportions. Third Edition. John

Wiley & Sons. Mew York,

Lachin,John M. 2000. Biostatistical Methods. John Wiley & Sons. New York.

Machin, D., Campbel, M., Fayers, P., and Finol, A 1997, Sample Size Tables for Clinical Studies, 2nd

Edition. Blackwell Science. Malden, Mass.

L+

P1is the rate in the Treatment group.
P2 iz the rate in the Contral group.

P1=P2z +D1 Eieta [1-Power):

K

Lo

Example 4.18 What common sample size is required to resolve the difference between two proportions with 90% power using a two-sided test when p; = 0.10 and p, = 0.20 is
expected?
Solution: From Equation 4.80 with p = 0.15 and Ap = 0.10 the required sample size is

2 % 0.15 x 0.
n o= 2XOI X085 ) og 962
(0.10)

= 268.

From Piface> Test comparing two proportions without the continuity correction:
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Test of equality of two pro... E]['S__q
OQptions  Help
pl L
|Valus v| |.1 | ok
p2 L
|Valus v| |.2 | ok
nl A
[Value v || 266 | ox
n? ]
[Valee v |[266
[+ Equal ns
Alpha .
[Value || 05 | ox
Power A
[Wale v [9002
[ Continuity corr. Alternative

From MINITAB> Stat> Power and Sample Size> Two Proportions:

NTE » Power:
SUBCH PTuo;

SUBCH Prime 0.1;
SUBCH Power 0.90;
AUEC> PrTwo 0.2:

Power and Sample Size for 2 Proportions
SUBCH GPCurve.

Specify values For any two of the Following:

X

Power and Sample Size Sample sizes: I

Test for Two Proportions Proportion 1 values: |D'1
Power values: | 0.90

Testing proportion 1 = proportion 2 (wversus not =)

Calculating power for proportion 2 = 0.2

Alpha = 0.05 Proportion 2: 0.z

Options. .. | Graph...
Sample Target

Proportion 1 Size Power Actual Fower
Help OF Cancel
0.1 Z66 0.9 0.900155

The sample =size is for each group.

From PASS> Proportions> Two Groups: Independent> Inequality [Differences]:
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(o

EAFALAR]Y
|

= PASS:

=

Abbreviations | | | Terpl
Ayes | 30 | Symbaols 1 | Symbaols 2 | Backgrof
Data | Options | Reparts | Plat Setup | Plat Te:
Find [Salve For): Alternative Hypothesis (H1):
[ M1 x| |Two-sided |
Test Statistic: M1 (Sample Size Group 1):
|Z Test (Pocled) ﬂ | ﬂ
[l (Difference|H1 = P1 - P2): M2 [Sample Size Group 2):
|01 x| Juser =l
P2 (Control Group Propartion]): P R (Sample Allocation Ratia):
020 x| Jro =l
alpha (Significance Lewvel):
P1is the rate in the Treatment group.
P2 iz the rate in the Contral group, | o.0s j
P1=Ppz+D1 Beta [1-Power):
o =

Example 4.19 Repeat the calculation of the sample size for Example 4.18.
Solution: From Equation 4.86 the required sample size is

n =

1

Chapter 4

Proportions: Inequality [Differences] Output

Two Independent Proportions (Null Case) Power Analysis

Numeric Results of Tests Based on the Difference: P1-P2
HO: P1-P2=0. H1: P1-P2=D1<>0. Test Statistic: Z test with pooled variance

Sample Sample Prop|/H1 Prop
Size Size Grplor Grp2or Diff Diff
Gip1 Gip2 Trtnnt  Control if HO if H1 Target Actual
Power N1 N2 P1 P2 Do D1 Alpha Alpha Beta
05002 266 266 0.1000 0.2000 0oood 001000 00500 00593

Mote: exact results based an the binomialwere only calculated when both N1 and N2 were less than 100.

References

Chow, 5.C.; Shao, J; Wang, H. 2003. Sarmple Size Calculations in Clinical Research. Marcel Dekker. Mew York.
D'Agostino, R.B., Chase, V., Belanger, A 1988. The Appropriateness of Some Comman Procedures for Testing the
Equalty of Two Independent Binomial Populations', The American Statistician, August 1988, Volurme 42 Number 3,
pages 195-202.

Fleiss, J. L., Levin, B., Paik, M.C. 2003. Statistical Methods for Rates and Proportions. Third Edition. John
Wiley & Sons. Mew York,

Lachin, John M. 2000. Biostatistical Methods. John Wiley & Sons. New York.

Machin, D., Campbel, M., Fayers, P., and Pinol, A 1997 Sample Size Tables for Clinical Studies, 2nd

Edttion. Blackwel Science. Malden, Mass.

1.28 +1.96

2

<arcsin

2
) = 261,
0.10 — arcsiny/0.20

which is in excellent agreement with the sample size determined by the normal approximation method.

Example 4.20 Repeat the calculation of the sample size for Example 4.18 using the log risk ratio method.
Solution: With RR = 0.1/0.2 = 0.5, « = 0.05, 8 = 0.10, and n, /n2 = 1 in Equation 4.90, the required sample size is

nlzngz(

1.96

+ 1.282 1-01 1-02

In (0.5)

2
=2
) ( 0.1 0.2 ) 35,

which is in excellent agreement with the sample size obtained by the normal approximation method.
See PASS> Proportions> Two Groups: Independent> Inequality [Ratios].

Example 4.21 Repeat the calculation of the sample size for Example 4.18 using the log odds ratio method.
Solution: With ny /ny = 1 in Equation 4.97, the required common sample size is

n =

1.96 + 1.282

2
1

0.10/0.90

ln(

0.20,/0.80

<0.10

1
=2
(0.90) T 0.20 (o.so)> 7

)

. Proportions
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which is in excellent agreement with the sample size obtained by the normal approximation method.
See PASS> Proportions> Two Groups: Independent> Inequality [Odds Ratios].

Example 4.22 Determine the number of subjects required for McNemar'’s test to reject Hy : RR = 1 with 90% power when RR = 2 and the rate of discordant observations is

estimated to be pp = 0.2 from a preliminary study.
Solution: With 8 = 0.10 and o = 0.05 in Equation 4.105, the approximate number of subjects required for the study is

(1.282 4 1.96)° (2 + 1)2

2.0 0y = 0.20 21

1R

473.

From PASS> Proportions> Two Groups: Paired or Correlated> Inequality (McNemar) [Odds Ratios]:

&

Symbals 2 |
Plot Text |
Data |

Find (Sohve Far):

Cptions

EBackground

HFHLEAACAL AL IRAE TR

=% PASS: Proportions: Correlated: Inequality [Odds Ratios] Output

[
Odds Ratio (P10/P01):

L

E

Propartion Discordant (P10+P01):

L

[0z

Use Approximations if M =:

L

| 1500

Example 4.23 Determine the McNemar’s test power to reject Hy : RR = 1 in favor of H4 : RR # 1 for a study with 200 subjects when in fact RR = 3 using pp = 0.3.

L

McNemar Test Power Analysis
: Numeric Results for Two-Sided Test
Abbreyiations | Template oD Difference  Proportion Odds
Eln] | Symbals 1 #':‘E Power N P10 P01 (P10-P01})  Discordant Ratio Alpha Beta
Reports | Plot setup ard 050051 4589 0133 0067 0087 0200 2000 005000 009949
res|
Alkernative Hypothesis: Fo References
[Two-Sicled =] res Schork, M. and Wiliarms, G. 1980. Number of Observations Required for the Comparison of Two Correlated
O =—— =d Proportions.' Communications in Statistics-Simula, Cormputa., B9(4),349-357.
kAl Machin, D., Campbell, M., Fayers, F., and Pinol, A 1997 Sample Size Tables for Clinical Studies, 2nd
| =l W Edition. Blackwell Science. Malden, MA
Alpha (Significance Lewel): ey |
[00s =~ e Summary Statements
Beta (1 - Powser): RE! Aszample size of 489 pairs achieves 90% power to detect an odds ratio of 2.000 using a
Set two-sided Mchlemar test with a significance level of 0.05000. The odds ratio is equivalentto a
[0.10 =l P difference between two paired proportions of 0.067 which occurswhen the proportion in cell 1 2
i50.133 and the proportion in cell 21 is0.067. The proportion of discordant pairs is0.200.

Solution: With 200 subjects in the study, the expected number of discordant pairs is

Frz + Far = pp X0 Fij = 0.3 x 200 = 60.
i

Under H 4 with RR = 3, we have fgl = 15and ]?12 = 45, so the expected value of the McNemar’s zj; statistic is

45— 15|

- — 3.87
M= BT
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and the approximate power is

00 < z < 2g)

P(-
P (—oo <z < (zM — za/Q))
P(-

00 < z < (3.87 — 1.96))

P(—o00 < z<1.91)
0.972.

From PASS> Proportions> Two Groups: Paired or Correlated > Inequality (McNemar) [Odds Ratios]:

=

FALAEAL AN T4

4.4 Equivalence Tests

Symbals 2 | Background Abbreviations | Template
Plat Text | Axes | 3D | Symbaols 1
Data | Cptions | Reports | Plat Setup
Find (Salve Far): Alternative Hypothesis:
|Beta and Power ﬂ |Tw0-Sided j
Odds Ratio (P10,/P01): M {Murnber of Pairs):
E RANED [~
Propartion Discordant (P10+P01): Alpha (Significance Lewvel):
o3 x| Joos =l
Use Approximations if M = Eeta (1 - Power]:
| 500 =l | [~
STAMDARD
TREATMEMT fes Mo Total OR = P10 /P01
fes P11 P10 Pt
Mo P01 POO 1-Pt
Tatal Pz 1Pz 1

== PASS: Proportions: Correlated: Inequality [Odds Ratios] Output

McNemar Test Power Analysis

Numeric Results for Two-Sided Test

Difference  Proportion Odds
Power N P10 P01 (P10-P01) Discordant Ratio Alpha
057407 200 0225 0ovs 0.150 0.300 3000 005000

Report Definitions

Power isthe probability of rejecting a false null hypothesis. It should be close to one.

N isthe number of pairs in the sample.

P10 isthe proportion of pairs in cell 1 2 of the 2:2 table.

FO1 isthe proportion of pairs in cell 2,1 of the 23 table.

Difference is the diference between proportions parameter under the aternative hypothesis.
Proportion Discordant is the total of P10 and PO1.

Odds Ratio isthe value of this parameter under the aternative hypothesis.

Alphaisthe probability of rejecting a true null hypothesis. It should be small.

Beta isthe probabilty of accepting a false null hypothesis. It should be small

Summary Statements

Asample size of 200 pairs achieves 97 % power to detect an odds ratio of 3.000 using a
two-sided Mehemar test with a significance level of 0.05000. The odds ratio is equivalentto a
difference between two paired proportions of 0.150 which occurs when the proportion in cell 1 2
is0.225 and the proportion in cell 21 is0075. The proportion of discordant pairs is 0.300.

Beta
002593

Chapter 4

. Proportions

Example 4.24 For the test of Hy : p < 0.45 or p > 0.55 versus H4 : 0.45 < p < 0.55, calculate the exact and approximate power when p = 0.5 assuming that the sample size is

n = 800 and a = 0.05.

Solution: The value of z;,determined from Equation 4.106, is 1 = 384 because

383

> b(z;n =800,p; = 0.45) = 0.952.

=0

The value of x5, determined from Equation 4.107, is x5 = 416 because

416

S b(z;n = 800, py = 0.55) = 0.048.

=0



4.4. Equivalence Tests 99

Then the power when p = 0.5 is given by Equation 4.108:

416
r = S b(z;n=800,ps = 0.50)
=383
0.757.

The approximate power by the normal approximation method, given by Equation 4.111, is

45 — 0. .55 — 0.
ro= o[ 22200 s, B0 00 gy
0.5(1—0.5) 0.5(1—0.5)
800 800
¢ (—1.183 < z < 1.183)
= 0.763,

which is in good agreement with the exact solution.
From PASS> Proportions> One Group: Equivalence [Differences]:

=% PASS: Proportion: Equivalence [Differences] Output

rﬂ Power Analysis of One Proportion Equivalence
e = %
'I*% 'E“ = H’HP f% PH@E)E lgﬁ | | E:’ i | Numeric Results for testing H0: Non-Equivalence versus H1: Equivalence
Symbaols 2 | Background | Abbrewiations | Template Test Statistic: Exact Test
Plat Text | Ayes | 3D | Symbols 1
Data | Options | Reports | Flot Setup i Low_er Upp_er ) ; .
Equiv. Equiv. Equiv. Actual Baseline Reject HO if
Find (Solhve For): Diff. Prop. Prop. Diff. Prop. Target Actual R1==R<=R2
[Beta and Power | Power N {d0) ({POL) {POU) {d1} (PB)  Alpha Alpha Beta {R1|R2}
07567 800 00500 04500 05500 00000 05000 00500 00476 02433 384416
Easeline Propaortion (PE): Actual Difference (d1):
IED x| o x| Report Definitions
1 (Sample Size): Equivalence Difference (di): F'o_wer is ?he probabilty of concluding equivalence when the proportions are egquivalent.
M is the size of the sarmple drawn from the population.
EZ =] o = The equivalence diference is the maximum value of the difference that is stil considered unimportant.
lpha (Significance): The actual difference isthe value of the difference under the aternative hypothesis.
I =] PE is the baszeline or standard value of the proportion. This is the value under the current treatment.
FOL and POU are the limits between which an eguivalent proportion must fall
Beta (1-Power): Test Statistic in Reports: d0 is the smallest absolute diference that is still considered equivalent,
[ | |Exact Tast | d1 isthe value of the difference under the alternative hypothesis.
Alpha is the probabilty of concluding eguivalence when the proportions are non-equivalent.
Beta is the probabilty concluding non-equivalence when the proportions are equivalent.
I a search Fails, increase the Maximum Iterations on the Options tab,
The test statistic used is specified under the Reparts tab, Summary Statements
Aszample size of 800 achieves 76% power to detect a difference (FO-PE) of 0.0500 using a
two-sided binomialtest. The target significance levelis 0.0500. The actual significance level
achieved by this test is 0.0476. These results assume a baseline proportion (PE) of 05000 and
thatthe actual difference (P1-PB) is 0.0000.

Example 4.25 An experiment is to be performed to test the hypotheses Hy : p1 # p2 versus Hy : p1 = p2. The two proportions are expected to be p ~ 0.12 and the limit of
practical equivalence is 6 = 0.02. What sample size is required to reject Hy when p; = p, with 80% power?
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Solution: With o = 0.05 and n /ny = 1 in Equation 4.118, the sample size n = n; = ny is

5 0.12(1—0.12)

n = 2(z0.05 + 20.10) 0.02)°
0.12(1—0.12
= 2(1.645 4 1.282)° (—2)
(0.02)

= 4524.

From PASS> Proportions> Two Groups: Independent> Equivalence [Differences]:

=" PASS: Proportions: Equivalence [Differences] Output

-~ T Numeric Results for Equivalence Tests Based on the Difference: P1 - P2
Lzd ¢/ 2/0 |8 Bk HO: P1-P2<=DO.L or P1-P2>=D0.U. H1: D0.L<P1-P2=D1<D0.U.
|

Test Statistic: Z test (pooled)

Abbreyiations | | | Template
Axes | Ele] | Symbals 1 | Symbals 2 | Eackground Lower Upper Lower U|) per
Data | gptons | Reports | Plotgep | PlotIen Sample Sample Equiv. Equiv. Equiv. Equiv. Actual
Find (Solve For: Size Size Prop Grp1 Grp1 Margin Margin  Margin
Grip1 Gip 2 Grp 2 Prop Prop Diff Diff Diff Target Actual
Int Power N1 N2 P2 P10L P1.0U Do.L Do.u D1 Alpha Alpha
Tesk Shatistic: M1 (Sample Size Sroup 11: 0.5000 4522 4522 01200 0.1000 01400 -00200 00200 00000 00500

0. (Upper Equiv, Difference]: Mz [Sample Size Sroup 2

=l
[~
[0z <] [wer
|
[~

L

2 Test (Pooled)
| Mote: exact results based on the binomialwere only calculated when both N1 and N2 were lessthan 100.

L

Report Definitions
Power isthe probabilty of concluding equivalence when equivalence is correct.
Bleta isthe probabilty of accepting a false HO. Beta =1 - Power.
10 M1 and M2 are the sizes of the samples drawn from the corresponding groups.
lpha [Significance Lewel): F2 isthe response rate for group two which is the standard, reference, baseline, or control group.
P1.0L isthe smallest treatment-group response rate that still yields an equivalence conclusion.
1.0 s the largest treatment-group response rate that still vields an equivalence conclusion.
P2 (Reference Group Proportion): ﬂ Beta ([1-Power): D0.L is the lowest difference that still results in the conclusion of eguivalence.
0,12 ~| a0 DOV isthe highest diferance that stil results in the conclusion of equivalence.
e e st 7 Bt gy 01 isthe adugl difference, F'_1 -F2, a_t whmh the power is calcula_lted. )
' Target Alpha'isthe probabilty of rejecting a true null hypothesis that was desired.
‘Actual Alpha'is the value of alpha that is actually achieved. Only available for exact results.
'Grp 1" refers to Group 1 which is the treatrment or experimental group.
'Grp 2'refers to Group 2 which isthe reference, standard, or control group.
‘Equiv.'refersto a small amount that is not of practical importance.
Actual refers to the true value atwhich the power is computed.

DL (Lower Equiv, Difference]:
|-002

R (Sample Allocation Ratic):

L

D1 (Actual Difference]):
[o

| as

Lo

L

Group 2 is the Cantrol, Baseline, Standard, or Reference graup,

Opt 6 Ternplate Id: Summary Statements
Sarple sizes of 4522 in the treatment group and 4522 in the reference group achieve 80% power
Eil to detect equivalence. The margin of equivalence, given in terms of the difference, extends
32 fram -0.0200 to 0.0200. The actual difference is 0.0000. The reference group proportion is
1 | | 0.1200. The calculations assume that two, one-sided pooled 7 tests are used. The significance
Variable Info /' Sheet1 / level of the test i 0.0500.

Example 4.26 What sample size is required if the true difference between the two proportions in Example4.254.25)is Ap = 0.01?



4.4. Equivalence Tests

Solution: p; and p; are not specified, but they are both approximately p

ni

= 0.12, so from Equation 4.119 the sample size must be

1 —
~ 2 (20 + 25)° 79(71’)2
(6 — [Ap|)
~ (1645 + 0.842)? 212U~ 012)
(0.02 - 0.01)

12

13063.

From PASS> Proportions> Two Groups: Independent> Equivalence [Differences]:

AR ALALAL INAE
|

Abbreviations | | | Template
Axes | Ele] | Symbals 1 | Symbals 2 | Background
Data | Ophions | Reports | Plat Setup | Plot Text

Find [Salve Far):
[ M1

Kl

Test Statistic: M1 (Sample Size Group 1):
|Z Test (Pooled) |

L
L

Do (Upper Equiv, Difference]: Mz [Sample Size Group 2

| 0.2 | Juser |
oL (Lower Equiv, Difference]: R (Sample Allocation Ratic):

|-002 x| o =l
D1 (Actual Difference]: Alpha (Significanice Lewvel):

[ 0.01 | s
P2 (ReFerance Group Proportion): ﬂ Bata [ 1-Power]:
[0.12 EARED

Group 1is the Treatment or Experimental group,

L

L

Group 2 is the Control, Baseline, Standard, or Reference group.

pt 1 Ternplate I1d:

| LU TI R W N |

=" PASS: Proportions: Equivalence [Differences] Output

Power Analysis of Equivalence Tests of Two Independent Proportions

Numeric Results for Equivalence Tests Based on the Difference: P1 -P2
HO: P1-P2==00.L or P1-P2>=D0.U. H1: D0.L<P1-P2=D1=D0.U.
Test Statistic: Z test (pooled)

Lower Upper Lower Upper
Sample Sample Equiv. Equiv. Equiv. Equiv. Actual
Size Size Prop Grp1 Grp1  Margin - Margin  Margin
Grp1 Gip2  Grp2 Prop Prop Dyiff Diff Diff Target Actual
Power N1 N2 P2 P1.0L P1.0U Do.L Do.u D1 Alpha  Alpha

0.5000 13524 13524 01200 0.1000 01400 -00200 00200 00100 00500

Report Definitions

Power isthe probabilty of concluding equivalence when equivalence is correct.

Bleta is the probabilty of accepting a false HO. Beta =1 - Power.

M1 and M2 are the sizes of the samples drawn fram the corresponding groups.

F2 is the response rate for group two which is the standard, reference, baseline, or contral group.
P1.0Listhe smallest treatment-group response rate that stil yields an egquivalence conclusion.
10U s the largest treatrment-group response rate that stil vields an equivalence conclusion.
D0.Listhe lowest difference that stil results in the conclusion of eguivalence.

00U isthe highest difference that stil results in the conclusion of equivalence.

1 isthe actual difference, P1-P2, atwhich the power is calculated.

Target Alpha'isthe probabilty of rejecting a true null hypothesis that was desired.

‘Actual Alpha'is the value of alpha that is actually achieved. Only available for exact results.
‘Grp 1'refersto Group 1 which is the treatment ar experimental group.

'Grp 2'refers to Group 2 which is the reference, standard, ar control group.

‘Equiv.' refers to a smallamount that is not of practical importance.

Actual refers to the true value atwhich the power is cormputed.

Summary Statements

Sample sizes of 13524 in the treatment group and 13524 in the reference group achieve 80% power
to detect equivalence. The margin of equivalence, given in terms of the diference, extends

from -0.0200 to 0.0200. The actual difference is 0.0100. The reference group propartion is

0.1200. The calculations assume that two, one-sided pooled Z tests are used. The significance

level of the test is 0.0500.

101
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4.5 Chi-square Tests

Example 4.27 Confirm the sample size for Example 4.18 using the x? test method for a 2 x 2 table.
Solution: Under H4 with p; = 0.10 and py = 0.20 the expected proportion of observations in each cell of the 2 x 2 table is

() = 1L 01 091 _ [ 005 045
Pi)a=31 02 08 fT L 01 04 [
Under Hy with p1 = ps = (0.1 4+ 0.2) /2 = 0.15 the expected distribution of observations is
(o) = L[ 015 085 1 _ [ 0075 0.42
PijJo =5 015 085 [~ | 0075 0425 [°

From Equation 4.121 with a total of 2 x 268 = 536 observations the noncentrality parameter is

6 = 536 (0.05 — 0.075)* N (0.1 —0.075) N (0.45 — 0.425)°
N 0.075 0.075 0.425

(04— 0.425)°
0.425

= 10.51.

Then, with o = 0.05 and df = 1 degree of freedom in Equation 4.122,
X%.% = 3.8415 = X%,10.51

which is satisfied by 8 = 0.10, so the power is 7 = 1 — § = 0.90 and is consistent with the original example problem solution.

Chapter 4. Proportions

Example 4.28 A large school district intends to perform pass/fail testing of students from four large schools to test for performance differences among schools. If 50 students
are chosen randomly from each school, what is the power of the x? test to reject the null hypothesis of homogeneity when the student failure rates at the four schools are in fact

10%, 10%, 10%, and 30%?

Solution: To calculate the power of the x? test we must specify the two 2 x 4 tables (result by school) associated with (p;;), and (p;;) ,. From the problem statement, under H 4

with (p1;) , = {0.1,0.1,0.1, 0.3}, the table of (p;;) , is
). = 1{01 01 01 03
Pij)a = 211 09 09 09 0.7

_ 0.025 0.025 0.025 0.075
o 0.225 0.225 0.225 0.175

The mean failure rate of all four schools is (3 (0.1) 4+ 0.3) /4 = 0.15 under Hy, so the corresponding table of (p;;), is

(Pij)y = 0.85 0.85 085 0.85

1015 015 015 0.15
1
3 {0.0375 0.0375  0.0375 0.0375}

0.2125 0.2125 0.2125 0.2125



4.5. Chi-square Tests

Under these definitions, the x* distribution noncentrality parameter is

025 — 0.
200[3((005 0.0375

0.0375

)2> (0.075 — 0.0375)>

0.0375

N

11.77.

(0.225 — 0.2125)2> (

0.2125

0.175 — 0.2125)°
0.2125

103

The x? test statistic will have df = (2 —1) (4 — 1) = 3 degrees of freedom, so the critical value of the test statistic is X3 g5 3 = 7.81. The power of the test determined from the

condition

is T = 0.833.

From Piface> Generic chi-square test:

From PASS> Proportions> Multi-Group: Chi-Square Test with effect size W = /¢/N = /11.77/200 = 0.2425:

Xg..% =781 = X%—ﬂ,nw

Chi-Square Power
Qptions  Help

Prototype data
Chi2* |[11.77 n*

Study parameters

WValue w | | 2324
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g

Contingency Table | Multinomial Test |
Dzd el2 0|8 [
RUM_ | MEW | OPEN| SAWE HAP wAy | PAss | oAt | our PLAY
Syribals 2 Backgraund | Abbreviations | Termnply Walues
Plot Text Axes | D) | symbald E 5 E I | | | |
Data Cptions | Reports | Plat Setyl
e s | | |
Find [Salve For): Wi (Effect Size): | | | | | | | |
|Beta and Power ﬂ | 0.2425 ﬂ | | | | | | | |
DF (Degrees of Freedom): Alpha (Significance Level): | | | | | | | |
E | Jos k| i | | | | | | |
M [Sample Size): Eeta [1-Power]: | | | | | | | |
E el 53| | Y B I B B B
Chi-Square W M w
et LF h Rows h
Effect Size (] W Colurnns h
Prob Lewel W
This windows calculates the Chi-Square probability level (PROE LEVEL) and the effect size [ W)
based on walues enterad inta a bwo-way table, The walues may be table counts or percentages,

Chi-Square Test Power Analysis

Numeric Results for Chi-Square Test

Power N w Chi-Square  DF Alpha Beta
083210 200 02425 117613 3 0.05000 016790
References

Cohen, Jacob. 1988, Statistical Power Analysis for the Behavioral Sciences, Lawrence Erlbaurn Associates,
Hillsdale, New Jersey.

Report Definitions

Power is the probability of rejecting a false nullhypothesis. It should be close to ane.

M isthe size of the sample drawn from the population. To conserve resources, it should be small
YWisthe effect size-—-a measure of the magnitude of the ChiSquare that isto be detected.

DF isthe degrees of freedom of the ChiSguare distribution.

Alpha is the probability of rejecting a true null hypothesis.

Bieta is the probability of accepting a false null hypothesis.

Summary Statements

A sample size of 200 achieves 83% power to detect an effect size (W) of 02425 using a2 3
degrees of freedom ChiSguare Testwith a significance level (alpha) of 0.05000.

1

- Chi-Square Effect Size Estimator

Chapter 4. Proportions

Example 4.29 What is the power to reject the claim that a die is balanced (Hy : 6; = 7 for i = 1 to 6) when it is in fact slightly biased toward one die face (H4 : 0; =
{0.16,0.16,0.16,0.16,0.16,0.20}) based on 100 rolls of the die?
Solution: The table of observations will have six cells and there will be no parameters estimated from the sample data, so the x? test will have df = 6 — 1 = 5 degrees of freedom.
From Equation 4.121 the noncentrality parameter will be

16— 1) 201
¢ =100 |5 © 61 o) ), 0205

6

) =20.13.

=



4.5. Chi-square Tests

With a = 0.05 we have x3 o5 = 11.07, so the power to reject Hy is determined from the condition

which is satisfied by = = 0.954.
From Piface> Generic chi-square test:

2 2
Xo.95 = 11.07 = X1—7,20.137

Chi-Square Power,

Options  Help

Prototype data

Cchiz* [2013 | n* [100 |

Study parameters

af |5 Alpha | .05

n

[Value ~| 100 | ox

Power

[ale | [ 9537

FAFELIEARACAN AL TN A
|

[F (Degrees of Freedom]:

Alpha (Significance Level):

Symbals 2 Eackground | Abbreviations | Template
Plat Text | Axes | Ele] | Symbals 1
Data | Cptions | Reports | Plat Setup
Find (Solve For): W (Effect Size): S
|Beta and Power j | 0.4487

[s

M (Sample Size):

< [

Beta [1-Power]:

[ 100

| |

=
=
[~

X
DESE:

STAT:

Chi-Square Test Power Analysis

Numeric Results for Chi-Square Test

Power N w Chi-Square  DF Alpha Beta
055371 100 0.4487 201332 5 005000 004625
References

Cohen, Jacob. 1985, Statistical Power Analysis for the Behavioral Sciences, Lawrence Erlbaurn Associates,
Hillsdale, Mew Jersey.

Report Definitions

Power isthe probabilty of rejecting a false null hypothesis. It should be close to one.

M isthe size of the sample drawn from the population. To conserve resources, it should be small
W isthe effect size--a measure of the magnitude of the Chi-Square that isto be detected.

DF is the degrees of freedom of the ChiSquare distribution.

Alpha isthe probabilty of rejecting a true null hypothesis.

Bleta is the probabilty of accepting a false null hypothesis.

Summary Statements
Azarple size of 100 achieves 95% power to detect an effect size (W) of 0.4487 using a5
degrees of freedorm Chi-Square Testwith a significance level (alpha) of 0.05000.
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Chapter 5

Poisson Counts

5.1 One Poisson Count

Example 5.1 How many Poisson events must be observed if the relative error of the estimate for A must be no larger than +10% with 95% confidence?
Solution: The desired confidence interval for A has the form

xr X
P (ﬁ (1-0.10) <A< = (1+ 0.10)) — 0.95,

s0 0 = 0.10 and from Equation 5.10
1.96)
=|-— =385
v <010>
That is, if the Poisson process is sampled until + = 385 counts are obtained, then the 95% confidence limits for A will be

UCL/LCL = <3ng5> (1+0.10)

or

4 424
P<36</\<> =0.95.
n n

From Piface> Generic Poisson test:
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SUECH
SUBCH
SUBCH
SUBCH

Results

of Error
1

Power of a Simple... :’

Options  Help
lambda0 n
[Vale v |[385 |M

]

aliernative | lahda |= lachdall v
alpha 05

Boundaries of acceptance region

aliernative | lawbda I= lahdal v
alpha 05

Boundaries of acceptance region

I lower = 347 upper = 423 I lower = 347 upper = 423

size = 04681 size = 04681

lambda g
[Wale v |[347 | M
n |
[vaue ~|[1 | ﬂ
power g
[Wale | [.4920 |M

NTE » 35CI:

PMean 10;
Confidence 95.0;
IType O;
MError 1.

Sample Size for Estimation

Hethod

Parameter Hean
Distribution Poisson
Hean 10
Confidence level 95%

Confidence interval Two-sided

Margin Sample

Zize
43

From MINITAB (V16)> Stat> Power and Sample Size> Sample Size for Estimation> Mean (Poisson):

Sample Size for Estimation @

Parameter:

Flanning Yalue

Mean: |10

Estimate sample sizes ﬂ

Margins of error for confidence intervals: 1

Options...

Cancel

Help OF

From MINITAB (V16)> Stat> Power and Sample Size> 1-Sample Poisson Rate:

Chapter 5. Poisson Counts



5.1. One Poisson Count

Example 5.2 For the hypothesis test of Hy : A = 4 versus Hy4 : A > 4 based on a sample of size n = 2 units using « < 0.05, determine the power to reject H, when A = 8.

NTE > Power:

SUBC> CneRate;

SUBC> RCompare 90;
SUBCH Power 0.35;
SUBC> FMNull 100;
SUBC: hlternative 0O;
SUBC> Alpha 0.05;
SUBC> Length 1.0:
SUBCH GPCurve.

Power and Sample Size

Test for 1-Sample Poisson Rate

Testing rate = 100 (wversus not = 100)
Alpha = 0.05
"Length" of ohservation = 1

Comparison Sample Target

Rate Gize Power Actual Fower
=ln) 4 0.5 0.516546

NTE > Power:

SUBCH COneRate;

SUBC> RCompare 110;
SUBC> Power 0.5;
SUBC> FNull 100;
SUBC> Llternative 0;
SUBC> Alpha 0.05;
SUBC: Length 1.0;
SUBCH GPCurve.

Power and Sample Size

Test for 1-Sample Poisson Rate

Testing rate = 100 (wersus not = 100)
Alpha = 0.05
"Length™ of observation = 1

Comparison Samwple Target

Rate Size Power Actual Fower
110 4 0.5 0.515305

Power and Sample Size for, 1-Sample Poisson Rate g|

Specify values for any bwo of the Following:

Sample sizes: |

Comparison rates: | aa|

Power values: | 0.5
Hypathesized rate: 100

Options. .. | Graph... |

Help OF | Cancel |

Power and Sample Size for 1-Sample Poisson Rate g|

Specify values For any bwo of the Following:

Sample sizes: |

Comparison rates: | 110

Power values: | 0.5
Hypothesized rate: 100

Options. .. | Graph... |

Help OF | Cancel |

109

Solution: Under H, the distribution of the observed number of counts = will be Poisson with p, = nAg = 2 x 4 = 8. The acceptance interval for Hy will be 0 < = < 13 because

(1= Poisson (0 <2 <12;8)=0.064) > 0.05
(1 — Poisson (0 <z <13;8) =0.034) < 0.05,

so the exact significance level for the test will be oo = 0.034. With A = 8, the power to reject Hj is

m=1— Poisson (0 <z < 13;nA =16) = 0.725.
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The count distributions under Hy and H 4 are shown in Figure 5.1.

From Piface> Generic Poisson test:

Power of a Simple Poisson Test

Options Help

lamhdal
e ][4 o |

alternative | lardbda = larabdal " |

alpha .05 |
Boundaries of acceptance region

I upper = 12
size = .03418

lambda
e ] | o |

n

Vahe | 2 | e

power

|value v||_?255 | ok |

I|Ja'-.fa Applet \Window

MINITAB V16 uses the normal approximation to the Poisson distribution so its answers are different from the exact answers. From MINITAB (V16)> Stat> Power and
Sample Size> 1-Sample Poisson Rate:



5.1. One Poisson Count

Example 5.3 For the hypothesis test of Hy : A = 4 versus H4 : A > 4 based on a sample of size n

transformation method with a = 0.05.

NTE » Power:

SUBC> OneRate;

SUBC> Sample Z:
SUBCH RCompare 8;
SUBC> FMull 4:

SUBC: Alternative 1;
SUBC> Alpha 0.05;
SUBCH Length 1.0;
SUBCH GPCurve.

Power and Sample Size
Test for 1-Sample Poisson Rate

Testing rate = 4 (wversus > 4)
Alpha = 0.05
"Length" of observation = 1

Comparison Sample
Rate dize Power
g 2 0.798679

Solution: By Equation 5.16, the power to reject Hp : A = 4 when A = 9is

From Piface> Generic Poisson test:

3
Il

= 0.9977.

Power and Sample Size for 1-5ample Poisson Rate g|

Specify values for any bwao of the Following:

Sample sizes: | 2|

Comparison rakes: | g

Power values: |

Hypothesized rate: 4

Options. .. | Graph... |

Help OF | Cancel |

o (—2\/5 (\/§f x/i) F 2005 < 2 < oo)
D (—2.83 <z < )

111

= 5 units, determine the power to reject Hy when A = 9. Use the square root
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Power of a Simple Poisson Test

Optiohs  Help

lamhda0 =
|1Falus v| |4 ok |
alternative |larn}:uda = larabdal w |
alpha .05 |
Boundaries of acceptance region
I upper = 27

size = 03433

lamhda =
v ] [ |
n a
v v o_|
Power .
Vale v | 9953 or |

I|Java Applet Window

From MINITAB (V16)> Stat> Power and Sample Size> 1-Sample Poisson Rate:

Chapter 5. Poisson Counts



5.1. One Poisson Count

Example 5.4 How many sampling units must be inspected to reject Hy : A = 10 with 90% power in favor of H4 : A > 10 when in fact A = 15?

NTE > Power:

SUEBCH OoneRate;
SUBC> Sample 5;
SUBC> RCompare 9;
SUBC> FNull 4;

SUBC: Alternative 1:
SUBC> Alpha 0.05;
SUBC> Length 1.0;
SUBCH GPCurve.

Power and Sample Size
Test for 1-3=mple Poisson Rate

Testing rate = 4 (wversus > 4)
Alpha = 0.05
"Length" of observation = 1

Comparison Sample
Rate Size Power
9 5 0.995733

Solution: By Equation 5.17 the necessary sample size is

which rounds up to n = 5 sampling units.

From Piface> Generic Poisson test:

!
T4

Power and Sample Size for 1-Sample Poisson Rate

Specify values For any two of the Following:

X

sample sizes: | g

Comparison rates: | 9

Power values: |

Hypothesized rate: 4

(ptions. .. | Graph... |

Help OF | Cancel |

1.645 + 1.282)2 4y
V15 — V10 -

113



114

Power of a Simple Poisson Test

Options  Help
Lamhdal

S=/ed

|Ualwa v| |1c|

aliernative |la.m}:udﬂ = Tarehdal

alpha 05
Boundaries of acceptance region

I upper = 61
size = 04239

lambda

|1i’alwa v| |15

n

Value v |5

POWeT

|1Falu3 v | | 0738

I|Ja'-.fa Applet window

From MINITAB (V16)> Stat> Power and Sample Size> 1-Sample Poisson Rate:

Chapter 5. Poisson Counts



5.2. Two Poisson Counts

5.2 Two Poisson Counts

NTE > Power:

SUEBCH OoneRate;
SUBC> Sample 5;
SUBC> RCompare 9;
SUBC> FNull 4;

SUBC: Alternative 1:
SUBC> Alpha 0.05;
SUBC> Length 1.0;
SUBCH GPCurve.

Power and Sample Size
Test for 1-3=mple Poisson Rate

Testing rate = 4 (wversus > 4)
Alpha = 0.05
"Length" of observation = 1

Comparison Sample
Rate Size Power
9 5 0.995733

Power and Sample Size for 1-Sample Poisson Rate E|

Specify values For any two of the Following:

sample sizes: | g

Comparison rates: | 9

Power values: |

Hypothesized rate: 4

(ptions. .. | Graph... |

Help OF | Cancel |
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Example 5.5 What optimal sample sizes are required to estimate the difference between two Poisson means with 30% precision if the means are expected to be A; = 25 and

Ay = 16?7

Solution: The difference between the means is expected to be A\ = 9, so the confidence interval half-width must be 30% of that, or

From Equation 5.24, the optimal sample size ratio is

0

=03x9=2T.

n1 /\1 25
— =4/ — =1/ — =125
) )\2 16 g

From Equation 5.22, with oo = 0.05, the sample size n; must be

and the sample size n, must be

which round up to n; = 24 and ny = 19.

(L6
=\ 27

2
) (25 + 1.25 x 16) = 23.7

Example 5.6 How many Poisson counts are required to estimate the ratio of the means of two independent Poisson distributions to within 20% of the true ratio with 95%
confidence if the sample sizes will be the same and the ratio of the means is expected to be A1 /Ay ~ 2?
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Solution: With ny/ny =1, A1 /A2 =2, 2z0.025 = 1.96, and ¢ = 0.02 in Equation 5.30, the number of Poisson counts required in the first sample is

(1+1x2) (10926)2

= 289.

T

The corresponding required counts in the second sample are about half of the counts in the first: o = 289/2 = 145.

Example 5.7 Determine the power to reject Hy : A\; = Ay infavor of H4 : A1 < Ay when Ay = 10, n; = 8 and Ay = 15, no = 6. Use the large-sample normal approximation, square
root transform, and F' test methods with o = 0.05.

Solution: The expected number of counts from the first (x1) and second (z2) populations are both large enough to justify the large sample approximation method. By this
method the power is

T = ®|-c0<z< 110 —1.645
15 , 10
6 78
= ®(—o00 < z<0.937)
= 0.826.
By the log-transformation method the power is
ro= 0| o <zc BUNI0 6y

1 1
6x15 + 8x10

= ®(—o0 < z<0.994)

= 0.840.
By the square-root transform method the power is
ro= 0| —ooce< YRV 6y
1 /1,1
2\/3 76
= ®(-oc0<2z<1.01)
= 0.838.
By the F' test method the power is
10
T = P BF0495,2(6)(15),2(8)(10) <F <o

P(0.86 < F < o)
= 0.837
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MINITAB V16 supports the two-sample Poisson method but only for equal sample sizes.
By the F test method using Piface> Two variances (F Test) withn; =2 x 6 x 15 = 180 and no = 2 x 8 x 10 = 160:

Options  Help

nl

Test of equality of two variances

g Variance 1

[Value v |[180

n2

|r—
| _on | [rae ][0 | o]

s Variance 2

[Vale | 160

;
[rane )5 | o

I~ Equal ns

Alpha

Alternative Warl < Vard -

lr—iner 4

[Value v || 03

| _ox | e ][5 o

By the F test method using PASS> Variance> Variance: 2 Groups:

g p
= =
0|z ¢ 910 |3 P x
nEw | open | sAvE MAP wAv | PAss | oAt | our PLAy | sTatsll
Syrbals 2 | Background | Abbrewiations | Template
Plat Text | Axes | s | Symbals 1
Data | 2ptions | Reports | Plat Setup
Find (Solve For): Scale:
|Beta and Power d |\u'ariance ﬂ
W1 (Wariance of Group 1): Alternative Hypothesis:
[10 x| |Harvicvz |
W2 [Mariance of Group 2): M1 (Sample Size Group 1):
|15 RET =]
Alpha (Significance Lewvel): Mz (Sample Size Group 2):
| o5 x| o =l
Eeta [1-Power]: F. [Sample Sllocation Ratio]:
| x| =l

Power Analysis of Two Variances

Numeric Results when HO: V1 = V2 versus Ha: V1<\i2

Power N1 N2 W1 2 Alpha Beta
0535662 180 160 10.0000 15,0000 0.050000 0164338
References

Davies, Owen L. 1971, The Design and Analysis of Industrial Experiments. Hafner Publishing Campany, Mew Yoark,
Ostle, B, 1988, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.
Zar, Jerrold H. 1984. Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Cliffs, News Jersey.

Report Definitions

Power isthe probabilty of rejecting a false nullhypothesis. It should be close to one.
M1 isthe size ofthe sample drawn from the population 1.

N2 isthe size of the sarmple drawn from the population 2.

W1 isthe value of the population variance of group 1.

%2 isthe value of the population variance of group 2.

Alpha is the probabilty of rejecting a true null hypothesis. It should be small

Beta is the probabilty of accepting a false null hypothesis. It should be small

Summary Statements

Group sample sizes of 180 and 160 achieve 84% power to detect a ratio of 0 BEE7 between the
group one variance of 10,0000 and the group two variance of 150000 using a one-sided F test
with a significance level (alpha) of 0.050000.

Example 5.8 What minimum total counts are required for the two-sample counts test to detect a factor of two difference between the count rates with 90% power? Assume that

the two sample sizes will be equal.

Solution: The hypotheses to be tested are Hy : A1/A2 = 1 versus Hy : A1/A2 > 1. From Equation 5.45, which is expressed in terms of the ratio of the two means, the number of
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count events z; required to reject Hy when A\q /Ay = 21is

o= (03) (o)

= (1
= 54.

Because Ay = A1/2, the corresponding number of z; counts is x5 = 54/2 = 27.

NTE » Power:

SUBCH TwoRate;
SUBCH RCompare 2;
SUBCH Power 0.90;
SUBCH RBaseline 1:
SUBCH Alternatiwve 1;
SUBCH Alpha 0.05;
SUBCH Length 1.0;
SUBCH GPCurve.

Power and Sample Size

1.645 4+ 1.282\ °
+2) <+ )

In (2)

From MINITAB (V16)> Stat> Power and Sample Size> 2-Sample Poisson Rate:

Power, and Sample Size for 2-Sample Poisson Rate

Specify walues For any two of the Following:

Sample sizes: |

Comparison rates (R1): | 2

Power values: | 0,90
Test for Z-Sample Poisson Rate
Testing comparison rate = baseline rate [versus ») Baseline rate (R2): 1
Calculating power for haseline rate = 1
Alpha = 0.05
"Lengths" of chservation for sample 1, sample 2 = 1, 1 Options... | Graph... |

Comparison Sample Target
Rate Size Power Actual Power
Z Z6 a.9 0.903039

The sample size is for each group.

Help QK |

Cancel |

Test of equality of two variances :“E'E'

g Variance 1

o | ]2 | o]

" Variance 2

| on e ] | ox]

Alternative

lr—Puwer

Options  Help
nl

[Valee v | 192
n2

[Value v | |48
[~ Equal ns
Alpha

[Vae v |05

o[ ][5 | _or]

Chapter 5. Poisson Counts

By trial and error using the F test method in Piface> Two variances (F Test), 90% power is obtained with 27 = 192/ (2 x 2) =48 and zo = 48/ (2 x 2) = 24:
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5.3 Tests for Many Poisson Counts

Example 5.9 In a test for differences between mean counts from five different processes, determine the power to reject Hy : A\; = A; for all 4, j pairs when A\ = Ay = A3 = 16,
Ay =9, A5 = 25 and n = 3 units from each process are inspected. The number of counts will be reported for each unit. Assume that the test will be performed using one-way
ANOVA applied to the square root transformed counts.

Solution: After the square root transform, the transformed treatment means are \] = Ay = \; = 4, A} = 3, and \; = 5. The grand transformed mean is X = 4, so the treatment
biases relative to the grand mean are 0, 0, 0, —1, and 1, respectively. The ANOVA F test noncentrality parameter is then

2 2
E(SSTreatment) _ 3 (02 + 02 + 02 + (_1) + (1) )

E(MS.) (1) =

¢ =

where E (M S,) = (a’)2 = (%)2 is the error variance of the transformed counts. The ANOVA will have df,cqatment = 4 and dfe = 15 — 1 — 4 = 10, so the F test critical value will

be Fy.95,4,24 = 3.48. The power to reject Hy is then given by Equation 8.1:

. = F1—7T,¢
348 = Fi_pm
3.48 = Fyii,24,

so the power is m = 0.89 to reject H for the specified set of means.

Example 5.10 In a test for differences among the means of five Poisson populations, determine the probability of rejecting Hy : A\; = Ao for all i when \; = {16, 16, 16, 12, 20}.
The number of units inspected is n; = 4 for all .
Solution: Given the Poisson means specified under H 4, the value of Ay under Hy is given by

1
Mo = (16 +16 + 16+ 12 +20) = 16.

With n; = n = 4, the noncentrality parameter is given by

2
b = nZ’“:(AA,z‘A o)
i=1 0
(@ @ 0, @
R TR T AR RS TR T Ak

The power is determined from Equation 5.61:
Xb.05 = 9.49 = X%.SQS,S

where the central and noncentral y? distributions both have v = 5 — 1 = 4 degrees of freedom, so the power is 7 = 0.605.
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5.4 Correcting for Background Counts

Example 5.11 In a two-sample test for counts, what common sample size n = n; = ng is required to distinguish Ay = Ay = 6 from A\; = 6, Ay = 15 with 90% power in the

presence of a background count rate of Ay = 10?
Solution: From Equation 5.55, modified to account for the background count rate, the necessary sample size to reject Hy : A\; = Az in favor of H4 : A1 < Ay with 90% power and

a = 0.05is given by

2
_ 1 Za + 28
" 2((\//\2+)\0—\//\1+)\0)> G

1 <1.645 + 1.282)2 B
2\ V25 - V16



Chapter 6

Regression

6.1 Linear Regression

Example 6.1 Designed experiments frequently involve two or three equally weighted levels of z. Compare the sample sizes required for these two important special cases if
they must both deliver a 8, confidence interval half-width § and the observations are taken over the same x range from %5 to Z,4,. For the three-level case, assume that the
middle level will be midway between x,,;, and 4.
Solution: The subscripts 2 and 3 will be used to indicate parameters from the two-level and three-level cases, respectively. For the two-level case, from Equation 6.12 with k; = 2
and Azy = Timaz — Tmin, the sample size per z level will be
9 la /2 65 ?
( 6A$1 )

t /23 2
? (cS(zmammn)) ' 6.1)

For the three-level case with k3 = 3 and Azs = % (Tmaz — Tmin) the sample size per x level will be
~ 2
t
ng > 1 a/20¢
2 5A$2
t /23 2
2 ’”) . (6.2)
(5 (xmaw - xmin)
Because ny = n3, No = 2no, and N3 = 3ny, the two experiments appear to have the same ability to resolve 3, even though the three-level experiment requires 50% more
observations! This means that the middle observations in the three-level experiment are effectively wasted for the purpose of estimating ;. This statement is not entirely true
because the middle observations in the three-level experiment do add error degrees of freedom, which potentially decrease n3 compared to ny for the same 0. In general, the

purpose of using three levels of  in an experiment is not to improve the precision of the 3, estimate; rather, three levels are used to allow a linear lack of fit test, which is not
possible using just two levels of x.

Y

N2

Y

Y
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122 Chapter 6. Regression

Example 6.2 Compare the sample sizes required to estimate the slope parameter with equal precision for two experiments if x is uniformly distributed over the interval from
Tmin O Tmae in the first experiment and if = has two levels, %, and 4., in the second experiment.
Solution: From Equations 6.9 and 6.13 the ratio of the total number of observations required by the two experiments is

~ 2
12 tn/20'e
Nuniform = ~ N Tmaw—Tmin)

~ —
Niwo levels of z 4 to/20e
Az

where the ¢,/ values may differ a bit because of the difference in error degrees of freedom. Both experiments cover the same z range, so Az = %142 — Tmin and the sample size
ratio reduces to:

N, uniformz 3

N two levels of x

That is, three times as many observations are required in an experiment that uses uniformly distributed = values than if the = values are concentrated at the ends of the z
range. Because we saw in Example 6.1 that the experiment with three evenly spaced, equally weighted levels of x requires 1.5 times as many observations as the two-level
experiment, other methods of taking evenly spaced, equally weighted observations of « must give experiment sample size ratios between 1.5 and 3. Obviously, the two-level
equally weighted method is the most efficient method for specifying x values for an experiment.

Example 6.3 For an experiment to be analyzed by linear regression with a single predictor, how many observations are required to reject Hy : 5, = 0 in favor of H4 : 8; # 0
with 90% power for 5, = 10 when a) the distribution of = values will be normal with p,, ~ 15 and o, ~ 2; b) an equal number of observations will be taken at = 10 and = = 20;
¢) uniformly distributed values of x will be used over the interval 10 < z < 20; and d) an equal number of observations will be taken at = 10, 15, and 20. Experience with the
process tells us the standard error of the model is expected to be o = 30.

Solution:

a) With ¢t ~ z in Equation 6.19, the first iteration to find IV gives

30 )2
N = (20.025 + 2’0.10)2 <10><2) = 24.

Further iterations indicate that the required sample size is N = 26.

From Piface> Linear regression:



6.1. Linear Regression

From PASS> Regression> Linear Regression:

Linear Regression

Options Help
Mo. of prediciors | Exror SD |
|‘i}alug v||1 ||:|p: |Tfalu3 v||3EI ||:n<|
SD of x[j] F| Deieciable hetalj] .
|Ualu_e v”z |m< |?alwe v||1EI ||:n-:|
Sample size 3
|Tfalu3 v||2rﬁ | |:n<|
Alpha | Power A
Value || 05 | o || Vel ][] | ok
¥ Two-tailed Solve for | Samplesize v |
I|Java A pplet window

123
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Linear Regression Power Analysis

D= ¢ 20 |3 P | E
M NEW | open| sAVE| _MAP | MAW | PASS | DATA | ouT rinv | i Numeric Results for Two-Sided Testing of B = B0 where B0 =0.00

Symbals 2 | Background | Abbreviations | Template
Plok Text | fxes | E'e) | Symbols 1 Stalr(lfir(l Stal] (|‘:’lr(|
Data | St | Reports | Plot setup Sample Deviation Deviation
Size Slope of X of Residuals
Find (Sohve Forl: Alternative Hypothesis: Power {N) (B} (5X) (S} Alpha Beta
IS | [rwo-Sided = 090329 26 10.00 200 3000 005000 009671
B0 [Slope|HO): Fesidual Yariance Method: References
0.0 - |s (Std. Dev. of Residuals) j Meter, J., Wasserman W, and Kutner, M. 1983, Applied Linear Regression Models. Richard D. Irwin, Inc.
E (Slope|H1): S¥ (Std Deviation of ¥): Chicago, llinais.

[ 10

L
L

| Report Definitions
Alpha (Sigrificance Level): R (Correlation): Power is the probabilty of rejecting a false null hypothesis. It should be close to one.

[ =] | =] N igthe size of the sample drawn from _the population. To conserve resources, it should be small
B is the slope under the null hypothesis.
Beta (1-Power): 5 (Std Dev of Residuals): Bisthe slope atwhich the power is calculated.
[ 0,10 | |30 | SX isthe standard deviation of the X values.
A T ———— Sisthe standard deviation of the residuals.
E . . Alpha isthe probabilty of rejecting a true null hypothesis. It should be small
| RN = Beta is the probabilty of accepting a false null hypaothesis. It should be small

Summary Statements

Agample size of 26 achiewes 90% power to detect a change in slope from 0.00 under the null
hypothesis to 10.00 under the aternative hypothesis when the standard deviation of the X'sis
200, the standard deviation of the residuals i 30,00, and the two-sided significance level is
0.05000.

b) The standard deviation of the x values will be

The first iteration to find N, with ¢ >~ z, gives

30 \?
N = (20.025 + 20.10)° <10><5> =4

Further iterations indicate that NV = 7 observations are required.

From Piface> Linear regression:
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Linear Regression |Z||E|r>__<|

Options  Help

No. of prediciors B\ Error SD A

[vae |1 |M|Valus v/ [20 |M

SD of x[j] | Detectahle hetalj] A

[vale v |[230 |M [Vale v 10 |M
Sample size L]
[Vae v |[14

Alpha B Power=.0105 .

Vel |05 | ol e 2 +« & & '

¥ T s

Linear Regression

Options  Help

No. of predictors | Eror SD A

[ale v |[1 |M|Valus ~| [0 |M

SD of x[j] | Detectahle hetalj] A

[vale v |[5 |M|vm ~|[10 |M
Sample size -]
[vae v ||7

Alpha [ Power=.9359 .

vare | |05 | ol e 2 + & & M

i soke o

¢) For uniformly distributed z, the standard deviation of the = values is

With ¢t ~ z, the first iteration to find NV gives

Tmax — Lmin o 10

= 2.89.

Op =

V12

V12

30 2
N = (20.025 + 20.10)° <—> =12.

Further iterations indicate that N = 14 observations are required.

From Piface> Linear regression:

10 x 2.89

125



126

d) The standard deviation of the = values will be

The first iteration to find N, with ¢ >~ z, gives

Linear, Regression

Options  Help

No. of prediciors | Error SD [

[Vale v| 1 |M|Va1us MIE: |M

SD of x(j] Il Detectable hetalj] A

[Vale v | (4022 |M [vare |10 |M
Sample size L]
[Vate v |5

Alpha L Power=.9339 .

Vale | 05 | okl o 2 =+ & & M

Aot soe

_\/ssx
Oy = N

N = (20.025 + 20.10)° <

Further iterations indicate that N = 9 observations are required.

From Piface> Linear regression:

_JLN
“ VN3

30

10 x 4.0825

((—5)2 +(0)2 + (5)2) = 4.0825.

) =

Example 6.4 What is the power to reject Hj for the situation described in Example 6.3a if the sample size is N = 20?
Solution: From Equation 6.18 with SS,, = No2 and df. = 20 — 2 = 18,

The power, as given by Equation 6.17, is

From Piface> Linear regression:

t _ W1| \/Ngz ¢
B= T “ltooxsis
_ 10+/202 9210
30
= 0.881.
m = P(—o0o<t<0.881)
= 0.805.

Chapter 6. Regression
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From PASS> Regression> Linear Regression:

near, Regression

Options  Help

No. of prediciors M Error SD [

[vae |1 |M|Valus v/ [20 |M

SD of x[j] | Detectahle hetalj] A

[vale v |2 |M|Valus ~|[10 | o |
Sample size L]
[Valee v| |20

Alpha P\ Power -

[Vale v |[05 | o ||[vae ]| 2009 | o |

[ Two-tailed Solve for _Sample size v

Symbals 2 | Background
Plot Text | Axes
Data | Options

Find [Salve For):

Linear Regression Power Analysis

L= ¢ 9 60 |3 [ | X I
Mﬁﬂﬁ Mﬂﬁﬁ M i | Numeric Results for Two-Sided Testing of B = B0 where B0 =0.00

|Beta and Pawer

B (Slope|HI):

0.0 -

E (Slope|HL):

il

| Abbreviations | Template
| E'e) | symbols1 Standard Standard
| ReEErE | Flot setup Sample Deviation Deviation
Size Slope of X of Residuals
Alternative Hypothesis: Power {N) (B) (5X) { Alpha Beta
[Two-sided = 050491 20 1000 200 3000 005000 0155039

Residual Yariance Method:

References

|S [Std, Dew, of Residuals) j

S (Std Devistion of ¥): Chicago, linois.

10

Alpha (Significance Lewvel):

Kl

L

| Report Definitions
R (Caorrelation): Power isthe probability of rejecting a false null hypothesis. It should be close to one.

| o

Eeta [ 1-Power]:

Kl

| M isthe size of the sample drawn from the population. To conserve resources, it should be small
B isthe slope under the nullhypothesis.
S [Std Dew of Residuals):

L

[0.10

M [(Sample Size):

L

Bisthe slope atwhich the power is calculated.
[ 20 S isthe standard deviation of the X values.
Sisthe standard deviation of the residuals.

L

S¥ (Std Deviation of ¥'s):

|20

Kl

Alpha isthe probabilty of rejecting a true null hypothesis. It should be small

|2 Bleta isthe probabilty of accepting a false null hypothesis. It should be small

L

Summary Statements

Azample size of 20 achieves 80% power to detect a change in slope from 0.00 under the null
hypaothesis to 10.00 under the alternative hypothesis when the standard deviation of the X'sis
200, the standard deviation of the residuals is 30.00, and the two-sided significance level is
005000,

MNeter,J., Wasserman, W, and Kutner, M. 1983, Applied Linear Regression Models. Richard D. Irwin, Inc.
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6.2 Logistic Regression

Example 6.5 What sample size is required for an experiment to be analyzed by logistic regression if Hy : 8, = 0 should be rejected in favor of H4 : 8, # 0 with 90% power when
x is dichotomous with associated proportions p; = 0.04 and p, = 0.08?

Solution: The odds ratio for the given proportions is

_pi/(L=p1) _ 0.04/0.96
~ p2/(1—p2)  0.08/0.92

OR = 0.479.

The required sample size is given by Equation 4.97:

2
_ ( #0.025 + 20.10 1 n 1 -
In (0.479) 0.04(0.96) " 0.08(0.92) ‘

From PASS> Regression> Logistic Regression the total sample size is:

nﬂ = PASS: Regression: Logistic Output

Logistic Regression Power Analysis

E T 2 TS TR T 5 -
RUM MNEW | OPEM| SAWE MAP HAY PASS DATA ouT PLAY STAT: Numeric Results
Symbols 2 | Background | Abbreviations | Template
Plot Text | Axes | 30 | Symbols 1 PentN Odds R
Data | Optins | Raports | Plot setup Power N =1 PO P1 Ratio  Squared Alpha Beta
L _ - 0.89993 1477 50,000 0.040 0.080 2087 0.000 0.05000 0.10007
Find [Solve Far): ¥ [Independent Yariable):
[ | Jeinary (=0 or 1) =] References
PO (Baseline Prob ¥=13: Hypothesis Test: Hsieh, F.. Block, DA and Larsen, M.D. 1958 A Simple Method of Sample Size Calcalatian for Linear and
|0.04 ﬂ |Tw0_5ided j Logistic Regression', Statistics in Medicine, Volurme 17, pages 1623-1634.
Use P1 or Ordds Ratic: M (Sample Size): Rel)ort Definitions
Pt x| | Power isthe probabilty of rejecting a false null hypothesis. It should be close to one.
3 o . N is the size of the sample drawn from the population.
(P (A vt T [GB]| - SBReinfE] Eery @b PO is the response probahility atthe mean of ¥,
X3 RARNES = P1 isthe response probabilty when X is increased to one standard deviation above the mean.

Odds Ratic (Ddds1/0dds0): Alpha (Significance Level): Odds Ratio is the odds ratio when P1 is on tap. Thatis, tis [P1/41-P1OMROA-FO] ) )
R-Sguared isthe B2 achieved when X is regressed on the other independent variables in the regression.

| ﬂ |0'05 ﬂ Alpha is the probabilty of rejecting a true nullhypothesis.
R-Squared Other X's: Beta [1-Pawver]: Beta isthe probabilty of accepting a false null hypothesis.
[0a x| Jow |

Summary Statements

A logistic regression of a binary response variable (Y) on a binary independent variable ()

with & sample size of 1477 observations (of which 50% are in the group ¥=0 and 50% are in the
group ¥=1) achieves 90% power at 5 0.05000 significance levelto detect a change in Prob{(Y=1)
fram the baseline value of 0.040 to 0.030. This change correspondsto an odds ratio of 20587

Example 6.6 What sample size is required for an experiment to be analyzed by logistic regression if Hy : ; = 0 should be rejected in favor of H,4 : 8, # 0 with 90% power when
« is normally distributed with expected success proportions p (x = p) = 0.14 and p (v = u + o) = 0.22.
Solution: From Equation 6.22 the required sample size is

1.96 + 1.282)>
n = ( + ) 5 = 289.

014056 (1n (334550

From PASS> Regression> Logistic Regression:
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FHAFELIEIARACAL AR IR A
|

Symbals 2
Plat Text |
Data |

Find (Sohve Far):

Eackground
Axes

Dptions

| Abbreviations |
| £ |
| Reports |

¥ (Independent Yariable):

Templal
Syrnbals
Plat Setugl

[

P10 (Baseline Prab ¥=1):

=l

|C0ntinu0us [Marrnal)

Hypothesis Test:

L

[0.14

Use P1 or Odds Ratio:

Kl

|Tw0-Sided

M (Sample Size]:

Kl

Pt

P1(Al, Prob ¥=1):

%6 M with ¥=1 (Binary Only]:

Ll

[0.22

L2 1«

Odds Ratio (Odds1j0dds0):

B

Alpha (Significance Level):

Ll

R-Squared Other ¥'s:

Kl

| 0.05

Beta [1-Power]:

Kl

[0.0

Kl

[0.10

Kl

= PASS: Regression: Logistic Output

Logistic Regression Power Analysis

Numeric Results

Odds R
Power N PO P1 Ratio  Squared Alpha Beta
0589912 285 0.140 0220 1733 0,000 0.05000 0.10035

References
Hsieh, F.Y., Block, DA and Larsen, M.D. 1998, 'A Simple Method of Sample Size Calculation for Linear and
Logistic Regression', Statistics in Medicine, Volume 17, pages 1623-1634.

Report Definitions

Power isthe probabilty of rejecting a false null hypothesis. It should be close to one.

M is the size of the sample drawn from the population.

P is the response probability at the mean of X,

P1 isthe response probability when ¥ is increased to one standard deviation above the mean.

Odds Ratio is the odds ratio when P1 is on top. That s, it is [P11-P11P0A1-PO)).

R-Squared isthe R2 achieved when X is regressed on the other independent variables in the regression.
Alpha is the probabilty of rejecting a true null hypothesis.

Bleta is the probabilty of accepting a false null hypothesis.

Summary Statements

Alngistic regression of a binary response variable () on a continuous, normally distributed

variable (¥) with 2 sample size of 288 observations achieves 90% power at 2 0.05000

significance level to detect a change in Prob(f=1) from the value of 0.140 at the mean of X to
0220 when ¥ is increased to one standard deviation above the mean. This change correspondsto
an odds ratio of 1.733.
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Chapter 7

Correlation and Agreement

7.1 Pearson’s Correlation

Example 7.1 Determine the number of paired observations required to obtain the following confidence interval for the population correlation:

P (0.9 < p <0.99) = 0.95.

Solution: The Fisher’s Z-transformed confidence interval is

P(Zoy < Z,< Zpg9) = 0.95
P(1472 < Z,<2.647) = 0.95.
Then with oo = 0.05 in Equation 7.10, the required sample size is
1.96 ?
no=d <2.647— 1.472) 3
= 15.

Example 7.2 An experiment is planned to test Hy : p = 0.9 versus H4 : p < 0.9 on the basis of n = 28 paired observations. Determine the power of the test to reject Hy, when
p=0.7.
Solution: Under H, following Fisher’s transform we have

1 1+0.9
(hz)o = §ln (1 — 09) =1.472
and by Equation 7.4
1
=0.2.
NG
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For the one-sided left-tailed test, the critical value of Z that distinguishes the accept/reject regions is given by

ZA/R = (:UZ)O — Ra0z
1.472 — 20.05 (02)
1.472 — 1.645(0.2)

= 1.143.
The corresponding Z value under H4 when p = 0.7 is
1 1407

Then the power to reject Hy when p = 0.7 is

(—00 < Z < Zayp;(z) s 02)
(—o00 < Z < 1.143;0.867,0.2)
(—o0 < 2 < 1.38)

= 0.916.

= ¢
= &
d

From PASS> Correlations> Correlations: One:

=" PASS: Correlation: 1 Output

@ﬁ ﬁ&%& E INumeric Results when Ha: R0>R1

Background | Abbreviations | Templal Power N Alphﬂ Beta RO R1
Plot Text | Bxes | Ele] | Symbals 02318 23 0.05000 0.07681 0.90000 0.70000

Data | Cptions | Reports | Plat Setugl

One Correlation Power Analysis
Symbals 2

References

Find (Sohre For): Grayhill, Franklin. 1961, An Intraduction to Linear Statistical Models. McGraw-Hill. New York, Mew York.
Guenther, Wiliarn C. 1977 'Desk Calculation of Probabilties for the Distribution of the Sarmple Correlation
Coefficient’, The American Statistician, Volurne 31, Mumber 1, pages 45-48.

Alternative Hypothesis: Zar, Jerrold H. 1984, Biostatictical Analysis. Second Edition. Prentice-Hall. Englewood Cliffs, New Jersey.
|Ha: R = R1 -

|Beta and Powwer

R0 [Bazeline Caorrelation):

[0.s

Report Definitions
Alpha (Significance Level): Pawver is the probability of rejecting a false null hypothesis. It should be close to ane.

=l
=l
R1 [ Alernative Correlation]:
[0z x| | M M iz the size of the sample drawn from the population. To conserve resources, it should be small
=l

Alpha isthe probabilty of rejecting a true null hypothesis. It should be small
Beta is the probabilty of accepting a false null hypothesis. It should be small
[ h RO isthe value of the population carrelation under the null hypothesis.
R1isthe value of the population correlation under the aternative hypothesis.

M [Sample Size):
E

Eata [1-Power]:

Summary Statements

Asample size of 28 achieves 92% power to detect a diference of 0.20000 between the null
hypothesis correlation of 0.90000 and the aternative hypothesis correlation of 0.70000 using a
one-sided hypothesis test with a significance level of 0.05000.

Example 7.3 Find the power to reject Hy : p; = p, in favor of Hy4 : p; # p, when p; = 0.99, p, = 0.95, and n; = ny = 30.



7.1. Pearson’s Correlation

Eﬂ EARALAN AR-1

Symbaols 2 | Background

Plat Text |

Data | Cptions

Find [Salve For):

| Abbreviations | Templal
| Ele] | Symbals
Reparts | Plot Setud

Alternative Hypaothesis:

== PASS: Correlations: 2 QOutput

|Beta and Power ﬂ |Ha: R1 == R2 =)
R1 (Carrelation Group 13: M1 (Sample Size Sroup 1)

[ 099 EARES -
R2 (Caorrelation Group 2): Mz [Sample Size Group 2):

|09 | |user -
Alpha (Significance Level): R (Sample Allocation Ratic):

| 05 x| Juo -
Eeta [1-Power]:

| [

Two Correlations Power Analysis

Numeric Results when Ha: R1<>R2

Allocation Difference
Power N1 N2 Ratio R1 R2 (R1-R2) Alpha Beta
0.34545 30 30 1.000 0.95000 095000 0.04000 0.05000 0.15055

References
Zar, Jerrold H. 1984, Biostatictical Analysis. Second Edition. Prentice-Hall. Englewood Cliffs, New Jersey.

Report Definitions

Power isthe probability of rejecting a false null hypothesis. It should be close to one.

N1 and M2 are the sizes ofthe samples drawn from the two populations. To conserve resources, it should be
small.

Allocation Ratio is N2M1 so that N2 =M1 xR,

Alpha isthe probability of rejecting a true null hypothesis. It should be small

Bleta is the probabilty of accepting a false null hypothesis. It should be small

R1isthe value of both correlations under the null hypothesis.

R2 isthe correlation in group two under the akternative hypothesis.

Summary Statements

Group sample sizes of 30 and 30 achieve 85 % power to detect a difference of 0.04000 between the
nullhypothesis that both group correlations are 0.92000 and the aternative hypothesis that

the correlation in group 2 is0.95000 using & two-sided z test (which uses Fisher's

ztransformation) with a significance level of 0.05000.

Solution: The Fisher-transformed difference between the two correlations under H 4 is

A

From Equations 7.11 and 7.14 with o = 0.05 the power is

From PASS> Correlations> Correlations: Two:

7 =

7 — Zy
lln (1 +O.99> B lln (1 +0.95)
2 1-0.99 2 1-0.95
0.815.
—00 < 2 < % —1.96
705

® (—o0 < 2 < 1.03)
0.85.

133

Example 7.4 What sample size should be drawn from two populations to perform the two-sample test for correlation (Hy : p; = p, versus Hy : p; # p,) with 90% power to
reject Hy when p; = 0.9 and p, = 0.8?
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Solution: The Fisher-transformed difference between the two correlations is
ANZ = 71— 7y
B lln 1+0.9 —lln 1+0.8
2 1-0.9 2 1-0.8
= 0.374.

From Equation 7.15 with & = 0.05 and = 0.10 the required common sample size is

1.96 +1.28)\
"= 2< 0.374 >+3

= 154.

From PASS> Correlations> Correlations: Two:

== PASS: Correlations: 2 Output

@ﬁ ﬁ&%@ & INumeric Results when Ha: R1<>R2

Two Correlations Power Analysis

Symboliz |  Background | abbrewisions | Templs Allocation Difference
Plot Text | Bxes | Ee] | symbals Power N1 N2 Ratio R1 R2 {R1-R2) Alpha Beta
Data | Options | ReEERE | Plot et 0.50084 154 154 1.000 0.20000 0.50000 0.10000 005000 009916
Find (Salve Far): Alternative Hypothesis: References | . X .. R |
Zar, Jerrald H. 1984, Biostatistical Analysis. Second Edition. Prentice-Hall. Englewood Cliffs, New Jersey.
[ M1 x| |Hart==r2 |
R1 [Correlation Group 1): M1 (Sample Size Group 1): Repoﬂ Definitions__ L .
09 = | = Power isthe prohahl_lrty of rejecting a false null hypothesis. It should h_e close to one. ]
- M1 and M2 are the sizes of the samples drawn from the two populations. To conserve resources, it should be
R2 [Correlation Group 2): Mz (Sample Size Group 2): small. . o
[0a =] [iser = Allacation Ratio is N2M1 g0 that N2 =M1 xR,
— Alphaisthe probabilty of rejecting a true null hypothesis. It should be small
Alpha [ Significance Level): R (Sample Allocation Ratio): Beta is the probabilty of accepting a false null hypothesis. It should be small
[os ~] [w - R1 isthe value of hath correlations under the null hypathesis.
- R2 isthe correlation in group two under the akternative hypothesis.
Eeta [1-Power]:
| 010 j Summary Statements
Group sample sizes of 154 and 154 achieve 90% power to detect a difference of 0.10000 between
the null hypothesis that both group correlations are 0.90000 and the akternative hypothesis
that the correlation in group 2 is 080000 using a two-sided z test (which uses Fisher's
ztransformation) with a significance level of 0.05000.

Example 7.5 Determine the power to reject Hy : p?> = 0 when in fact p? = 0.6 based on a sample of n = 20 observations taken with four random covariates.
Solution: The regression model for y as a function of the four predictors will have df;,,0qe; = k = 4 model degrees of freedom and df. =n —k —1 =20 —4 — 1 = 15 error degrees
of freedom. The F distribution noncentrality parameter from Equation 7.19 with p? = 0.6 is

0.6
¢ 01 - 0.6 30
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From Equation 7.18 we have

so the power is 7 = 1 — 0.024 = 0.976.

Options  Help
alpha .05
True rho 2 value

Walue w | |6

Sample size
Value + | |20

MNo. of regressors

Power of a Test of... g@@

Value | 4
power
Talne » || 934
Foos = Fi_x30
3.056 = Fp.024,30,
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From Piface> R-square (multiple correlation):(I can’t explain the discrepancy between my solution and the solution from Piface. There is a comment in Piface’s Help> This

Dialog that there is a discrepancy between it and the references.)

7.2 Intraclass Correlation

Example 7.6 An experiment will be performed to determine the single-rater intraclass correlation in a one-way design with r = 2 observations per subject. How many subjects
must be sampled if the desired confidence interval for ICC'is P (0.7 < ICC < 0.9) = 0.95?

Solution: By Equation 7.31, the desired confidence interval for /CC transforms into the following confidence interval for Z;c¢:

Then, from Equation 7.36 with r = 2 observations per subject and o = 0.05, the number of subjects required is

2+3
2

. 1.96
T \1472 - 0.867

= 44.

Example 7.7 Confirm the answer to Example 7.6 using the method of Donner and Koval.

P(0.867 < Zice < 1.472) = 0.95.
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Solution: Assuming that ICC = 0.8, the sample size according to Donner and Koval is given by Equation 7.38:

which is in reasonable agreement with the sample size determined by the Fisher’s transformation method.

Example 7.8 How many subjects are required in an experiment to reject Hy :

sample size by calculating the exact power.

22— 1)

50,

8 (Lmﬂ1—a&(y+ﬂ—1m8)
09-07

;

Chapter 7. Correlation and Agreement

I1CC = 0.6 with 80% power when ICC = 0.8 and two raters will rate each subject? Confirm the

Solution: From Equation 7.31 the Z;c¢ values corresponding to ICC = 0.6 and /CC = 0.8 are Zy = 0.693 and Z; = 1.099, respectively. From Equation 7.42 with r = 2 and

y

a = 0.05, the approximate sample size is

-

20.05 + 20.20
Zy — Zy

[ 1.645 4 0.84
— \1.099 - 0.693

= 39

:

2

The exact power is given by Equation 7.39 where the F' distribution has df; = 39 — 1 = 38 numerator degrees of freedom and df; = 39 (2 — 1) = 39 denominator degrees of

freedom. The power is given by

which is in excellent agreement with the target power.

From PASS> Correlation> Intraclass Correlation:

6

142 (2
1+2(f
P(0.760 < F
0.80,

P

0.
8
0.
<

6

0)

—————<Fogs < F <0

o0)



7.3. Cohen’s Kappa

7.3 Cohen’s Kappa

=

=% PASS: Correlation: Intraclass Output

FAFELIEARACAN AR TR A
|

Symbals 2 Background | Abbreyiations | Temnplat
Plat Text | Axes | Ele] | Symbals
Data | Cptions | Reports | Plot Setud
Find (Sohve Far): RO [Intraclass Correlation 0):
Ik x| fos =l
£lpha (Significance Lewvel): R1 (Intraclass Correlation 1) = RO:
Joas x| fos =l
Eeta [1 - Power]: K (Mumber of Subjects):
[0.20 =l | =l
M (Observations Per Subject):
E =

Intraclass Correlation Power Analysis

Numeric Results

K N RO R1

Number of Observations Intraclass Intraclass
Power Subjects Per Subject  Correlation0  Correlation 1 Alpha Beta
050021 38 2 0500 0,800 0.05000 0.15902

References

YWalter, 5.0., Eliasziw, M., and Donner, & 1998, 'Sample Size and Optimal Designs For Reliabilty Studies.’
Statistics in Medicine, 17, 101-110.

YWiner, B.J. 1991, Statistical Principles in Experirmental Design (Third Edition). McGraw-Hill. Mew York, NY.

Report Definitions

Paower isthe probabilty of rejecting a false null hypothesis. It should be close to one.
Kisthe number of subjects.

M isthe number of observations per subject in the sample.

RO is intraclass correlation assuming the null hypothesis.

R1is intraclass correlation assuming the aternative hypothesis.

Alpha isthe probabilty of rejecting a true null hypothesis. It should be small.

Bleta is the probabilty of accepting a false null hypothesis. It should be small.

Summary Statements

Asample size of 39 subjects with 2 observations per subject achieves 80% power to detect an
intraclass correlation of 0.800 under the alternative hypothesis when the intraclass

carrelation under the null hypathesis is 0600 using an F-testwith a significance level of
0.05000.
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Example 7.9 How many units should two operators evaluate in an attribute inspection agreement experiment to be analyzed using Cohen’s « if the true value of the unknown
x must be determined to within £0.10 with 95% confidence? A preliminary experiment indicated that « ~ 0.85 and p. ~ 0.5.
Solution: With o = 0.05 and ¢ = 0.10 in Equation 7.55, the required sample size is

2
0.85(1 —0.85) /1.96
n= ( ) ( > = 98.

1-0.5 0.10

Example 7.10 Calculate the power to reject Hy : k = 0.4 in favor of H4 : k > 0.4 when k = 0.7 if a sample of size n = 70 is allocated to k = 3 categories in the ratio 0.4 : 0.5 : 0.1.
Solution: The expected chance agreement by Equation 7.46 is p. = 0.4% + 0.5% + 0.1? = 0.42. The two & values of interest have intermediate values not covered by the large- or

small-x approximations, so it is necessary to estimate oz using Equation 7.47.

SO

0%

0

Po

Under Hy with k = 0.4 and p. = 0.42 in Equation 7.44, we have
= 0.4(1—0.42)+0.42
= 0.652,

1 \/0.652 (1 —0.652)
1—0.42 70

0.0982.
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Under H 4 with k = 0.7 we have

po = 0.7(1—0.42)+0.42
= 0.826,
SO
L 1 \/0.826 (1 —0.826)
7 1042 70
~ 0.0781.
Then with a = 0.05, z3 is given by Equation 7.58:
I (0.7 —0.4) — 1.645 (0.0982)
o 0.0781
= 177
and the power is given by Equation 7.57:
T = ®(—c0<2z<1.77)
0.962.

Example 7.11 An experiment is to be performed to test for agreement between two methods of categorizing a dichotomous response. The hypotheses to be tested are Hy : £ = 0
versus H 4 : k > 0 where « is Cohen’s kappa. How many units must be inspected if the test should have 90% power to reject Hy when x = 0.40 and the total number of units to

be inspected is evenly split between the two categories?
Solution: Because the units will be balanced between the two categories, the agreement expected by chance from Equation 7.51 is p. ~ 0.5. With « = 0.05, # = 0.90,

8 =1-—m=0.10,and 6 = 0.4 — 0 = 0.4 in Equation 7.59, the required sample size is

0.5 (20,05 + 2010 \° 1.645 + 1.282 2 o
n >~ = _— = .
1-05 5 0.40

Example 7.12 An experiment is to be performed to test for agreement between two raters using a categorical four-state response. The hypotheses to be tested are Hy : x = 0.8
versus H4 : £ > 0.8. How many units must be inspected if the test should have 90% power to reject Hy when s = 0.9? The units to be inspected are evenly balanced across the

four categories.
Solution: From Equation 7.51 with k = 4 categories, p. =~ 0.25. With &« = 0.05, 5 =1 — 7 = 0.10, and § = 0.9 — 0.8 = 0.1 in Equation 7.60, the required sample size is

3
2

1 1.645,/0.8 x 0.2 + 1.282,/0.9 x 0.1
1-025 09-08
145.

1
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7.4 Receiver Operating Characteristic (ROC) Curves

Example 7.13 What sample size is required to estimate the value of an ROC curve’s AUC to within £0.05 with 95% confidence if the AUC value is expected to be about 90%?
Solution: The desired confidence interval has the form

P (A/U\C —0.05 < AUC < AUC + 0.05) —0.95.

With o = 0.05, AUC = 0.90, and 0 = 0.05 in Equation 7.66, the required sample size is

o IO

1-0.90 /1.96)2
2 0.05

77.

1

1

That is, about 77 positives and 77 negatives are required. The large-sample and large AUC assumptions are reasonably satisfied, so this approximate sample size should be
accurate.

From PASS> Diagnostic Tests> ROC Curve - 1 Test:
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=% PASS: ROC Curve: 1 Output

One ROC Curve Power Analysis|
A MELIRAEAEAC AN A - - i Cont
G0 oG | SPE| | GOR || GTT ) GGEE | MR ) 6M GUGH Numeric Results for Testing AUCO = AUC1 with Continuous Data
Symbals 2 | Background | Abbreyiations | Template Test Type =Two-Sided. FPR1=00. FPR2=10. B=1.000. Alocation Ratio=1.000.
Plat Text | Axes | Ele] | Symbals 1
Data | Options | ReEErE | Plot setup Power N+ N-  AUCO" AUCT Diff  AUCD  AUCH Diff  Alpha Beta
05065 7S 79 02000 02500 00500 089000 09500 00500 00500 04935
Find [Solve Far): Alternative Hypaothesis:
[n+ x| |Two-sided Test | References ] ] ] ] o
Hanley, J. A and McMei, B. J. 1983, ‘AMethod of Comparing the Areas under Receiver Operating Characteristic
AUCO (Area Under Curve): Lo (AR Wy (7R Curves Derved from the Same Cases.' Radiology, 148,839-843. September, 1983
|U-‘3U j |U-UU j | 100 j Obuchowski, M. and McClish, D. 1997 'Sample Size Determination for Diagnostic Accuracy Studies Invaling
AUC: B (SD Ratio): Binarmal ROC Curve Indices.’ Statistics in Medicine, 16, pages 1529-1542.
|03 x| Jre [~ Report Definitions
Alpha (Significance Level): N+ (Siza of Positive Group): Power isthe probabilty of rejecting a false null hypothe sis.
[oss =1 ] = MN+isthe sample size from the positive (diseased) population.
M- isthe sample size from the negative (non-diseased) population.
Beta (1-Power): M- (Size of Megative Group): Alloc Ratio is the Sample Alocation Ratio (R = N- /M4,
[0z x| fuser | ALCD iz the adjusted area under the ROC curve under the null hypothe sis.
S— Y —— AUCT isthe adjusted area under the ROC curve under the alternative hypothesis.
Diff' is AUCT - )AUCO. Thisis the adjusted difference to be detected.
| Continuous RAE! = ALICD isthe actual area under the ROC curve under the null hypothesis.
AUCT isthe actual area under the ROC curve under the alternative hypothe sis.
Diff is AUCT - AUCO. This is the difference to be detected.
Alpha isthe probabilty of rejecting a true null hypothesis,
Bleta is the probabilty of accepting a false null hypothesis.
FPR1,FPR2 are the lower and upper bounds on the false positve rates.
Bisthe ratio of the standard deviations of the negative and positve groups.
Summary Statements
Cpt 118 Ternplate Id: Asample of 79 from the positive group and 79 from the negative group achieve 51% power to
detect a difference of 0.0500 between the area under the ROC curve (ALUC) under the null
3 hypothesis of 0.5000 and an AUC under the aternative hypothesis of 0.9500 using a two-sided
32 z-test at a significance level of 0.0500. The data are continuous responses. The AUC is
| computed between false positve rates of 0.000 and 1.000. The ratio of the standard deviation
Varisble Info ' Sheets / of the responses in the negative group to the standard deviation of the responses in the
7 15 Search for a specified cell walue, posive group is 1.000.

Example 7.14 What sample size is required to reject Hy : AUC = 0.9 in favor of H4 : AUC # 0.9 with 90% power when AUC' = 0.95?
Solution: With a = 0.05 in Equation 7.67, the required sample size is approximately

From PASS> Diagnostic Tests> ROC Curve - 1 Test:

2
/1-0.90 /1-0.95
5 20.025 T 5 20.10

0.95—-0.90

2
/92196 + 4/ 1=5201.282

0.95—-0.90
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Eﬂ EARAEAN AN .10 A
|

Symbalz 2 Background | Abbreviations | Template
Plat Text | Axes | Ele] | Symbols 1
Data | Cptions | Reports | Plat Setup

Find [Salve For): Alternative Hypothesis:

M+ w | |Two-Sided Test |
AUCH [Area Under Curve]: Lower FPR: Upper FPR:

| 030 ~| oo > |10 |
AUCT: E (SO Ratia):

[0.35 EAED x|

Alpha (Significance Level):
| 0.05

M+ [Size of Positive Groupl:
| =l

M- [Size of Megative Group):

Kl

Eeta [1-Power]:

[ 0.10 | |user |
Type of Data: R (Sample Allocation Ratic):
|Continuous ﬂ | 1 ﬂ
Opt 112 Ternplate Id:
kil
32

4 |

Wariable Info X\Sheell/H

7 15 Copy the selected cells onto the clipboard in a tab delimited format, M
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=" PASS: ROC Curve: 1 Output

One ROC Curve Power Analysis

Numeric Results for Testing AUCO = AUCT with Continuous Data
Test Type = Two-Sided. FPR1=00. FPR2=1.0. B=1.000. Allocation Ratio =1.000.

Power N+ N-  AUCO"  AUCT Diff  AUCD  AUCI Diff  Alpha Beta
0.9001 167 167 09000 09500 00500 05000 0S500 00500 00500 0099
References

Hanley,J. & and McMei B. J. 1983, 'AMethod of Comparing the Areas under Receiver Operating Characteristic
Curves Derived from the Same Cases.' Radialogy, 148,839-843. September, 1983,

Obuchowski, N. and McClish, 0. 1997 'Sample Size Determination for Diagnostic Accuracy Studies Involing
Binormal ROC Curve Indices." Statistics in Medicine, 16, pages 1529-1542.

Report Definitions

Power isthe probability of rejecting a false null hypothessis.

M+isthe sample size frorm the positive (diseased) population.

- isthe sample size from the negative (non-diseased) population.

Alloc Ratio is the Sample Allocation Ratio (R = M- /N4,

ALCD isthe adjusted area under the ROC curve under the null hypothe sis.
ALCT isthe adjusted area under the ROC curve under the alternative hypothesis.
Diff' is AUCT - ‘AUCO. This is the adjusted diference to be detected.

AICO isthe actual area under the ROC curve under the null hypothesis.

ALICT isthe actual area under the ROC curve under the alternative hypothesis.
Diff iz ALICT - ALICD. This is the difference to be detected.

Alpha is the probability of rejecting a true null hypothesis.

Beta is the probabilty of accepting a false null hypothe sis.

FPR1,FPRZ are the lower and upper bounds on the false positive rates.
Bisthe ratio of the standard deviations of the negative and positive groups.

Summary Statements

Asarnple of 167 from the positive group and 167 from the negative group achieve 90% power to
detect a difference of 0.0500 between the area under the ROC curve (ALIC) under the null
hypothesis of 0.9000 and an AUC under the alternative hypothesis of 0.9500 using a two-sided
z-test at a significance level of 0.0500. The data are continuous responses. The AUC s
computed between false positve rates of 0.000 and 1.000. The ratio of the standard deviation
ofthe responses in the negative group to the standard deviation of the responses in the

posive group is 1.000.

Example 7.15 What sample size is required to reject Hy : AUC = 0.5 versus H, : AUC > 0.5 with 90% power when AUC = 0.75?
Solution: With 8 = 0.10 when AUC' = 0.75 in Equation 7.67, the required sample size is approximately

n

2
1 /1-0.75
\/;20.05 + 52010

0.75 — 0.50
1 1-0.75
V31645 + /10751 982
0.75 — 0.50

21.

The large-sample assumption is only marginally satisfied, so this sample size may be somewhat inaccurate.

From PASS> Diagnostic Tests> ROC Curve - 1 Test:
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Eﬂ EAEAEAN AN 1) 4
|

4 |

Symbals 2 Background | Abbreyiations | Template
Plat Text | Axes | Ele] | Swymbals 1
Data | Cptions | Reports | Plot Setup
Find [Solve Far): Alternative Hypaothasiz:
[n+ x| |ore-sided Test |
AUCO [Area Under Curve): Laower FPR: Upper FRR.:
[o5 o
AUCL: E (5D Ratic):
075 =] e =l
Alpha (Significance Lewvel): M+ [Size of Pasitive Group]:
[ 0.05 =l =
Eeta [1-Power]: M- [Size of Megative Group):
[ 0,10 x| |user |
Type of Data: R [Sample Allocation Ratio]:
|C0ntinu0us j | 1 j
Opt 1 Ternplate I1d:
kil
32

Yariable Info X\Sheell}

7 15

7.5 Bland-Altman Plots

Example 7.16 What minimum sample size is required to demonstrate the agreement between two methods to measure length by the Bland-Altman method if the limits of
agreement are LO Ay, = +3cm and the standard deviation of the differences had been estimated to be 75 = 0.65cm from historical data? Assume that the limits of agreement

This is the spreadsheet that lets you enter and edit your data,

Chapter 7. Correlation and Agreement

=" PASS: ROC Curve: 1 Output

One ROC Curve Power Analysis

I
Numeric Results for Testing AUCO = AUC1 with Continuous Data
Test Type=0One-Sided. FPR1=00. FPR2=10. B=1.000. Allocation Ratio =1.000.

Power N+ N-  AUCO" AUCT Diff  AUCO  AUC1 Diff  Alpha Beta
09033 20 20 0A000 07500 02500 05000 07500 02500 00500 0097
References

Hanley, J. A and MclMei B. J. 1983, ‘AMethod of Comparing the Areas under Receiver Operating Characteristic
Curves Derved from the Same Cases.' Radiology, 148,839-843. Septernber, 1933,

Obuchowski, M. and McClish, D. 1997 'Sample Size Deterrnination for Diagnostic Accuracy Studies Invaling
Binarmal ROC Curve Indices.’ Statistics in Medicine, 16, pages 1529-1542.

Report Definitions

Power isthe probabilty of rejecting a false null hyp othesis.

MN+is the sample size from the positive (diseased) population.

M- isthe sample size fram the negative (hon-diseased) population.

Alloc Ratio is the Sarmple Allocation Ratio (R =N- /N4,

AUCD isthe adjusted area under the ROC curve under the null hypothesis.
AUCT isthe adjusted area under the ROC curve under the alternative hypothesis.
Diff' is AUCT - 'AUCO. Thisis the adjusted difference to be detected.

AUCO s the actual area under the ROC curve under the null hypothesis.

AUCT isthe actual area under the ROC curve under the alternative hypothesis.
Diff is AUCT - AUCO. This is the difference to be detected.

Alpha isthe probabilty of rejecting a true null hypothesis,

Bleta is the probabilty of accepting a false null hypothesis.

FPR1,FPR2 are the lower and upper bounds on the false positve rates.
Bisthe ratio of the standard deviations of the negative and positve groups.

Summary Statements

Asample of 20 from the positive group and 20 from the negative group achieve 90% power to
detect a difference of 0.2500 between the area under the ROC curve (ALUC) under the null
hypothesis of 05000 and an ALJC under the alternative hypathesis of 0.7500 using a one-sided
ztest at a significance level of 0.0500. The data are continuous responses. The AUC is
computed between false positve rates of 0.000 and 1.000. The ratio of the standard deviation
of the responses in the negative group to the standard deviation of the responses in the
positive group is 1.000.

must cover 99% of the samples with 95% confidence and that there is no bias between the two methods, i.e., y; = 0.
Solution: The two-sided normal distribution tolerance interval factor k; is given by

LOA
04
3cm

0.65cm
= 4.615.

ky =
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With o = 0.05 and Y = 0.99 in Appendix E, Table E.7, the smallest sample size that gives ks < 4.615 is n = 10.
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Chapter 8

Designed Experiments

8.1 One-Way Fixed Effects ANOVA

Example 8.1 In a one-way classification design with four treatments and five observations per treatment, determine the power of the ANOVA to reject Hj if the treatment means
are p1; = {40, 55, 55, 50}. The four populations are expected to be normal and homoscedastic with o, = 8.
Solution: The grand mean is i = 50 so the treatment biases relative to the grand mean are 7; = {—10, 5, 5, 0}. From Equation 8.2 the F' distribution noncentrality parameter is,

)
nET (=102 4 (5) + (5) + (0)°)
p=—""0 = =11.72.

2 2
o 8

The F statistic will have dfireqiments =4 — 1 = 3 and df. = 4 (5 — 1) = 16 degrees of freedom. The power is 72% as determined from Equation 8.1:

Fy.95 = 3.239 = Fj.280,11.72-

From Piface> Balanced ANOVA (any model)> One-way ANOVA with:

=17.07

(<10 +(5) + (5)° + (0)°)
A= -1

145
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Select an ANOVA model

Chapter 8. Designed Experiments

|24

SDIA]

Value v ||707

SD[Within] A Sig;niﬁx:amel&
o o

OIEnS e One-way ANOVA
Builtinmodels | Ore-way ANOVA v | || options  Help
A ™ Fixed © Bandor
Title One-weay ANOVA levels[4] ]
Model A (Value v |4 o]
Levels Ad Within ¢ Fixe " Rende
Randoin fact n[Within] [
Ip Replicated  Ohservations per facior combinatio: | 5 | | Value ||5 |ﬂ
Study the power of... DifferencesiContrasts | F tests | IJa'-.-'a Applet Window

I.Java Applet Windaw

From PASS> Means> Many Means> ANOVA: One-Way:
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PA 63 AND i Outp
One Way ANOVA Power Analysis
I e N S S 1 -
3 Numeric Results
Symbals 2 | Background | Abbreyiations | Temnplate Std Dev Standard
Plat Text | Axes | ] | Symbals 1 Average Total of Means Deviation Effect
Data | Optians | e | Plat Satup Power n k N Alpha Beta {Sm) (S} Size
072038 500 4 20 0.05000 027962 612 8.00 07655
Find (Salve For): k [Murnber of Groups):
|Beta and Power ﬂ | 4 j heport Definitions

Pawer is the probabilty of rejecting a false null hypothesis. It should be close to one.
Hypothesized Means: nisthe average group sample size.

|4050 = kisthe number of groups.

Tatal M is the total sample size of all groups combined.

Contrast Coefficients (Optional): Alpha (Significance Level): Alpha isthe probabilty of rejecting = true null hypothesis. It should be small

[ x| s Bleta isthe probabilty of accepting a false null hypothesis. It should be small

Sim is the standard deviation of the group means under the aternative hypothesis.
n (Sample Size Multiplier): Bata (1-Pawerl: Standard deviation is the within group standard deviation.

L

L

[s EAREE! | The Effect Size iz the ratio of Sm to standard deviation.
Group Sample Size Pattern: S (Std Dev of Subjects): ﬂ Summary Statements
|Equa| ﬂ |8 ﬂ In & one-way ANOWA study, sarmple sizes of 5,5,5, and 5 are obtained from the 4 groups whose

means are to be compared. The total sample of 20 subjects achieves 72 % power to detect
differences armong the meansversus the aternatve of equal means using an F testwith a
0.05000 significance level The size of the variation in the means is represented by their

standard deviation which is6.12. The common standard deviation within a group is assumed to be
g.00.

MINITAB> Stat> Power and Sample Size> One-Way ANOVA cannot be used to solve this problem because it does not allow specification of the individual treatment
means or the standard deviation of the treatment means. The steps required to calculate the power from the model and error degress of freedom and the noncentrality parameter
using MINITAB> Calc> Probability Distributions> F are:

MTB invcdf 0.95;
SUBC f 3 16.

F distribution with 3 DF in numerator and 16 DF in denominator

P (~X~=~x~) X
0.95 3.23887

MTB cdf 3.23887;
SUBC £ 3 16 11.72.

F distribution with 3 DF in numerator and 16 DF in denominator and noncentrality parameter 11.72

X P (~X~=~x~)
3.23887 0.279568

Power = 1 - 0.280 = 0.720

Example 8.2 Determine the power of the ANOVA to reject Hy in a one-way classification design with four treatments and five observations per treatment if the treatment biases
from the grand mean are 7; = {—12,12,0, 0}. The four populations are expected to be normal and homoscedastic with o, = 8.
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Solution: From Equation 8.5 with ¢ = 24, the F’ distribution noncentrality parameter is

n(6\> 5 [/24\°
¢>=§<U—€> —§<§) = 22.5.

The F statistic will have dfireatments =4 — 1 = 3 and df. = 4 (5 — 1) = 16 degrees of freedom. The power is 95.4% as determined from Equation 8.1

Fo.95 = 3.239 = Fj.046,22.5-

From Piface> Balanced ANOVA (any model)> One-way ANOVA with:

J (=12 +(12)” + (0 + (0)?)
SA =

Select an ANOVA model

4-1

=9.80

Chapter 8. Designed Experiments

Options  Help B One-way ANOVA
Built-in models Cne-wray ANOVE W | Options  Help
A % Fized O Random SD[4] " Power[4] "
Title Dine-way AN VA levels[4] 3} |T";riallquE """'”9'S |ﬂ |v‘5'l“'3 v”'gﬂ? |ﬂ
Model A Vale v |4 |ﬂ SD[Within] " Significance le
e ¥ o
Levels At Within " Fixe * Randc
Fandom fact n[Within] ]
IIF Replicated  Ohservations per factor combinatio: | 5 | |Halue ' | |5 | ﬂ
Study the power of...  DifferencesfContrasts Ft I.Java Applet Aindow
IJava Applet Window

From MINITAB> Stat> Power and Sample Size> One-Way ANOVA:
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HNTE > F
SUBCH
SUBCH
SUBCH
AUBCH
SUBCH

owWer;

Onelay 4:
Sample 5;
MaxDifference 24;
Sigmwa 8;

GPCurve.

Power and Sample Size

One-way ANOVAL

Alpha = 0.05 Assumed standard deviation = 8 Nuwber of Levels = 4

33
Heans
Z88

Sample Max irmum
Size Power Difference
5 0.953578 Z4

The sample =ize is for each lewvel.

From PASS> Means> Many Means> ANOVA: One-Way:

Find (Solve For):

X

Power and Sample Size for One-Way ANOVA

Number of levels: |

Specify values For any two of the Following:

Sample sizes: | g

Values of the maximum
difference between means: | 24

Pawer values: |

Standard deviation: |5

Options. .. | Graph... |

Help OF | Cancel |

== PASS: Means: ANOVA: One Way Dutput

LIEARIEAL IR AN

Symbolz 2 | Background | Abbreviations | Template
Plat Text | Axes | Ele] | Symbols 1
Data | Cptions | Reports | Plat Setup

k (Murber of Groups):

| Beta and Power

x| ¢

Kl

Hypathesized Means:

|-121200

Contrast Coefficie

Kl

nts (Cptional): Alpha (Significance Level):

<] =

L

n [Sample Size Multiplier): Beta [1-Power]:

[s

Group Sample Sz

] fos

e Pattern: S (Std Dew of Subjects): =

| Equal

L«][8 1«

EANE

Opt 1 Template 1d: |

One Way ANOVA Power Analysis|

Numeric Results

Std Dev Standard
Average Total of Means Deviation Effect
Power n k N Alpha Beta {Sm) {S) Size
0.25355 s00 4 20 005000 004642 849 g.00 1.0607

References

Desu, M. W1 and Raghavarao, D. 1990. Sample Size Methodology. Academic Press. Mew Yark.

Fleiss, Joseph L. 1286. The Design and Analysis of Clinical Experiments. John Wiley & Sons. MNew York,

Kirk, Roger E. 1982, Experimental Design: Procedures for the Behavioral Sciences. Brooks/Cole. Pacific Grove,
California.

Report Definitions

Power is the probability of rejecting a false null hypothesis. It should be close to one.
n isthe average group sample size.

kis the number of groups.

Tatal M is the tatal sample size of all groups combined.

Alpha isthe probability of rejecting a true null hypothesis. It should be small.

Beta isthe probabilty of accepting a false null hypothesis. It should be small

S isthe standard deviation of the group means under the aternative hypothesis.
Standard deviation is the within group standard deviation.

The Effect Size is the ratio of Sm to standard deviation.

Summary Statements

In a one-way ANOVWA study, sample sizes of 5,5,5, and 5 are obtained from the 4 groups whose
means are to be compared. The total sample of 20 subjects achieves 95% power to detect
differences arnong the meansversus the aternative of equal means using an F testwith a
0.05000 significance level The size of the variation in the means is represented by their

standard deviation which is8.49. The common standard deviation within @ group is assumed to be
8.00.
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Example 8.3 In a one-way classification design with four treatments and five observations per treatment, determine the power of the ANOVA to reject Hy if the treatment biases
from the grand mean are 7; = {18, —6, —6, —6}. The four populations are expected to be normal and homoscedastic with o, = 8.
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Solution: From Equation 8.6 with ¢ = 24, the F’ distribution noncentrality parameter is

§\? 5x3/24\?
) = Z2) =33.75.
06) 4 <8>

The F statistic will have dfireqtments =4 — 1 = 3 and dfe = 4 (5 — 1) = 16 degrees of freedom. The power is 99.5% as determined from Equation 8.1:

¢

n(k—1)

k

(

.95 = 3.239 = Fp.005,33.75-

From Piface> Balanced ANOVA (any model) > One-way ANOVA with:

-

((18) + (=6)” + (=6) + (~6)°)

4-1

=120
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B Select an ANOVA model

oS e B One-way ANOVA

Built-in models Ore-way ANOV L b | Options  Help

A ™ Fied " Random SD[A] A Power[A] A
Title One-way ANOVA levels[4] 3} |THFIELhJLE e ” 12 |ﬂ |THFEELhJLE - ” P95 |ﬂ
Model A (Vahe v |4 o] | SDWithin) " Significance le
s of

Levels Ad Within " Fixe (* Randc

Random fact n[Within] -]

I|7 Replicated  Ohservations per factor combinatio: | 4 | |‘i.Falue M | |5 | ﬂ

Study the power of... DifferencesiContrasts | ‘Ftests | I.Java Applet Window

IJa'-.fa Applet Window

From PASS> Means> Many Means> ANOVA: One-Way:
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"ﬂ == PASS: Means: ANOVA: One Way Output
One Way ANOVA Power Analysis
el IS o e = e |
MNEW | OPEM| SAVE MAP. HAY PASS DATA ouT PLAY 3 Numeric Results
Symbols 2 | Background | Abbreyiations | Template Std Dev Standard
Plot Text | Axes | D | Symbols 1 Average Total of Means Deviation Effect
Dpata | Options | Reports | Plotsstup Power n k N Alpha Beta {Sm} (S) Size

059457 ao0 4 20 0.05000 000503 10.39 g.00 12590

Find [Salve For): k (Mumber of Groups):

|Beta and Povwer ﬂ | 4 ﬂ References ) .
Desu, M. M. and Raghavarao, D. 1990, Sample Size Methodology. Acadermic Press. Mew York,

Hypothesized Means: Fleiss, Joseph L. 1886. The Design and Analysis of Clinical Experiments. John Wiley & Sons. Mew York.

[ 18-5-5-6 = kirk, Roger E. 1982, Experimental Design: Procedures for the Behavioral Sciences. Brooks/Cole. Paciic Grove,
California.

Contrast Cosfficients [Optional): 2lpha [ Significance Lewvel):

[ x| s | Report Definitions
Pawer isthe probabilty of rejecting a false null hypothesis. It should be close to one.

n [Sample Size Multiplier): Beta [1-Power): nisthe average group sample size.

E RAEE - kis the number of groups.
Tatal M is the total sample size of all groups combined.

e St S Peflng 5 (¥ By e Sy ﬂ Alpha iz the probabilty of rejecting a true null hypothesis. It should be small

| Equal RARE -] Beta isthe probabilty of accepting a false null hypothesis. It should be small
Sim is the standard deviation of the group means under the atermative hypothesis.
Standard deviation is the within group standard deviation.
The Effect Size is the ratio of Sm to standard deviation.
Summary Statements
In 2 one-way ANOVA study, sample sizes of 55,5, and 5 are obtained from the 4 groups whose
means are to be compared. The total sample of 20 subjects achieves 99% power to detect
differences among the means versus the alternative of equal means using an F testwith a
0.05000 significance level The size of the variation in the means is represented by their
standard deviation which is 10.39. The common standard deviation within a group is assumed to

Opt 1 Template Id: | he8.00.

Example 8.4 Determine the power to reject Hy by one-way ANOVA when the treatment means are ;1; = {50, 30, 40,40, 40} and the sample sizes are n; = {12, 12,20, 20, 15}. The
five populations are expected to be normal and homoscedastic with . = 13.
Solution: The grand mean of the experimental data is expected to be

domip; (50 x 12) 4 --- 4 (40 x 15) _ 40
Sng 124---+15 -

The treatment biases relative to the grand mean are 7, = {10, —10, 0, 0,0} so the noncentrality parameter is

2 2 2 2 2
5 12 (10)? + 12 (~10) +12?())2(0) +20(0°+15(0)° _ o

The ANOVA will have dfireqtments =5 — 1 =4 and dfe = > n; — 1 — 4 = 74 degrees of freedom. The power is 84.7% as determined from Equation 8.1:

Fy.95 = 2.495 = F{ 153,14.2-



152 Chapter 8. Designed Experiments

8.2 Randomized Block Design

Example 8.5 Recalculate the power for Example 8.1 if the experiment is built as a randomized block design and the standard deviation of the population of block biases is

Oblocks = 4.
Solution: The F' distribution noncentrality parameter (¢ = 11.72) and the treatment degrees of freedom (dftreqtments = 3) Will be unchanged from the original solution, but if

the experiment is built in five blocks with one replicate in each block, the new error degrees of freedom for the RBD will be

dfe = dftotal - dftreatments - dfblocks
= 19-3-4
= 12

The power of the RBD is 68% as determined from
Fy.95 = 3.490 = Fp.32,11.72-

This is slightly lower than the original power (72%) because the RBD has fewer error degrees of freedom than the CRD. The RBD’s power is not affected by the block variation
because it separates that variation from the error variation that is used to determine the power.
From Piface> Balanced ANOVA (any model) > Two-way ANOVA (additive model) with:

Select an ANOVA model - o]

Options  Help Two-way ANOVA (additive model)
o - " Options  Hel
Builtin models | Two-way ANOVA (additive raode] v P P
A < Fired " Random SD[4] " Power[A] H
- (Value || 7.07 ok | [Vae |12 | o]
Title Twwa-weay ANOVA (additive madel) levels[A]
Value v | 4 | m<| SD[B] = 1 Power[B] = .05883
Model A+ B . A S S A B — e —rt | | ! |
1] 2 A 5] A 1 12 14 u] 2 A 5 A 1
Lewvels AdBS B {+ Fixed "~ Random r
SD[RESIDUAL] | Significance level 0.0s w
Random fact levels[B] H (Vare v|[2 | o]
[ Replicaied Value v |5 | ':"‘|
Study the power of...  Differences/Contrasts | F tests | I|JE'VE' Applet Window
I|Ja'-.fa Applet Window
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From PASS> Means> Many Means> ANOVA: Fixed Effect:

== PASS: Means: ANOVA: Fixed Effects or Factorial Output

Fixed Effects ANOVA Power Analysis

@ﬁ |ﬁ&%& & E Numeric Results

Data Reports | Template Std Dev
Total of Means Effect
Factors  Categories: Hypothesized Means: Alpha: Term Power n N df df2 (Sm) Size Alpha Beta
A ~| [wwsmss > [ =] A 0553139 1.00 20 3 12 5.124 0.765 005000 0.31861
B 005000 1.00 20 4 12 0,000 0,000 005000 025000
ve 5 | <] o <]
Standard Deviation of Subjects: 8.000
re | = | x| Joos x|
Hypothesized Effects: Report Definitions
e | =] Jos =] Power is the probability of rejecting a false null hypothesis.
nisthe average sample size of a cell (et of factor categories).
™ ac | j |U-05 j Tatal M is the total sample size of all groups combined.
df1 isthe numerator degrees of freedom.
LS x| Joos x| df2 isthe denominator degrees of freedom.
I~ aec | = Jos =] Smisthe standard deviation of the group means atwhich the power is calculated.
Effect Size is the ratio of S to standard deviation.
M Per Cell: S (Std Dew of Subjects): sb Alpha is the probability of rejecting a true null hypothesis.
[1 ~| = x| Bieta i the probabilty of accepting a falze null hypothesis.
Standard deviation is the within group standard deviation.
Summary Statements
Afactorial design with two factors at 4 and 5 levels has 200 cells (freatment combinations).
Atotal of 200 subjects are reguired to provide 1.0 subjects per cell The within-cell
standard deviation is8.000. This design achieves 65% power when an F testis used to test
factor A at a 5% significance level and the actual standard deviation among the appropriate
meansisB.124 (an effect size of 0.765) and achieves 5% power when an F test is used to test
factor B at a 5% significance level and the actual standard deviation among the appropriate
means is 0.000 (an effect size of 0.000).

Example 8.6 A 40-run experiment was performed using an RBD with k£ = 5 treatments and r = 8 blocks. The ANOVA table from the experiment is shown in Table 8.2. Calculate
the blocking efficiency and the increase in the number of runs required to obtain the same estimation precision for treatment means using a CRD.
Solution: The blocking efficiency as determined from Equation 8.13 is

(7Tx14)+ (8 x4 x4)
(Gx8—1)4
= 1.45.

That is, the CRD will require about 45% more runs than the RBD because it ignores the variation associated with block effects. Because the number of runs in the RBD was
kr = 40, the number of runs required for the CRD to obtain the same estimation precision for the treatment means would be Ekr = 1.45 x 40 = 58. Apparently the blocking was
beneficial and should be used in future studies.

8.3 Balanced Full Factorial Design with Fixed Effects

Example 8.7 A 2 x 3 x 5 full factorial experiment with four replicates is planned. The experiment will be blocked on replicates and the ANOVA model will include main effects
and two-factor interactions. Determine the power to detect a difference 6 = 300 units between two levels of each study variable if the standard error of the model is expected to
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be 0. = 500.
Solution: If the three study variables are given the names A4, B, and C and have a = 2, b = 3, and ¢ = 5 levels, respectively, then the degrees of freedom associated with the terms
in the model will be dfyiocks = 3, dfa = 1, dfp =2, dfc = 4, df ap = 2, df ac = 4, df pc = 8, and

dfe = dftotal - dfmodel
= (2x3x5x4-1)—3+1+2+4+2+4+38)
= 119-24
= 95.
From Equation 8.2, the F" distribution noncentrality parameter for variable A with treatment biases o; = —150 and «s = 150 is
2
ben Y- a2
i=1
o4 = T2
3% 5 x4 x ((7150)2 + 1502)
B 5002
= 10.8.

The distribution of F4 will have df4 = 1 numerator and df. = 95 denominator degrees of freedom, so the power associated with A is given by Equation 8.1:
Fo.95 = 3.942 = F1_r, 108,

which is satisfied by 74 = 0.908 or 90.8%.
Similarly, the F' distribution noncentrality parameter for B with biases
B, = —150, B, = 150, and 35 = 0 is

acn 23: B2
¢p = 7;?
2% 5 x 4 ((—150)2 +1502 + 02)
- 5002
= 72

The distribution of Fp will have dfg = 2 numerator and df. = 95 denominator degrees of freedom, so the power associated with B is given by
Fyos =3.093 = F1_7, 7.2,

which is satisfied by mp = 0.654.
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Finally, the F' distribution noncentrality parameter for C with biases
v, = —150, v, = 150, and v = v, =75 = 01is

The distribution of Fiz will have dfc = 4 numerator and df. = 95 denominator degrees of freedom, so the power associated with C'is given by

5
abn 3 v}

¢ _ i=1
c = ——

2
O¢

2% 3% 4 x ((—150)2+1502 +02+02+02)

= 4.32.

5002

Fo.95 = 2469 = Fi_7 432,
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which is satisfied by m¢ = 0.328. These three power calculations confirm by example that the power to detect a variable effect decreases as the number of variable levels increases.
From MINITAB> Stat> Power and Sample Size> General Full Factorial Design (MINITAB only reports the power for the variable with the most levels, which in this case

is C):

MNTE » Power:

3UBC> FDesign;

SUBCH NLevels 2 3 5;
SUBCH Reps 4;

SUBCH MaxDifference 300;
SUBCH Sigma 500;

SUBCH ToOrder 2:

SUBCH FitE:

AUEC> Alpha 0.05;

SUBCH GPCurve.

Power and Sample Size

General Full Factorial Design

Alpha = 0.05 Assumed standard dewviation = 500
Factors: 3 Nuwber of lewels: 2, 3, 5

Include terms in the model up through order:
Include blocks in model.

Max i Total
Difference Reps Runs Power
300 4 1z0 0.328605

2

Power and Sample e fo ENera actorial Design

Mumber of levels for each Factor in the model:

235

Specify values For any two of the Following:

Replicates: | 4

Walues of the maximum difference | 300
between main effect means:

Power walues: |

Standard deviation: 500

Design. ..

Power and Sample Size for General Full Factorial - Design rg|

Hell
ﬁ Includs terms in the model up through order:  |ZI ~

v Include blocks in model (design blocked on replicates)

Help OF

Cancel
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From Piface> Balanced ANOVA (any model) > Three-way ANOVA with

sA = \/(2 (150)2) /(2-1)=212.1
55 = \/(2 (150)% + (0)2) /(3—1) = 150.0
so = \/(2 (150)% + 3 (0)2) /(5—1) = 106.1
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Three-way ANOVA

X

From PASS> Means> Many Means> ANOVA: Fixed Effect:

-
. eSO Options Help
Options Help
. Bl Fied ( Randm SD[BI] = 1 Power{BI] = 05002
Builtin models Thues ey ANOV A v e e IR Sl SR E
1] 2 4 k k| 1 12 14 0 2 A I k| 1
Tevels[B1] = 4
A : B a
O 1 2 1 4 g SDIA] Power|4]
Title Three-way ANOVA Vi v 2121 o | Ve ] om0 | o |
A #Fed (" Random
B+ A+ B+ C+ AT + A°C + BC : :
Model SDEE] " Powerfp] H
Levels Bl4AZBICSH levels[4] =2 Vi v 150 o | v v 6538 | o
D 0 0
Random factors SD[C) Power[C]
\ & ~ Value + | |106.1 ok | |Valne s || 3288 ak
v Replicated Ohservations per factor combination 1 3 e o | ‘ ‘ | ‘ | ‘ ‘ | |
- SD[A*B] =1 Power{A*B] = 05001
Study the power of... DiﬁerencesICDntrasts‘ Ftests| I?W’lsm],j . (S S E— : — #4 | | ; ; |
0 X 5 . b2 a4 B A 1 12 1a o 2 1 i a 1
SDA*C]=1 Power[A*+C] = 05001
€ @Fed Radn e |+ F{[I]I —
i] 2 4 K k| 1 12 14 1} 2 4 I k| 1
Tevels[C] = 5
— | SDEB*C]=1 Power[B+C]=.05001
0 01 2z 2 4« 5 & A S s [ e
1] 2 4 k k| 1 12 14 0 2 A I k| 1
SD[RESIDUAL] " Significancelevel 005
Vi v 500 \

157
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==/ PASS: Means: ANOVA: Fixed Effects or Factorial QOutput

@ﬁ |ﬁ&%$ & E Numeric Results

Fixed Effects ANOVA Power Analysis

Data Reports | Template Std Dev
Total of Means Effect
Factors  Categories: Hypothesized Means: Alpha: Term Power n N df df2 (Sm) Size Alpha Beta
P BRE <] o =] A 080217 4.00 120 1 a5 140,000 0.300 0.05000 009733
B 06427 4.00 120 2 a5 122474 0245 0.0s000 0.34573
Ve |3 x| |-s01s00 x| Jos ¥ C 0.32908 4.00 120 4 a5 94 565 0.150 0.05000 0E7092
AR 005000 4.00 120 2 a5 0,000 0,000 0.0s000 055000
Me |5 x| |-seseooo x| foos -] AC O0s000 400 120 4 98 0000 0000 005000 0.95000
Hypothesized Effects: BC 005000 4.00 120 g a5 0,000 0,000 0.0s000 055000
¥ AE | oo -
a | J | J Standard Deviation of Subjects: 500,000
Voac | x| Jos +]
Summary Statements
il Ee | ﬂ |U'05 ﬂ Afadorigdesign with three factors at 2,3, and 5 levels has 300 cells {treatment
I~ aec | =] Jos =] combinations). Atatal of 1200 subjects are required to provide 4.0 subjects per call. The
within-cell standard deviation is 500.000. This design achieves 90% power when an F testis
N Per Cell: 5 (Std Dev of Subjects): 50| used to test factor A at a 5% significance level and the actual standard deviation amang the
|4 x| 500 | appropriate means is 150,000 (an effect size of 0.300), achieves 65% power when an F testis
used to test factor B at a 5% significance level and the actual standard deviation amang the
appropriate meansis 122.474 (an effect size of 0.2458), achieves 33% power when an F testis
used to test factor C at a 5% significance level and the actual standard deviation among the
appropriate means is 24,868 (an effect size of 0.190), achieves 5% power when an F testis used
to testthe AB interaction at a 5% significance leveland the actual standard deviation amang
the appropriate means is0.000 (an effect size of 0.000), achieves 5% power when an F testis
used to test the AC interaction at 2 5% significance level and the actual standard deviation
among the appropriate means is0.000 (an effect size of 0.000), and achieves5% power when an F
testis used to test the BC interaction at a 5% significance level and the actual standard
deviation among the appropriate means is0.000 {an effect size of 0.000).

MINITAB doesn’t have a built in capability to do sample size and power calculations for multi-way ANOVA, however, the custom macro power.mac (posted at www.mmbstatistical.com/Sampl
can be used to calculate the power for one design variable at a time in a balanced multi-way ANOVA. For the first variable:

MTB Spower cl
Executing from file: C:\Program Files\Minitab 15\English\Macros\power.MAC

Do you want to specify your design from the terminal or from a column?

If from terminal a column will be created in the column specified.
Otherwise the column specified will be the input.

(terminal=1, column=2)
DATA 1

How many runs are in one replicate?
DATA 30

How many replicates?
DATA 4

How many levels does the variable have?
DATA 2
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How many model degrees of freedom are there?
DATA 24

What is the standard deviation?
DATA 500

What is the smallest difference that you
want to detect between two levels?

DATA 300

N 120.000
Runs 30.0000
reps 4.00000
Levels 2.00000
dfmodel 24.0000
dferror 95.0000
Fecrit 3.94122
lambda 10.8000
sigma 500.000
delta 300.000
Power 0.901990

8.4 Random and Mixed Models
Piface can calculate sample size and power for random and mixed models but MINITAB and PASS can not.

Example 8.8 A balanced full factorial experiment is to be performed using a = 3 levels of a fixed variable A, b = 5 randomly selected levels of a random variable B, and n = 4
replicates. Determine the power to reject Hy : o; = 0 for all i when the A-level biases are a;; = {—20,20,0} with op = 25, 045 = 0, and 0. = 40. Assume that the AB interaction
term will be included in the ANOVA even though its expected variance component is 0.

Solution: The ANOVA table with the equations for the expected mean squares is shown in Table 8.3. From the ANOVA table, the error mean square used for testing the A effect
(that is, the denominator of F4) is

MS&(A) - MSAB
62+ noyp.

The noncentrality parameter for the test of the fixed effect A is given by Equation 8.15:

a
2
(e'n
ND. o

¢A - a MSE(A)
3% 5x4(—-20)" 4 (20)* + (0)°
B 3 (40)* + 4 (0)°

= 10.
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With df4 = 2, dfap = 8, and o = 0.05 in Equation 8.1
Fo.95 = 4.459 = F1_7 10.0,

which is satisfied by 7 = 0.640.
From Piface> Balanced ANOVA (any model) with:

4= \/((—20)2 +(20)% + (0)2) /(3—-1)=20

_ Mixed Model E[E

Select an ANOVA model Options  Help
cptions Help A % Fid (" Random SD[4] " Power[A] H
Dultin models (e o ov) Aaff e T R
o . T SDIB] " Power(B] .
Title Mixed Model Vale (25 | o] [Vaie || 628
B { Fied {* Random
Model |57 ™ SDIA*B] " Power[A*B] .
. A3B5 n:[Bl:=5: i U | [vae w0 o] [vae v 05 o]
Random fac | B S SD [Within] " Significance leve (005 v
i ivpp (e Walue -+ (|40 ok
v Replicaied Ohzervations per factor combinay | 4 Within € Fizet (¢ Randon | = ” |J
n[Within] = 4 “
Study the power of...  Differences/Contrasts | F tests | (I S— —
n 1 2 a d A =1
I|Java Applet WWindow
I|Java Applet windaw

Example 8.9 Determine the power to reject Hy : 0% = 0 when o = 25, 045 = 0, and o, = 40 for Example 8.8. Retain the AB interaction term in the model even though its

variance component is 0.
Solution: The ANOVA table with the equations for the expected mean squares is shown in Table 8.3. From Equation 8.19 under the specified conditions, the expected Fg value
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is approximately

E(MSp)
E(MSap)
O’? + nUiB + ana2B
o +no%p
(40)* + 4 (0)* + 3 x 4 x (25)*
(40)* + 4 (0)°

E(Fp) =~

12

~

~ 5.69.

With dfp = 4, dfap = 8, and a = 0.05, the critical F' value for the test for the B effect is F{ g5.4,5 = 3.838, so from Equation 8.20 the power is approximately

3.838
S < F
T (5.69 < °°>
~ P(0.675 < F < o0)
~ (.618.

See Piface solution to Example 8.8.

8.5 Nested Designs

Example 8.10 A is a fixed variable with three levels and B is a random variable with four levels nested within each level of A. The nested design is crossed with a five-level fixed
variable C and one replicate of the experiment will be built. The model to be fitted is: A+ B (A) + C + AC + BC. Find the power to detect a difference § = 40 between two levels
of A assuming that the standard deviations for the random effects are o5 = 12, op¢ = 4, and o, = 10.

Solution: The ANOVA table with the equations for the expected mean squares is shown in Table 8.4 where the «; are the A-level biases, the 7; are the C-level biases, and the ~;
are the AC interaction biases. The error mean square used for testing the A effect is MS.(4) = M Sp(4). The noncentrality parameter for the test of the fixed effect A is given by
Equation 8.15:

axbxexn Zi:1al2
a 02 +nohe + oy
3x4x5x1(-20)%+ (20)° + (0)?

3 (10)* + (4)* +5 (12)*
= 19.14.

b4 =

With df4 = 2, dfpa)y = 3 (4 — 1) =9, and o = 0.05 in Equation 8.1:
Foo5 =4.256 = F1_7 19.14

which is satisfied by = = 0.915.
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From Piface> Balanced ANOVA (any model) with:
2(20)* + (0)*

SA = = 20.0
3—-1
£ ested rando e L]
E4 Select an A A mode
i Select an ANOVA model =) Options  Help
Options  Help
Buili-in models ested Fctorl s 3 4  GFed  C Random SDI4] ™ Power[4] 4
- esled Iacto: S1TT
[Valee (20 | on | [vame || 5155 | ox
. : . : levels[4] = 3 a
Subjects are randomized to groups, each subject receives all treatments ) ) ) I \

i ted rand del o 2 i . L) ¢ PowerBl- g4 "
Title |nese random mode | |Value v||12 | ok | g 5 M 5 A .
Model A+BIA) + G+ A+ BRC | Bid) © Fired % Random SDICI-1 -

_ A | ———— =1 i — f f {
Levels |ABEI405 | n,[B(A)],_4 ) ) I ) ) 002 4 & @ 1 12 14 0 2 a & a 1
o 1 2 a a4 3 &
Randon factors |B | SD[A*C] =1 Power[A*C] = 05756
e W Y , . . |
[~ Replicated C (¢ Fied " Random o 2 4 & a 1 12 1 ol oz a & a 1
- " | * L Power[B* =
Study the power of...  DifferencesiContrasts | F tests | EmlHE=e L SDIB*C(] HBCE)] = MaN
i | (e v
SD[RESIDUAL] 0.0s v
[Vl +|[10

8.6 Two-Level Factorial Designs

Example 8.11 Use the method of Equation 8.24 to determine the number of replicates required to detect an effect of size § = 6 with 90% power in a 2* experiment when o = 10.
Assume that the ANOVA model will include main effects and two-factor interactions.

Solution: With ¢ ~ z in the first iteration of Equation 8.24, the number of replicates required to deliver 90% power to detect the difference § = 6 between two levels of a design
variable is

2
1 2 (10

> &

S
Y

Another iteration (not shown) confirms that n = 8 is the correct number of replicates.
See Example 8.12.

Example 8.12 Use the method of Equation 8.21 to confirm the solution to Example 8.11.
Solution: By Equation 8.22 the F' distribution noncentrality parameter is
6\ 2
¢ =8x2'2 <—> = 11.5.

10
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The central and noncentral F' distributions will have df; = 1 numerator and df. = dfiota1 — dfmoder = (8 x 2% — 1) — (44 6) = 117 denominator degrees of freedom. The power,
determined from the condition

Foos = Fi_z115
3.922 = Fjogo,11.5

is T = 0.920 or 92.0%. This value is slightly larger than the 90% goal because the calculated value of n was fractional and was rounded up to the nearest integer. With n = 7 the
power is slightly less than 90%.

From Piface> Balanced ANOVA (any model) with:
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Random factors |

Options  Help
A  Fied ( Random SD[4] ™ Powerla] 71| splarcy=1 Power[A*C] = 08677
e — A
el -2 o [ w428 | o] [vale v |[ 5202 lod| o= « &2 N oM, o . .
|_|_|_|_I_|_|
o 5 1 15 bt SD[B]=1 . P'o_urm1=.1z47 SDIA*DI=1 Power(4*D] = 08677
e At e+ R——+—+—
021.6.8:1211 o 2z a4 & a A 021.6.8:1211 0121.6.81
B (% Fied { Random
SD[CI=1 Power[C] =.1247 SD[B*C]=1 Power[B*C] = .08677
- B | ————r—t =+ Rf———+—
IEW]S[B]—Z 021.6.81-1211 0+2 4 & E: 1 021.6.8:1211 012 4 & E: 1
|_._|_|_I_|_|
L] a 1 13 2 23 2
SDD]=1 Power[D] = .1247 SD[B*D] =1 Power[B*D] = .08677
_ e e+ ettt —— At
© @+ Foed  Random 002 4 & & 1 12 1a 02 s & A 1 002 4 & & 1 12 1a 0 2 4 & A 1
vt~ g o " ppeaen S ocwy L f v
|| e e e e
. [ I
D Fimd . SD[Residual] Significance leve
o e w0 o
levels[D] = 2 a ==
Select an ANOVA model
L] a 1 13 2 23 2 N
Options  Help
Residual ¢ Fixer * Rando: Built-in models |(Deﬁ.ne OUY OWH) v|
f o a
Replications = 8
0I 2I ; 6‘ a IIO |I2 Title 2n4 |
Model |A+EI+C+D+A*EI+A*C+A*D+EI*C+EI*D+C*D |
Ll |A2E|20202 |

v Replicated Ohservations per factor combination 8

Study the power of...  DifferencesiContrasts | :

From MINITAB> Stat> Power and Sample Size> 2-Level Factorial Design (with 5 terms removed from the model: four three-factor interactions and the one four-factor
interaction):
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NTE » Power:
SUBC» FFDeaign 4 16:

SUBC> Effect 6;
SUBCH Power 0.90;
SUBC> CPElock O;
SUBCs Sigma 10;:
SUBC> Croit 57
SUBCH Fit:

SUBC> FitE:

SUBC: GPCurve.

Power and Sample Size

Z2-Level Factorial Design

Alpha = 0.05 Assumed standard deviation = 10

Factors: 4 Base Design: 4, 16
Elocks: none

Nurber of terms owitted from model: 5

Center Total Target
Points Effect EReps Runs Power Actual Fower
a & g 1z8 0.9 0.920162

Power Curve for 2-Level Factorial Design

HTE >

MNumber of Fackors: 4
Mumnber of corner points: '167

Specify values fi
Replicates:

Effects:

Power values: | 0,90

Mumber of center points per block: | i)

Standard deviation: 10

Help

or any three of the Following:

B

Design...
Power and Sample Size for 2-level Factorial - De... kﬂ

Nurnber of blocks:

MNumber of terms omitted from model: |5

v Include term for center points in model
Jv Include blocks in model

Help OF | Cancel
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Example 8.13 Suppose that two more two-level variables were added to the 2* experiment with n = 8 replicates from Example 8.11 without any increase in the total number of
runs. Calculate the power for the resulting 2° experiment.
Solution: The 25 experiment must have n = 2 replicates to maintain the same number of runs as the original experiment. Because 8 x 2* = 2 x 25, the F distribution noncentrality

parameter will be unchanged. The new error degrees of freedom for the F distributions will be df, = (2 x 26 — 1) — (6 4 15) = 106. The power, determined from

Fo.95
3.931

F177T,11

.5

Fo.o81,115

is 7 = 0.919 or 91.9%. This example confirms that adding variables to a 2 design without increasing the total number of observations has little effect on the power provided that
the error degrees of freedom remains large.

From Piface> Balanced ANOVA (any model):
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Qptions  Help
A @ Fied ¢ Random SDIA] " Power[4] 7| spB*cy=1 Power[B+C] = 08671
I . . . . | | | ] | | | | |
evel[A] 2 - [Vale v |[4.243 |0K||Valus || 9198 |m<| == Fi= Mt
0 s 1 13 ! AR 3 Sclect an ANOVA mode = . " PoerBDl-086TL
Options  Help a ||2 |In 0'_1 é L é ,Ia |I
B Fied ¢ Random L
Built-in models |(Define your owm) v Power{B*E] = 08671
- a e ——+ e f
ltlwe]s[IB]—Zl ) I ) , a T o1z o1a o Uz a 8 a 1
o 5 1 15 1 25 3
Title 26 | Power{B*F] = .08671
L l Il Il [ Il Il il Il Il
. ~ ———t =t— . } } !
< Lied o Model BB+ G D+ E+F+ATB AP C+A D+ A E e+ B C+BPD+BE+BFeCoDa | 2 T 12 e e 2 e s A
" | Dl =
levels[C] =2 Levels [A2B2C2D2E2F2 | I A
M 5 i 15 ! 2'5 :; a1 12 1a o L 2 a & a 1
Random factors | |
D @ Fized  { Rando Power[C*E] = 08671
e . [ Replicated Ohservations per facior comhination 2 —f—— i f f f !
a 1 12 14 o 2 a ] a 1
- " |
lfve]s[.m _? A I \ , Study the power of... Differences/Contrasts | F tests | Power[C*F] = .08671
[ i 1 15 2 23 a i : t t .‘=J| t t t t |
o 2 a ] a 1 12 14 o 2 a ] a 1 o 2 a ] a 1 12 14 o 2 a ] a 1
E  @Fied O Random SD[A*C] = 1 Power[4*C] = 08671 SD[D*E] =1 Power[D*E] = 08671
L L L L L | | i | | | | | | L L L L L | i i | | | | | |
le‘,e]sm=2 I | o 2 a ] a II 12 14 o L 2 a ] a 1 o 2 a ] a II 12 14 o L 2 a ] a 1
o s 1 15z 25 2 SD[A*D] =1 Power[A*D] = 08671 SDD+F] = 1 Power{D*F] = .08671
i L L L . | i ' il ' | | ' | | . . L . I ' ' | ' | | | 1
. o 2 a ] a II 12 14 o L 2 a ] a 1 o 2 a ] a II 12 14 o L 2 a ] a 1
F * Fized " Random
ol | splaEI=1 Power[4*E] = 08671 SDIE*F] = 1 Power[E*F] =.08571
levels[F] = 2 I e = —+ } } } ! e —t— f f f {
} : : : I } | 00z a4 B A 1 12 s ] 2 4 & a 1 002 a4 & A 1 12 s 0 2 4 & a 1
o A 1 13 2 23 a
SD[A*F] =1 Power[4*F] = 08671 SD[Residual] " Significance level
;  Fimd —t— ] ——+ —t— } — ! |
Residual Fired Randorn 0 02 4 B A& 1 12 1a o 2 4 & a 1 |Valus VHID | (=L
Replications = 2 H
o 5 1 15 1 25 3

From MINITAB> Stat> Power and Sample Size> 2-Level Factorial Design (with 42 terms removed from the model: 20 three-factor interactions, 15 four-factor interactions,
6 five-factor interactions, and the one six-factor interaction):
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HTE » Power; P .::@
SUBC> FFDesign & 64; Mumber of Factors: '57

SUBC> Reps &;

SUBC> Effect A; Mumber of corner paints: &4

SUBCH CPElock O:

SUBCH Figma 10; Specify values For any three of the following:

SUBC: Omit 42; Replicates: |2

SUBC> FitC;

STRCH FitB; Effects: |6

SUBCH GPCurve.

Pawer walues: |

Power and Sample Size Mumber of center points per block: |0
Z2-Level Factorial Design Standard deviation: '107

Alpha = 0.05 Assumed standard deviation = 10

Design. ..

Factors: [ Base Design: 6, 64 -
Elocks: none Power. and Sample Size for. 2-Level Factorial - De... §|
Nurber of terms owitted from model: 42 Help Hurmber of blocks: 1
MNumber of terms omitted from model: | 42
Center Total
Points Effect EReps Runs Power
u] [ 2 128 0.919727 Iv Include term for center points in model

Jv Include blocks in model

Help OF | Cancel |

Example 8.14 Derive a simplified expression for the total number of observations required for a 2* experiment to detect a difference § between two levels of a design variable
assuming o = 0.05 and 8 = 0.10. Under what conditions should this expression be valid?

Solution: From Equation 8.25 the total number of replicates required for a 2% design to have 90% power to detect a difference § between two levels of a design variable is
approximately

O\ 2
n2k > 4(20.025+Zo,10)2 <?)

> 42 (%)2. 8.1)

This condition will be strictly valid when df. is large so that the ¢ ~ z approximation is well satisfied.
Example 8.15 How many replicates of a 2% design are required to determine the regression coefficient for a main effect with precision § = 300 with 95% confidence when the

standard error of the model is expected to be o = 600?
Solution: If the error degrees of freedom are sufficiently large that ¢y 925 = 2.025 then

Lo L (196600 2
= 93 300
2,

v
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With only 2 x 2% = 16 total runs, the ¢.025 ~ 20.025 assumption is not satisfied. Another iteration shows that the transcendental sample size condition is satisfied for n = 3
replicates of the 23 design.

Example 8.16 What is the power for the 27;," design with two replicates to detect a difference of § = 10 between two levels of a design variable if o, = 5?

Solution: With two replicates the total number of experimental runs will be 2 (2*~1) = 16. Because the experiment design is resolution IV, the model can include main effects and
only three of the six possible two-factor interactions, so dfinoder = 4 + 3 = 7. Then, the error degrees of freedom will be df, = (16 — 1) — 7 = 8. The F' distribution noncentrality
parameter associated with a difference of 6 = 10 between two levels of a design variable is given by a slightly modified form of Equation 8.22:

2
6 = nalp)-2 <5> 8.2)
o
2
= 2x 2012 <10>
5
— 160

where p = 1 accounts for the half-fractionation of the full factorial design. Then, by Equation 8.21

Foos = Fi_r16
5.318 = Fp.063,16-

The power ism =1 — 0.063 = 0.937.
From MINITAB>> Stat> Power and Sample Size> 2-Level Factorial Design:

Power Curve for 2-Level Factorial Design

NTE » Power: 5 5 5 I
’ Power and Sample Size for 2-Level Factorial Design .
SUEC>  FFDesign 4 8: P B E'
BUBCH Reps 2; Murnber of Fackors: 4
SUBC> Effect 10;
SUBCH CPBElock O: Mumber of corner points: E
SUBC> Sicma 5:
SUBC> FitcC: Specify values For any three of the following:
SUBC> FitE; Replicates: |2
SUBCH GPourve.
Effects: | 10
Power and Sample Size Barey s |
z-Level Factorial Design Murnber of center poinks per block: | il

Alpha = 0.05 Assumed standard deviation = 5 Standard deviation: [

Factors: 4 Base Design: 4, §
Blocks: none Design...

Options. .. | Graph... |
Center Total

Points Effect Reps Runs Power Help Ok | Caneel |

u} io Z 16 0.936743
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Example 8.17 How many replicates of a 2, ' design are required to have 90% power to detect a difference § = 0.4 between two levels of a design variable? Assume that ten of
the fifteen possible terms will drop out of the model and that the standard error will be o = 0.18.

Solution: If a model with main effects and two factor interactions is fitted to one replicate of the 27, ' design, there will not be any degrees of freedom left to estimate the error,
so either the experiment must be replicated or some terms must be dropped from the model. Under the assumption that the number of replicates is large, so that we can take
t ~ z in the first iteration of Equation 8.24, we have

1 5 0.18) 7
no2 W(zo.o%-f-zo.lo) Wi

0.532.

V

Obviously, the ¢t ~ z approximation is not satisfied, so at least one more iteration is required. If only one replicate of the half-fractional factorial design is built and ten of the
fifteen possible terms are dropped from the model, the error degrees of freedom will be df. = 15 — 10 = 5. Then, for the second iteration of Equation 8.24, we have

> ! t i 01
n =z W(oms-ﬁ- 0.10) O

(2.228 +1.372)° (O 8)

Z 2(5-1)—2 0.4

0.656,

v

which rounds up to n = 1. Calculation of the power (not shown) confirms 7 = 0.98 for one replicate.

From MINITAB> Stat> Power and Sample Size> 2-Level Factorial Design:
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Power Curve for 2-Level Factorial Design ] ]
Mumber of Factors: 5

HTB > Fower:; Murnber of corner points: 16

SUBC> FFDesign 5 16;

SUEC> Reps 1; Specify values Far any three of the Following:

SUBC> Effect 0.4; Replicat

SUBC> CPElock O: I |1

SUBC> Sigma 0.18; Effects: |04

SUBC> Croit 10

SUBCH FitC: Power values: [

SUBC> FitE:

Mumber of center points per block: | il
SUBCH GFCurve.

Power and Sample Size Standard deviation: | 0,18

Z-Lewvel Factorial Design Design...

Alpha = 0.05 Assumed standard deviation = 0.18 Optians... | araph... |

Factors: 5 Base Design: 5, 16 Help oK | Cancel |
Elocks: none

Number of terms owitted from model: 10

Power and Sample Size for 2-Level Factorial - De... Pz|

Mumber of blocks: 1

Center Total
Points Effect Reps Runs Power
a 0.4 1 16 0.97870z2 Murmber of terms omitted From model: | 10]

Iv Include term for center points in model

Power Curve for 2-Level Factorial Design [ Include blocks in madel

UTE > Help OF | Cancel

Example 8.18 How many replicates of a 9-variable 12-run Plackett-Burman design are required to detect a difference § = 7000 between two levels of a variable with 90% power
if the standard error is expected to be o = 4000?

Solution: Plackett-Burman designs are resolution III, so their models may contain only main effects. If the experiment is run with only one replicate, then df. = (12 — 1) —9 =2
and the large-sample approximation is obviously not satisfied. If enough replicates are run so that the large-sample approximation is satisfied, then with o = 0.05, 5 = 0.10 and
t ~ z, the approximate number of replicates required is

S
v

4000) 2

4 2
5 (196 +1.282) (7000

> 2.

Another iteration confirms that two replicates are sufficient to achieve 90% power.
From MINITAB> Stat> Power and Sample Size> Plackett-Burman Design:
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UTE > Power; Power, and Sample Size for Plackett-Burman Design g|
3UBC> PEDezsign 9 12;
SUBCH> Effect 7000; MNumber of Factors: g
SUBC> Fower 0.0 Mumber of corner points: 1z
SUBCH CPEBlock 0O;
SUBCH Sicma 4000;
SUBCH FitC: Specify values for any three of the Following:
SUEC>  GPCurve. Replicates: [
Effects: | 7000

Power and Sample Size

Power values: | 0.90

Plackett-Burman Design Mumber of center points: |0

Standard deviation: | 4000

ALlpha = 0.05 Assumed standard deviation = 4000

Factors: =] Design: 12
Center pts (total): O
P t ! Design...
Cpkions. .. | Graph... |
Center Total Target [P L0

Points Effect Reps Runs Power Actual Power o ,Tl c I |
0 7000 2 24 0.9 0.975221 =P e

8.7 Two-Level Factorial Designs with Centers

Example 8.19 Calculate the power to detect a difference § = 1400 between two levels of a study variable in a 2* design with three replicates built in blocks with two center points
per block. Include terms for main effects, two-factor interactions, lack of fit, and blocks in the model. The standard error is expected to be o = 1000.
Solution: The experiment will have 3 (23 + 2) = 30 total observations, so the total degrees of freedom will be df;otq; = 29. The degrees of freedom for the model will be

dfmodel = dfblocks + dfmaz'n ef fects + dfinteructions + deOF
= 243+43+1
9,

so the error degrees of freedom will be
dfe == dftotal - dfmodel =29 -9 =20.

The power 7 to reject Hy : § = 0 for the main effect of any one of the study variables is given by Equation 8.21 with one numerator and twenty denominator degrees of freedom
where the F' distribution noncentrality parameter, as given in Equation 8.22, is

4y (1400
— 2572
¢ = 3x <1000)
11.76.

With o = 0.05 and

Fi_qo Fi_r4
Foos = 4351 =Fi_r3g17,
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we find the power to be 7 = 0.903.
From MINITAB>> Stat> Power and Sample Size> 2-Level Factorial Design:

MTE > Power: P a1
SUBC> FFDesign 3 8; 2 it
SUBC> Reps 3: Mumber of Factors: 3
AUBCH Effect 1400;
STUECH CPBlock 2: Mumber of corner points: )
SUBC> Sigma 1000;
SUTECS Elocks 3: Specify values for any three of the Following:
SUBCH Cmit 1; Replicates: |3
SUEC> FitC; .
SUBC> FitE; ects: | 1400
SUBC> GPCurve. Power values: |
Power and Sample Size Murnber of center points per block: |2
Z-Level Factorial Design Standard deviation: 1000
Alpha = 0.05 Assumed standard deviation = 1000
Design...
Factors: 3 Base Design: 3, 8 ;
EBlocka: 3 Options. .. | Graph... |
Nundber of terms omitted from model: 1 Help oK | Cancel |
Including a term for center points in model.

Including hlocks in model.
Power and Sample Size for 2-Level Factorial - De... @

Center MNumber of blocks: ,317
Points
Per Total MNumber of terms omitted from model: 1
Elock Effect EReps Runs Power
2 1400 3 30 0.903295

[v Include term for center points in model
Jv Include blocks in model

Help OF | Cancel |

Power Curve for 2-Level Factorial Design

HTE =

Example 8.20 Determine the ratio of the precisions of the estimates for the lack of fit and main effects in a 2% plus centers design when two center points are used per replicate.
Solution: From Equation 8.39 with k = 4 and ny = 2 the ratio of the lack of fit and main effect precision estimates will be

5o o1
p— 1 —_—
5 )

= 3.

That is, the confidence interval for the lack of fit estimate will be three times wider than the confidence interval for the main effects.

8.8 Response Surface Designs

Example 8.21 How many replicates of a three-variable Box-Behnken design are required to estimate the regression coefficients associated with main effects, two-factor interac-
tions, and quadratic terms to within § = -2 with 95% confidence if the standard error is expected to be o = 5?
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Solution: A first estimate for the number of replicates required to estimate the regression coefficients associated with main effects is given by Equation 8.43 with t( 925 ~ 2 and,
from Table 8.5 for the BB (3) design, SSarain Effects = 8 is

1/2x5)

8 2

4.

S
v

Y

With n = 4 replicates, the error degrees of freedom will be

dfe = dftotal - dfmodel
= (4x15-1)—9
= 50,

so the approximation for tg g25 is justified. Another iteration with n = 3 replicates indicates that the precision of the regression coefficient estimates would be slightly greater

than 6 = 2, so n = 4 replicates are required.
From Table 8.5 for two-factor interactions, SSinteraction = 4, 0 the number of replicates required to estimate the regression coefficients associated with two-factor interactions

with confidence interval half-width § = 2 with 95% confidence is
2
n > 1 <t0.025 X 5>
- 4 2

> 6.

From Table 8.5 for quadratic terms, SSguqdratic = 3.694, so the number of replicates required to estimate the regression coefficients associated with quadratic terms is

2
n > 1 t0.025 X 5
3.694 2

7.

Y]
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Chapter 9

Reliability and Survival

9.1 Reliability Parameter Estimation

Example 9.1 How many units must be tested to failure to determine, with 20% precision and 95% confidence, the exponential mean life ;?
Solution: From Equation 9.6 with a = 0.05 and § = 0.2, the required number of failures is

2
1.96
= (=) =o7.
" (020)

From PASS> Means> One> Inequality (Exponential):

'ﬂE‘ == PASS: Mean: Exponential: 1 Output
Exponential Mean Power Analysis
REEERIIREIEN A |
MEW | OPEM| SAVE HMAP HAY PRSS DATA ouT FLAY STATS Nlllllerlc Resu"s
Symbals 2 |  Background |  Abbrevistions | Template Test Based on Theta-hat with Fixed Running Time 0 and Without Replacement Sampling.
Plot Text | Axes | s | Symbals 1 HO: Theta =Thetal. Ha: Theta =Thetal <> Thetal. Reject HO i Theta-hat <= Theta L or Theta-hat »= Theta U.
Data | Options | REErE | Flot setup | Time Target Actual Target Actual Theta Theta
Power N ) Thetal Thetal Alpha Alpha Beta Beta L u
Find (Sohve For): Alternative Hypothesis: 050379 9710000.000 1000 1200 005000 005000 0.45621 01 1198
|Beta and Power j |Ha: Thetall == Thetal j
Thetal (Baseline Mean Life]): Termination Criterion:
[ 100 > | |Fied Time using Theta-hat = | Summary Statements
Thatst (Alkermative Mean Lifs): Replacement Method: Asample_sme of 97 achieves50% power to detedt_he drﬁergnc_e between the null hypothesis
[0 =] [witout Rep : | rnean lifetime of 100.0 and the aterative hypothesis mean lfetime of 120.0 at a 0.05000
et Replacemen significance level (alpha) using a two-sided test hased an the elapsed time. Faiing tems are
M (Sample Size): Alpha (Producer's Risk: not replaced with new terms. The study is terminated when it has run for 10000000 tirme units.
E | Jous -]
b0 [ Test Duration Time): Beta [Consumer's Risk):
| 10000 x| | |
I E(t0) based on Thetal v [MHurnber of Failures):
[ ~]

175
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From MINITAB> Stat> Reliability/Survival> Test Plans> Estimation:

MTE > Etestplan;

SUBC> EPtile 63.2;
SUBC> Dlower 2Z0;
SUBC> Weibull;

SUBC> SJetd 1;

SUBC> ScLocation 100;
SUBC> TwoSided.

Estimation Test Plans
Uncensored data

Estimated parasmeter: 63.2th percentile
Calculated planning estimate = 99,9672
Target Confidence Lewvel = 95%

Precision in terms of the lower bound of a
two-=sided confidence interval.

Planning distribution: Exponential
Seale = 100

Aetual

Sample Confidence

Precision Size Level
Z0 75 95.1330

MTE > Etestplan;

SUBC> EPtile 63.2;
SUBC: Dupper 20;
SUBC> Weibull;

SUBC: Setd 1;

SUBC> SeLooation 100;
SUBC: TwoSided.

Estimation Test Plans
Uncensored data

Estimated parameter: 63.2Zth percentile
Calculated planning estimate = 99,9672
Target Confidence Lewvel = 95%

Precision in terms of the upper bound of a
two—-=sided confidence interval.

Planning distribution: Exponential
Seoale = 100

Actual

Samwple Confidence

Precision Size Level
z0 118 95.0499

Estimation Test Plans

Parameter to be Estimated
* Percentile for percent: 63,2

i Reliability at time:
Precisions as distances from bound of CI to estimate:
Lower bound j | 20

Assumned distribution:  [weibull -

Specify planning values For bwa of the Following:

Shape {weibull) or scale (other distributions):

,17
Scale {weibull or expa) or location {other dists): 100
Percentile: ’7 ’7

Percentile: ’7 ’7

3

Right Cens...

Interval Cens...

Options...

o]

Help Cancel
Estimation Test Plans g|
Parameter to be Estimated Right Cens...

* Percentile For percent: 63.2

—

Precisions as distances from bound of I to estimate:

Upper bound |20
Assumed distribution:  |weibull -

Specify planning values for two of the Following:
Shape (Weibull) or scale {other distributions):

i~ Reliability at time:

—

Scale {weibull or expo) or location (other dists): 100

Percentile: | |

Percentile: | |

Help

Interval Cens...

Cpkions. ..

-

Cancel

Chapter 9. Reliability and Survival

Example 9.2 How many units must be tested to failure to determine, with 20% precision and 95% confidence, any failure percentile under the assumption that the reliability

distribution is exponential?

Solution: The conditions required to estimate the failure percentiles are the same as those in Example 9.1, so the same number of failures required is r = 97.
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From PASS> Means> One> Inequality (Exponential):

'ﬂE == PASS: Mean; Exponential: 1 Qutput
Exponential Mean Power Analysis
Eln=g ¢([2(e(a|8] & _
MEW | OPEM| SAVE HMAP HAY PRSS DATA ouT FLAY STATS Nlllllerlc ReSlI"S
Symbals 2 |  Background |  Abbreyistions | Template Test Based on Theta-hat with Fixed Running Time 10 and Without Replacement Sarmpling.
Plat Text | Ages | Ele} | symbols 1 HO: Theta = Thetal. Ha: Theta =Thetal <= Theta0. Reject HO if Theta-hat <= Theta L or Theta-hat == Theta L.
Data | Sptions | Reports | Plot Setup | Time Target Actual Target Actual Theta Theta
Power N 0 Thetal Thetal Alpha Alpha Beta Beta L u
Find (Sohve For): Alternative Hypothesis: 050379 9710000000 1000 1200 005000 005000 049621 801 1199
|Beta and Power ﬂ |Ha: Thetall == Thetal ﬂ
Thetal (Baseline Mean Life): Termination Criterion:
[100 v | |Fixed Time using Theta-hat = | Summary Statements
Thetal (Alkermative Mean Life): Replacement Method: Asample_size of 97 achieves50% power to detedt_he cI'rFfera_-nc_e between the null hypothesis
= - rnean lifetime of 100.0 and the aterative hypothesis mean lfetime of 120.0 at a 0.05000
| | [withoust Replacement [~ significance level (alpha) using a two-sided test hased on the elapsed time. Failng iterns are
M (Sample Size): Alpha (Producer's Risk: not replaced with new terms. The study is terminated when it has run for 10000000 tirme units.
E x| foes |
b0 ([Test Duration Time): Eeta [Consurer's Risk):
| 10000 =1 |
I E(t0) based on Thetal v [MHurnber of Failures):
[ ~

Example 9.3 How many units must be tested to failure in an experiment to determine, with 95% confidence, the exponential reliability to within 10% of its true value if the
expected reliability is 80%?

Solution: From Equation 9.12 with oo = 0.05, § = 0.10, and R= 0.80, the required number of failures is

1.961n (0.80) \ >
= (=) =90
" ( 0.10 ) 0

Example 9.4 How many units must be tested to failure to estimate, with 20% precision and 95% confidence, the Weibull scale factor if the shape factor is known to be § = 2?
Solution: The goal of the experiment is to obtain a confidence interval for the Weibull scale factor of the form given by Equation 9.17 with § = 0.20 and
a = 0.05. From Equation 9.19 the required number of failures is
1. :
T = 196 = 25.
2 x0.20

The Weibull scale parameter is the 63.2% percentile. From MINITAB> Stat> Reliability/Survival> Test Plans> Estimation:
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HTE > Etestplan: P 1
SUBC> EPtile 63.2: L m
SUBCH Dlower 20; .
STEC Weibulls Parameter to be Estimated Right Cens...

. &+ Percentile for percent: 53,2 ————
ITECH Setd 2: Interval Cens...
SUBC> ScLocation 100; ™ Reliability at time:
SUBC>  TwoSided . ! ! OpITE o0

. Precisions as distances from bound of CT ko estimate:

Estimation Test Plans Lower bound 7] |20

Assumed distribution:  |weibull -
Tneensored data
Specify planning values For two of the Following:
Estimated parameter: 63.2th percentile Shape (Weibull) or scale {other distributions): z
Calculated planning estimate = 99,9536 Scale (Weibul ) Lttt ey iy
Target Confidence Level = 95% cale {weibull or expo) or location {other dists): 100
Percentile:

Precision in terms of the lower bound of a

two-sided confidence interwval. Percentile:

Ok
Planning distribution: Weibull

Scale = 100, 3hape (true values)] = 2 Help Cancel
Estimation, Test Plans - Options @

Aotual

Sample  Confidence Iv Assume shape (Weibull) or scale (other distributions) is known
Precision Size Level
Z0 Z0 95.4090

Confidence level: a5.0

Confidence interval: 'W‘
Help [0]4 | Cancel |

The MINITAB solution for the upper bound is n = 29, so the average of the two sample sizes is consistent with the approximate solution.

Example 9.5 How many units must be tested to failure to estimate, with 95% confidence, the Weibull shape parameter to within 20% of its true value?
Solution: The goal of the experiment is to produce a 95% confidence interval for § of the form given by Equation 9.20 with § = 0.20. From Equation 9.24 with a = 0.05, the

required number of failures is
o196 N\
"\ rxo020) T

Example 9.6 How many units must be tested to failure to estimate the Weibull reliability with 5% precision and 95% confidence when the expected reliability is 90%? Assume
that the Weibull shape factor is known.

Solution: The desired confidence interval will have the form of Equation 9.31. From Equation 9.35 with § = 0.05, a = 0.05, and R= 0.90, the required number of failures is

1.645 (1—0.9\)?2
7"_(0.05( 0.9 )) =19

Example 9.7 An experiment is planned to estimate, with 95% confidence, the time at which 10% of units will fail to within 1000 hours. The life distribution is expected to be
normal with &; = 2000 and all units will be tested to failure.
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Solution: With z, /5 = 20.025 = 1.96 and 2y = 20.10 = 1.282 in Equation 9.40, the sample size is

1. 2 2 1.282)2
Lo (96><OOO> L (1282)

= 28.

From MINITAB> Stat> Reliability/Survival> Test Plans> Estimation:

MTE > Etestplan;
SUBC> EFtile 10;
SUBC> Dupper 1000
SUBC> Normal:

SUBC> ShScale 2000;
SUBC> SoLocation O;
SUBC> Two3ided.

Estimation Test Plans
Uncensored data

Estimated parasmeter: 10th percentile
Caleulated planning estimate = -2563.10
Target Confidence Lewvel = 95%

Precision in terms of the upper bound of a
two-zided confidence interval.

Planning distribution: Normal
Location = 0, 3cale = 2000

Aotual

Sample Confidence

Precision Size Level
1000 Z8 95.0065

1000 2

Parameter ko be Estimated

* Percentile for percent: 10
" Reliability at time:

Precisions as distances from bound of CI to estimate:

Upper bound j |IDDD

Assumed distribution: ’m

Specify planning values for two of the Following:

Shape (wWeibull) or scale {other distributions): ’W
Scale (weibull or expa) or location {other dists): ’07
Percentile: ,7 ,7
Percentile: ’7 ’7

Help

Confidence level: Q5.0

Confidence interval: ,W‘
Help QK |

ﬁan

Right Cens...

Inkerval Cens...

Options...

QK

Cancel

Estimation Test Plans - Options @

[ Assume shape (Weibull) or scale (other distributions) is known

Cancel

—
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Example 9.8 What sample size is required to estimate, with 95% confidence, the 24000 hour failure probability of a product to within 2% if the life distribution is expected to be

normal with g ~ 20000 and o ~ 2000?

Solution: With « = 24000 and Zz = (24000 — 20000) /2000 = 2, the required confidence interval for the 24 hour failure probability has the form

P (<T> (2) = 0.02 < & (z = 24000; 11, o) < B (2) + 0.02) = 0.95.
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From Equation 9.44 the required sample size to obtain this interval is

From MINITAB>> Stat> Reliability/Survival> Test Plans> Estimation the calculated sample sizes are n = 20 for the upper bound and n = 147 for the lower bound. Their

average, n = 84, is in good agreement with the approximate solution.

20,0059 (2)
0.02
(1.96 x 0.0540

0.02
85.
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(1 + %22>
)2<3>

J File Edit Data Calc Stat Graph Editor Tools ‘Window Help

E I R =R Y IS T
|x TOON = Lo

| T

| EREorE vl @B E| 5
=X Al %|Q

Estimation Test Plans
Uncensored data

Esztimated parameter: Relisbhility at time = 16000

Calculated planning estimate = 0,977250
Target Confidence Lewvel = 595%

Planning distribution: Normal

Location = 20000, S3cale = 2000
Aotual

Sample Confidence

Precision Size Level
0.0z z0 95.4338

Estimation Test Plans
Uncensored data

Esztimated parameter: Relisbhility at time = 16000

Calculated planning estimate = 0.977250
Target Confidence Lewvel = 95%

Planning distribution: Normal

Location = 20000, Scale = 2000
Aotual

Sample Confidence

Precision Size Level
0.0z 147 95.0309

Precision in terms of the upper bound of a two-sided confidence interval.

Precision in terms of the lower bound of a two-sided confidence interval.

Estimation Test Plans |§|
Parameter ko be Estimated Right Cens...
" Percentile for percent: 63,2 = |
Interval Cens...
& Reliabilicy at time: | 16000 (prree—
- N . Cptions. ..
Precisions as distances from bound of CT ko estimate:
Lower bound LI I 0.0z
Assumed distribution: INormaI j
Specify planning values For two of the Following:
Shape {(Weibull) or scale {other distributions): I 2000
Scale {weibull or expo) or location {other dists): I 20000
Percentile: I Fercent: I
Percentile: I Fercent: I
QK
H;Ipl Canicel

Estimation Test Plans - Options

I~ Assume shape (Weibull) or scale {other distributions) is known

Confidence level: 95.0

Confidence interval: ITwo-sided - I
Help | OK I

Cancel
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9.2 Reliability Demonstration Tests
Example 9.9 How many units must be tested for 200 hours without any failures to show, with 95% confidence, that the M TT'F of a system exceeds 400 hours. The life distribution
is exponential and the test is time terminated.
Solution: We must determine the value of n with r = 0 failures in ¢’ = 200 hours of testing such that
P (400 < p < 00) = 0.95.
From the f’ equation for the exponential distribution from Table 9.1 with 1, = 400, the ¢’ = 200 hour failure probability is

1— e*t//l“o

f/

— ] _ ¢—200/400
= 0.3935.

With r = 0 and a = 0.05 the smallest value of n that satisfies Equation 9.46 is n = 6 because

(b(0;6,0.3935) = 0.04977) < (a = 0.05).

From MINITAB> Stat> Reliability/Survival> Test Plans> Demonstration:

X

Demonstration Test Plans
MTE > DtestPlan 0;

Minirmumn Yalue to be Demonstrated
SUBC> MTTF 400 ; Graphs...
[— TTime 200 ™ Scale (Weibull or expo} or location {other dists): omi?
SUBC:H Exponential; ™ Percentile:
SUBCH GPOPGraph.

™ Reliability:

Demonstration Test Plans & MTTF: 400
Relisbility Test Plan Maximurn number of Failures allowed: o

Distribution: Exponential
MTTF Goal = 400, Target Confidence Lewvel = 95%

™ Sample sizes: |

(v Testing times For each unit: |2gg

Aotual Distribution Assumptions
Failure Testing Sample Confidence Distribution: Exponential -
Test Time Size Level ; o
u] 200 5 05,0213 Shape (Wweibull) or scale {other distributions):

QK
Help Cancel

Example 9.10 Determine how long ten units must be life tested with no more than one failure during the test period to demonstrate, with 90% confidence, that the mean life is
greater than 1000 hours. Assume that the life distribution is exponential.
Solution: The goal of the experiment is to demonstrate that

P (1000 < p1 < 00) = 0.90.
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With n = 10 and r = 1, Equation 9.46 gives

éob (m;n - 10, f’) —0.10

Chapter 9. Reliability and Survival

(9.48)

which is satisfied by f’ = 0.337. From the ¢’ equation for the exponential distribution from Table 9.1, the required duration of the test in hours is

t =

—pgln (1 — I
—1000in (1 — 0.337)
411.

From MINITAB>> Stat> Reliability/Survival> Test Plans> Demonstration:

MTE > DtestPlan 1:

SUBCH
SUBCH
SUBCH
SUBC>
SUBCH

MTTF 1000 ;
Sample 10;
Exponential;
GPOPGraph;
Confidence 90.

Demonstration Test Plans

Reliahility Test Plan

Distribution:

Exponential

MTTF Goal = 1000, Actual Confidence Lewvel =

Failure
Test

Sample Testing
Size Time
10 410,751

Q0%

Demonstration Test Plans

Minimur Yalue to be Demonstrated

i Scale {Weibull or expo} or location {other dists): ’7
" Percentile: ’7 ’7
™ Reliability: |7 |7
OISR FUT
Maximum number of Failures allowed: '17
¥ Sample sizes: | 10

™ Testing times for each unit: |

Distribution Assumpkions

Distribution:  |Expanential -

Shape (wWeibull) or scale {other distributions):

Help

3

Graphs...

Cptions. ..

=]

Cancel

Example 9.11 Determine how long ten units must be life tested with no more than one failure during the test period to demonstrate, with 90% confidence, that the Weibull scale
factor is at least 1000 hours. Assume that the Weibull shape factor is known to be 8 = 2.
Solution: The design parameters of the RDT are the same as in Example 9.10, so Equation 9.48 still applies and the end-of-test failure probability is f = 0.337. From the ¢’
equation for the Weibull distribution from Table 9.1, the required duration of the test in hours is

Mo (—In (1= f))?

1000 (—in (1 — 0.337))2

641.

From MINITAB>> Stat> Reliability/Survival> Test Plans> Demonstration:
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MTE » DtestPlan 1;
SUBC> SecLocation 1000;
SUBC> Sample 10;
SUBC> Weibull;

SUBCH Shicale 2:
SUBC> GPOPGraph:
SUBCH Confidence 90.

Demonstration Test Plans

Substantiation Test Flan
Distribution: Weilkhull, 3hape = 2

Soale Goal = 1000, Actual Confidence Lewel = 90%

Failure 3Zample Testing
Test Size Time
1 10 640.898

Demonstration, Test Plans

Mirimum Yalue ko be Demonstrated
t* Scale {Weibull or expo) or location {other dists): 1000

" Percentile:
¢ Relisbilty: [~
cowmre [
Maximum number of Failures allowed: '17
+ Sample sizes: | 10

" Testing times for each unit: |

Distribution Assumptions

Distribution:  [yweibull 5

Shape (Weibull) or scale {other distributions); | 2

Help

3

Graphs...

Cpkions. ..

Cancel
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Example 9.12 Determine how long ten units must be life tested with no more than one failure during the test period to demonstrate, with 90% confidence, that the mean life is

at least 1000 hours. Assume that the life distribution is normal with ¢ = 100.

Solution: The design parameters of the RDT are the same as in Example 9.10, so Equation 9.48 applies and the failure probability is f' = 0.337. From the equation for ¢’ from
Table 9.1, the required duration of the test in hours is

From MINITAB> Stat> Reliability/Survival > Test Plans> Demonstration:

W+ zpo

10000 + zp.337 (100)
10000 + (—0.42 x 100)
958.
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MTE > DtestPlan 1:
SUBCH MTTF 1000 :
SUBC> Sample 10;
SUBCH Normal:

SUBC> ShScale 100;
IUBCH GPOPGraph;
SUBCH Confidence 90.

Demonstration Test Plans

Felisbility Test Flan
Distribution: Normal, Scale = 100
MTTF Goal = 1000, Actual Confidence Lewvel

Failure 3Zample Testing
Test Size Time
1 10 957.592

Q0%

Demonstration, Test Plans

Minimum Yalue ko be Demonstrated

" Percentile:
 Relisbilty: [ [
+ MTTF: [tooo

Maximum number of Failures allowed: ’17

" Scale (Weibull or expa) or location {ather disks):

% Sample sizes: | 10

" Testing times for each unit: |

Distribution Assumptions

Distribution:  [mormal =]

Shape (wWeibull) or scale {other distributions): | 100

Help

Chapter 9. Reliability and Survival

Example 9.13 How many units must be tested for 400 hours without any failures to demonstrate 90% reliability at 600 hours , with 95% confidence? Assume that the reliability

distribution is exponential.

Solution: In terms of the 600 hour failure probability, the goal of the experiment is to demonstrate

P (0 < f(600) < 0.10) = 0.95

based on a sample of size n tested to ¢’ = 400 hours with r = 0 failures. From Table 9.2 the equation for f’ for the exponential distribution gives

fl

Withr =0, f/ = 0.0678, and « = 0.05, Equation 9.46 gives

which is satisfied by n = 43.

From MINITAB> Stat> Reliability/Survival> Test Plans> Demonstration:

1— (1= fo)!'/*
1-(1- 0.10)400/600

0.0678.

b(0;7,0.0678) < 0.05,
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EH & B oo B tiéi Q7@ ABEOHE T EEE
[ I | ¢

HTB > DtestPlan 0: Demonstration Test Plans &|
SUBCH Reliability 0.90; —
SUBC> Time 600 Minirurn Yalue ko be Demaonstrated Graphs...
SUBC> TTire 400 ; ™ Scale {Weibull or expo) or location {other dists): —
SUBC>  Exponential; ’ Options...
SUBC>  GPOPGraph. € Percentile:

" Reliability: |0,a0 Tirne: 600
Demonstration Test Plans

cowre [
Reliability Test Plan Maximum number of Failures allowed: i}
Distribution: Exponential

Failure
Test
a

Relisbility Goal = 0.9,

Testing
Time
400

Sample
Size
43

Aetual
Confidence
Level
95.1215

Target Confidence Lewvel = 95%

™ Sample sizes: |

{+ Testing times for each unit: | 400
Distribution Assumptions
Distribution:  |Exponential -

Shape {Weibull) or scale {other distributions):

Help

o]

Cancel

Example 9.14 How long must ten units be life tested with no more than one failure during the test period to demonstrate, with 80% confidence, that the 3000-hour reliability is

at least 90%. Assume that the life distribution is Weibull with g = 1.8.

Solution: The goal of the experiment is to demonstrate that

or in terms of the failure probability

With n = 10, r = 1, and a = 0.20, Equation 9.46 becomes

P (0.90 < R (3000) < 1) = 0.80

P (0 < £(3000) < 0.10) = 0.80.

1
> b(x;10, 1) <0.20,
=0

which is satisfied by f’ = 0.271. From the equation for ¢’ for the Weibull distribution from Table 9.2 with fy = 0.10 and ¢y, = 3000, the test time is

3000 (

5523.

From MINITAB>> Stat> Reliability/Survival > Test Plans> Demonstration:

In(1— 0.271))1/1‘8

In (1 —0.10)
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J File Edit Data Calc Stat Graph  Editor Tools  Window  Help

| S@8 1@ o B t1éi O BT T Rl
[NTEoN - b | — | D e [

MTE > DtestPlan 1;
SUBC> Reliability 0.90;
SUBC> Time 3000 ;

Demonstration Test Plans |z|

Minimurn Value to be Demanstrated

Graphs...
SUBC> Sample 10; ™ Scale (Weibull or expo) or location {other dists): I ==
SUBC>  Weibull:  Percenti — Options. ..
SUBC>  ShScale 1.8: ercentie: | ercent; | —
SUBCH GPOPGraph; * Reliability: |p,20 Time: |3ggg Demonstration Test Plans - Options |X|
ITECH Confidence 80. —
= MTTF: I
} Confidence level: I a0
Demonstration Test Plans Maximumn number of Failures allowed: I 1
Felishility Test Plan @ Sample sizes: |10

oK I Cancel

Hel
Distribution: Weikbull, Shape = 1.8 =P |

Relisbhility Goal = 0.9, Aotual Confidence Lewel = 80%

™ Testing times for each unit: |

Distribution Assumptions

Distribution: IWeibuII LI
Failure Sample Testing

Test Size Time Shape {Weibull) or scale {other distributions): I 1.8
1 10 5523.01

QK

Help | Cancel

Example 9.15 How many units must be tested for 140 hours with no more than one failure to demonstrate that the 100 hour reliability is at least 95% with 90% confidence?
Assume that the reliability distribution is normal with o = 20.
Solution: The goal of the experiment is to demonstrate

P (0 < f(100) < 0.05) = 0.90

based on a sample of size n tested to ¢ = 140 hours with no more than r = 1 failures. From Table 9.2, the equation for z4 for the normal distribution gives

t' —to
= et T

140 — 100
= 2005t o0

= —1.645+2.0
0.355,

which is satisfied by [ = ® (—oco < z < 0.355) = 0.639. With r =1, f’ = 0.639, and e = 0.10, Equation 9.46 becomes

1
> b(x;n,0.639) < 0.10,
=0

which is satisfied by n = 5.

From MINITAB> Stat> Reliability/Survival> Test Plans> Demonstration:
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>3 Minitab - Untitled - [Session]

J File Edit Data Calc 3Stat Graph Editor Tools  Window Help
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NTE > DtestPlan 1:

SUBC> Reliskbility 0.95;
SUBC> Time 100
SUBC> TTime 140 ;

I d@live+pzll  dIX[Q

Demonstration Test Plans M|

E=EloEE hekallEye]=l

Minimum Yalue to be Demonstrated

" Scale (Weibull or expo) or location (other dists): I

Graphs...

Options. ..
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SUBC> Haormal; " Percentile: I Percent: I
SUBC> ShScale 20; 5 4
SUEC>  GPOPGraph: @ Relisbiity: [0.95 Tme: [0 Demonstration Test Plans - Options
SUBCH Confidence 90.
& MTTF: I Confidence level: Igg|
Demonstration Test Plans Maximum number of Failures allowed: I 1
Relishility Test Plan (" Sample sizes: | Help | oK I Cancel
Distribution: Normal, Scale = Z0 {* Testing times for each unit: IHD

RBeliakbility Goal = 0.95, Target Confidence Lewvel = 90%
Distribution Assumptions

Distribution: INormaI j
Aotual
Failure Testing Sample Confidence Shape (weibull) or scale {other distributions): |2g
Test Time Size Level
1 140 5 93,9462 QK

Help | Cancel

Example 9.16 How many units must be tested without any failures to ¢, hours to demonstrate 90% reliability at to hours with 95% confidence? Assume that the distribution is
Weibull.
Solution: The goal of the experiment is to demonstrate

P (0 < f(ty) < 0.10) = 0.95.
With fy = 0.10 and ¢’ = ¢, in the Weibull equation for f’ from Table 9.2

B
1—(1- 0.10)@%)
= 0.10.

]
|

With f/ = 0.10, » = 0, and « = 0.05, Equation 9.46 is
b(0;n,0.10) < 0.05,

which is satisfied by n = 29. This is just a case of the rule of three: n = 3/ fo.

Example 9.17 How long must 50 units be tested without any failures to demonstrate that the time at which the first 1% of the population fails exceeds 400 cycles? Assume that
the life distribution is exponential and use the 95% confidence level.
Solution: The goal of the experiment is to demonstrate that

P (400 < tg.o1 < OO) = 0.95.
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From Equation 9.46 with r = 0, n = 50, and a = 0.05

b(0; 50, f') < 0.05,

which is satisfied by f’ = 0.058. From the exponential form of ¢’ from Table 9.2 with ¢, = 400, the required duration of the test in cycles is

t/

0

400

n(1—f)

l?’L (1 — f())

In (1 —0.058)
In(1—0.01)

= 2380.

From MINITAB> Stat> Reliability/Survival> Test Plans> Demonstration:

MTE > DtestPlan 0O;

SUBCH
SUBCH
SUBC:
SUBCH
SUBC:

PTile 1;
Time 400;
Semple 50;
Exponential;
GPOPGraph.

Demonstration Test Plans

Reliakhility Test Plan

Distribution:
Percentile Goal = 400,

Failure
Test

Sample
Size

Exponential

Testing

Tite

S50 E354.58

Actual Confidence Level = 95%

Demonstration, Test Plans g

Minirurn Yalue ko be Demaonstrated Graphs...
™ Scale {wWeibull or expo) or location {other dists):

Options. ..
f» Percentile: | 400 Percent: |1

i Reliability:
= MTTF: [

Maximum nurnber of Failures allowed:

T

% Sample sizes: | 50

™ Testing times for each unit: |

Distribution Assumptions

Exponential -

Shape (Weibull) or scale {other distributions):

Distribution:

QK

Cancel

Help
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Example 9.18 How many units must be tested to 30,000 cycles without any failures to demonstrate, with 95% confidence, that the 20,000 cycle reliability is at least 90%? The life
distribution is known to be Weibull with g = 3.1.

Solution: The goal of the experiment is to demonstrate that

P (20000 <tg.10 < OO) = 0.95.

The equation for f’ for the Weibull distribution from Table 9.2 with fo = 0.10, ¢y = 20000, ¢’ = 30000, and 3 = 3.1 gives

f/

1-(1

_ fo)(t//tO)B

1-(1- 0.10)(30000/20000)“‘~1

0.3095.
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Then, with r = 0, f' = 0.3095, and a = 0.05, Equation 9.46 gives

which is satisfied by n = 9.

b (0;n,0.3095) < 0.05,

From MINITAB> Stat> Reliability/Survival > Test Plans> Demonstration:

MTE » DtestPlan 0O;

SUBC> Reliability 0.90;
SUBC> Time 20000 ;
SUBC> TTime 30000 ;
SUBC> Weibull;

SUBC> ShScale 3.1;
SUBC> GPOPGraph.

Demonstration Test Plans

Relishility Test Plan
Distribution: Weibull, 3hape = 3.1

Demonstration Test Plans

Minirurn Yalue ko be Demaonstrated

™ Scale {Wweibull or expo) or location {other dists):

" Percentile:
» Reliability: |00 Tirne: 20000
" MTTF: [

Maximum nurnber of Failures allowed: i}

™ Sample sizes: |

Relisbility Goal = 0.9, Target Confidence Level = 95% @+ Testing times for sach unit: [ 30000

Actual

Failure Testing 3Zample Confidence
Test Time dize Level

a 30000 9 96.4305

9.3 Two-Sample Reliability Tests

Distribution Assumptions

Distribution:  |yeibull r

Shape (Weibull) or scale {other distributions): | 3,1

Help

Graphs...

Options. ..

Cancel

£
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Example 9.19 A reliability experiment is to be performed to compare the mean life of two different product designs. Determine the power to reject Hy : 11y = pu, in favor of
Hy : py > pig when gy = 200 hours and p, = 100 hours using two different strategies: a) ny = ng = 30 units, all tested to failure and b) ny = 40, ny = 20, and the test will be

suspended when 90% of the units from one of the two designs have failed. Assume that both life distributions are exponential

Solution:

a) With n; = ny = 30 units tested to failure, the F' test critical value will be Fj g5 60,60 = 1.534 and by Equation 9.55 the power will be

From PASS> Means> Two> Independent> Inequality (Exponential):

°((

100
200 X 1.534) <F< oo)

P (0.767 < F < 00)

0.846
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Symbols 2 | Background | Abbrewiations | Template
Plak Text | Axes | =) | Symbals 1
Data | Cptions | Reports | Plat Setup
Find [Salve Far): Alternative Hypaothesis:
|Beta and Pawer ﬂ |Ha: Thetal = Thetaz ﬂ
Thetal (Group 1 Mean Life): M1 (Sample Size Group 1):
| 200 RMRES =l
Theta2 (Group 2 Mean Life): Mz [Sample Size Group 2):
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Report Definitions

Pawer is the probability of rejecting a false null hypothesis.
N1 isthe number of failures needed in Group 1.

N2 isthe number of failures needed in Group 2.

Alpha is the probabilty of rejecting a true null hypothesis.
Beta is the probabilty of accepting a false null hypothesis.
Thetal is the Mean Life in Group 1

ThetaZ is the Mean Life in Group 2.

Summary Statements

Sarmples of size 30 and 30 achieve 85% power to detect a diference between the mean lfetime in
group 1 of 200.0 and the mean lfetirme in group 2 of 1000 at 2 0.05000 significance level

(alpha) using a one-sided hypothesis based on the F distribution.

Chapter 9. Reliability and Survival

CEX

Thetal/
Theta2
200000

b) Under H, in the second strategy, the second treatment group has fewer units with lower mean life so they should be exhausted first. The time at which 90% or 18 of
these units will have failed is expected to be about ¢ = —1001n (0.1) = 230 hours. At the same time about 40 (1 — e=23%/200) = 27 of the units from the first treatment group are
expected to fail. If the test is suspended then, with z; = 27 and z2 = 18, then the power will be

™

100
P — x I F
((200 X 0.95,54,36) <r < OO)

P(0.842 < F < 0)
0.721.

Under the second strategy, the test will end much earlier (i.e., when the 18th unit with 100 hour mean life fails versus when the 30th unit with 200 hour mean life fails); however,

at the penalty of reduced experimental power.

Example 9.20 Determine how many units must be included in a study to compare the survival rates of two treatments using the log-rank test if the control treatment is expected
to have about 20% survivors at the end of the study and the study should have 90% power to reject Hy if the experimental treatment has 40% survivors at the end of the study.
Assume that the hazard rates are proportional and that the sample sizes will be equal.

Solution: From the expected end-of-study conditions under H 4 the log-hazard ratio is estimated to be

so the required sample size is

’I’L1:n2:(

rTA X~

In (0.40)

— 7 = 0.5693,
In (0.20)

2
20.05 + 20.10 1 " 1 _ 79
In (0.5693) 1-02 " 1-04



9.3. Two-Sample Reliability Tests

From PASS> Survival and Reliability> Log-Rank Survival (Simple):

=% PASS: Log Rank Survival: Simple Output

@@ﬁ i’&ﬁ& Q @ Numeric Results

Log Rank Survival Power Analysis - Simple

Symbals 2 | Background | Abbreviations | Template Hazard One-Sided
Pl Text | Axes | ] | Symbals 1 Power N N1 N2 S1 S2 Ratio Alpha Beta
Data | Options | REErE | Flot setup | 0.9009 163 g2 81 0.2000 0.4000 056593 00500 0.0931
Find [Salve For): M (Total Sample Size):
|N ﬂ | ﬂ Summary Statements
51 (Proportion Surviving 1): EreE i G (s A one-sided log rank testwith an overal sarmple size of 163 subjects (ofwhich 52 are in group
|020 ﬂ |05 ﬂ 1 and 81 are in group 2) achieves B0% power at 2 0.0500 significance levelto detect a
. c difference of 0.2000 between 0.2000 and 0.4000--the proportions surviving in groups 1 and 2,
S2 (Proportion Surviving 2): 5 Proportion Lost in Follows Up: respectvely. This corresponds to a hazard ratio of 0.5693. The propartion of patients lost
during follow up was0.0000. These results are based on the assumption that the hazard rates
[os = P - .
are proportional
Alpha v one-Sided Eeta [ 1-Power]:
| o5 x| Jow |

Example 9.21 Compare the power of the log-rank test to the power of the two-sample test for exponential mean life for Example 9.19b.

191

Solution: Because the hazard rate of an exponential distribution is constant, the proportional hazards assumption is satisfied. At 230 hours with s; (¢') = 2/20 = 0.10 and

s (t') = 13/40 = 0.325 the hazard ratio under H 4 will be

In (0.325)

22 .488.
m(0.10) 458

raA =

With na/ny =2, di (') = 18, and ds (') = 27, the 23 value from Equation 9.64 is

1-0.488
= %% /2(18 + 27) — 1.96 = 0.50.
%= T 2(04s9) V2 18+

Then the power for the log-rank testis 7 = ® (—oo < z < 0.50) ~ 0.69, which is slightly less than the power for the two-sample exponential test for mean life, which was = = 0.72.

The two-tailed test was used here to match the power obtained in Example 9.19.
From PASS> Survival and Reliability> Log-Rank Survival (Simple):
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= PASS: Log Rank Survival: Simple Dutput

Log Rank Survival Power Analysis - Simple

R g AR |
MNEW DPEN EHUE HHP MAY PHEE DHTH auT PLAY STRTS NlllllerlC ReSlI"S
Symbals 2 Background | Abbreviations | Template Hazard One-Sided
Plat Text Bes | o | Symbols 1 Power N N1 N2 S1 52 Ratio Alpha Beta
Data | Options | Ragorts | Plotsstup | 06562 =il 40 20 0.1000 0.3250 0.4381 0.0s00 03435
Find (Salve Far): M [Tatal Sample Size):
Summary Statements
[Beta and Power =l e = A one-sided log rank test with an overall sample size of B0 subjects (ofwhich 40 are in group
&1 [Erapiten Surdising Ereperisn in @ (s 1 and 20 are in group 2) achieves 66% power at a 0.0500 signficance levelto detecta
|0.10 j | REEEE ﬂ d'rFferen_ce 0fD.2_2SD betwaen 0.1000 and D.SZ_SD-—the proportions sur\r_iving in gr_oups1 and 2,
respectvely. This corresponds to a hazard ratio of 0.4881. The proportion of patients lost
B St ZE | s e Rl s during follow up was 0.0000. These results are based on the assumption that the hazard rates
[0325 =] [ | are proportional.
Alpha v one-Sided Eeta [1-Power]:
| 05 =] | =l

Example 9.22 Compare the sample size calculated by Lachin’s method to that of Schoenfeld’s method in Example 9.20.
Solution: From the information given in the problem statement and Equation 9.66 the sample size by Lachin’s method must be

ny = ng =

(1.645 +1.282)° (1+0.5693\° .
2-02-04 \1-05693)

which is in good agreement with Schoenfeld’s method, n = 79.
See the NCSS/PASS solution shown in Example 9.20. The manual calculation by Schoenfeld’s method is in excellent agreement with PASS which uses the same method.

9.4 Interference

Example 9.23 A random sample of component strengths gave ng = 100, fig = 600, and 55 = 60 and a random sample of loads gave n; = 36, i, = 450, and 5, = 40. Both
distributions are known to be normal. Determine the 90% upper confidence limit for the interference failure rate.

Solution: The point estimate for Z; is given by Equation 9.73:

S 450600 o
= Va0 + 602 ’

and the corresponding point estimate for the interference failure rate is
F=®(—00 < z< —2.08) =0.0188.

The approximate standard deviation of the Z; distribution is given by Equation 9.74:

~ 1 402 N 602 1 450 — 600\ 2 / 404 N 604 0178
oz, =4 |l—0—-—=|—4+—+=| —+ — 4+ — =0.178.
i 402+602 \ 36 ' 100 ' 2 \ 402 + 602 36 100
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Then, from Equation 9.76 with 2y 10 = 1.282

Zf, = —2.08+1.282x0.178
= —1.85,

so from Equation 9.75 the 90% upper confidence limit for the interference failure probability is

~

fu = ®(—oc0o<z<—-1.85)
= 0.032.

That is, on the basis of the sample data, we can claim that the one-sided upper 90% confidence interval for the interference failure rate is

P (0 < f < 0.032) = 0.90.

Example 9.24 What sample size is required to demonstrate that the interference failure probability is less than 0.1% with 90% confidence if the strength distribution is known to
be normal with ;1g = 20 and og = 2 and the load distribution is expected to be normal with zi; = 13and 6 = 1?
Solution: The point estimate for the interference failure probability determined from the S parameters and the L parameter estimates is

o~

f = ®(—oc0<z<7Zy)

= @(—OO<Z<13_20)
Ve
O (—00 < z < —3.13)

= 0.000874.

The sample size required to study the load distribution is given by swapping the relevant S and L subscripts in Equation 9.78:
w & 7 (L —ps
Afu —Af o+ 0% 2 \57 +0%
_ ( 20.10 >2< 12 ) 1+12<13—20>2
~ \ 20001 — Z0.000874 12 22 2 \ 12 +22
B 1.282 ARt L P (13-20 2
 \=3.09 — (-3.13) 12 +22 2 \12422

= 407.

nr

Example 9.25 What sample size is required to determine the 95% two-sided confidence interval for the exponential-exponential interference failure rate if the confidence limits
must be within 50% of the predicted mean failure rate?
Solution: The goal of the experiment is to obtain a confidence interval for the exponential-exponential interference failure rate f of the form

o (0.50f< f< 1.50f) — 0.95.
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With zp.925 = 1.96 and ¢ = 0.50 in Equation 9.90, the required equal sample sizes are

1.96\°
nL—ns—2<050) = 31.

Example 9.26 How many measurements of mating components in a device must be taken to demonstrate, with 95% confidence, that their true interference failure rate does not
exceed the observed failure rate by 20% if the two distributions are known to be Weibull with 85 = 2.5 and 3, = 1.5, respectively?
Solution: The goal of the experiment is to acquire sufficient information to demonstrate the following one-sided upper confidence interval for the interference failure rate f:
P (0 <f<fO+ 0.2)) = 0.95.
With § = 0.2 and o = 0.05 in Equation 9.100, we obtain the sample size

2
( 1.645 ) (1 . 2.52)
n = - —
02xT (14 23) 1.52

= 113.




Chapter 10

Statistical Quality Control

10.1 Statistical Process Control

Example 10.1 Evaluate the following control chart run rule: A process is judged to be out of control if at least two of three consecutive observations falls beyond the same 20
limit on the chart.

Solution: The rule is easy to identify on the chart, so it satisfies the first condition for a valid run rule. If the process is in control and the distribution of the statistic (call it w) is
approximately normal, then the probability that any point on the chart falls above p,, + 20, is p = ® (2 < z < 00) = 0.023. The probability that at least z = 2 of n = 3 consecutive
points fall above that limit is given by the binomial probability

3
> b(x;n = 3,p=0.023) = 0.0016.
=2

Because this pattern could also appear on the bottom half of the chart, the type I error rate for this rule is & = 2 (0.0016) = 0.0032, which is acceptably low, so the rule meets the
second requirement for a valid control chart rule. If the process mean shifted to p,, + 20, then the probability that an observation would fall beyond ., + 20, is p = 0.5 and the
corresponding power of the rule is

3
7= b(x;n=3,p=0.5)=0.5.
r=2

This meets the third requirement of a valid control chart rule. Because all three conditions are satisfied, that is: 1) the rule is easy to recognize, 2) it has a low type I error rate,
and 3) it has good power to detect shifts in the process, then it is a valid control chart run rule.

Example 10.2 One of the weaknesses of defects charts when the sampling unit is small is that it is not possible to declare a process to be out of control on the lower side of the
chart with a single observation. Evaluate the following special run rule for defects charts: If a defects chart’s sampling unit size is sufficient to deliver A > 3, then the process is
out of control if two consecutive sampling units have 0 defects.

Solution: The chart obviously meets the first and third conditions for valid control chart run rules, but it is not clear if the second condition (low type I error rate) is satisfied.
If the mean defect rate is A\ = 3, then the probability of a sampling unit having 0 defects when the process is in control (Hy : A = 3) is Poisson (x = 0; A = 3) = 0.05, a rather
common occurrence. Under the same conditions, the probability of observing two consecutive zeros is b (z = 2;n = 2,p = 0.05) = 0.0025, but this is just the type I error rate for
the rule. Because oo = 0.0025 is acceptably low, the rule meets all three conditions for a valid control chart run rule.

195
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Example 10.3 When Walter Shewhart invented control charts, he expected that an operator would be using about four run rules to interpret at most three control charts. If each
of Shewhart’s run rules had «; ~ 0.004, what is the expected overall type I error rate?
Solution: From Equation 10.4

AFAMILY =2 3 x4 x 0.004 = 0.048.

That is, with three simultaneous charts and four run rules, Shewhart expected about 5% of the sampling intervals to result in type I errors.

Example 10.4 What is the minimum sample size required to have a positive lower control limit on a defectives chart if the process fraction defective is expected to be p = 0.01?
Solution: From Equation 10.6 the required sample size is
o (9 —o00n)
n i St
0.01

> 891.

Example 10.5 What is the smallest sampling unit size for a defects chart that will deliver no more than about 5% zero-defect observations when the process delivers 0.6 defects
per unit?
Solution: From Equation 10.13 the mean number of defects per sampling unit is the value of A that satisfies the condition

Poisson (z = 0; A) = 0.05, (10.1)

which is A = 3. Consequently, the sampling unit size must be 3/0.6 = 5 units.

Example 10.6 Calculate the power to reject Hy : x = 30 when p = 32 if an 7 chart is kept using n = 4 and o, = 2. Also determine the corresponding ARL.
Solution: The z chart control limits will fall at

3x2
UCL/LCL = 30 + 22 = 33/27.
V4
Assuming that the only out-of-control rule used is one point beyond three sigma limits, the power is given by Equation 10.18
1 @(27<<33 32 2 1>
T = 1- z iy =32,07 = —= =
K Nz

= 1-®(-5<z<1)
= 0.16.

Under the same conditions, the average number of subgroups that will have to be drawn after a shift from p = 30 to ;1 = 32 to detect the shift is

1
ARL = 016 = 6.3.

From MINITAB> Stat> Power and Sample Size> 1-Sample Z:



10.2. Process Capability
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SUBC> Sample 4;
SUBCH Difference 2;
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SUBCH Alpha 0.0026;
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1-Sample Z Test
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Sample
Difference Size Power
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10.2 Process Capability

r and Sample Size for 1-Sample Z
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Sample sizes: | 4

Differences: I z

Power values: I

Standard deviakion: I 2

Options... |

Graph... |

Help | QK |

Cancel |
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" Less than

* Mot equal

" Greater than

Significance level: I 0.0026

Store sample sizes in: I
Store differences in: I
Staore power values in: I
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Help | oK I Cancel |

Example 10.7 What sample size is required to determine ¢, to within 10% of its true value with 90% confidence?
Solution: With § = 0.10 and « = 0.10 in Equation 10.26 the required sample size is

1/1.645)\7

197

The ¢, value is inversely proportional to the standard deviation, so a standard deviation calculator can be used to determine the sample size required for a confidence interval

for ¢,. From PASS> Variance> Variance: 1 Group:
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== PASS: Variance: 1 Qutput

One Variance Power Analysis

o 5
.Qu g : n’np r% .955 g Il%:r Numeric Results when HO: S0 = S1 versus Ha: S0<>51
|

Symbols 2 Background | Abbreviations | Template Power N S0 st Alpha Beta
Plot Text | fgss | o | symbok 1 0500628 141 100.0000 110.0000 0.100000 0.499372
Data | Options | Reports | Plat Setup References
) e Eh e Davies, Owen L. 1971, The Design and Analysis of Industrial Experiments. Hafmer Publishing Company, MNew Yaork,
ind (Schve For): o Ostle, B. 1958, Statistics in Research. Fourth Edition. lowa State Press. Armes, lowa.
In | |standsrd Deviation =l Zar, Jerrald H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall. Englewood Clifs, Mew Jarsay.
W0 (Baseline Wariance): Alternative Hypathesis: Report Definitions
[ 100 x| JHarve <= [=] Pawrer is the prabahiity of rejecting a false null hypathesis. It should be close to one.
. ) . N isthe size of the sarmple drawn from the population.
W1 (Alkernative V. : Alpha (Signifi Levell: . : - .
Gl e ) el e S isthe value of the population standard deviation under the null hypothe sis.
| 110 x| Jow =l 51 isthe value of the population standard deviation under the aternative hypothesis.

N (Sample Size): Beta (1-Power): Alpha is the probability of rejecting a true null hypothesis. It should be small
| Bleta is the probabilty of accepting a false null hypothesis. It should be small.

[ Known Mean Summary Statements
Asample size of 141 achieves 50% power to detect a difference of 10.0000 between the null
hypothesis standard deviation of 1000000 and the akternative hypothesis standard deviation of
110.0000 using a two-sided, Chirsquare hypothesistest with a significance level (alpha) of
0.100000.

L

[5

L

Example 10.8 What sample size is required to estimate c,;, to within 5% of its true value with 90% confidence if ¢, = 1.0 is expected?
Solution: From Equation 10.30 with § = 0.05 and « = 0.05 the required sample size is

1.645\ 2 1 %_1 662
n >~ - = .
0.05 9(1.0)> 2

Example 10.9 What sample size is required to estimate c,;, to within 5% of its true value with 90% confidence if ¢, is expected to be very large?
Solution: From Equation 10.31 with § = 0.05 and « = 0.05 the required sample size is

1/1.645\2
~— [ —— = h41.
" 2(0%)

Example 10.10 Determine the sample size required to reject Hy : ¢, = 1.33 in favor of H4 : ¢, > 1.33 with 90% power when ¢, = 1.5.
Solution: With (c,), = 1.33, (¢,); = 1.5, « = 0.05, and 3 = 0.10 in Equation 10.33, the required sample size is

1 (1.645+ 1.282
n~ — | ————=~—
2\ In(1s)

= 297.

The hypothesis test for ¢, can be performed using a sample size calculator for the standard deviation. By setting the standard deviations to the reciprocals of ¢, in PASS>
Variance> Variance: 1 Group:
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== PASS: Variance: 1 Qutput

One Variance Power Analysis|

@ﬁ ﬁ&%& & Numeric Results when HO: S0 = §1 versus Ha: S0=51

Symbols 2 | Background | Abbreviations | Template Power N 1] s1 All)h a Beta
PotTet | P | . et 0900850 09 07500 06560 0050000 0099350
Data | options | Reports | Plot Setup
References

Davies, Owen L. 1971. The Design and Analysis of Industrial Experiments. Hafher Publishing Company, Mew York.

Find (Solve For): Scale: Ostle, B. 1958, Statistics in Research. Fourth Edition. lowa State Press. Ames, lowa.

In | |standard Deviation =l Zar,Jerrald H. 1984, Biostatistical Analysis (Second Edition). Prentice-Hall. Englewond Cliffs, Mew Jersey.

W0 [Baseline Wariance): Alternative Hypothesis: Report Definitions

075 x| |Harve - [=] Power is the probabilty of rejecting a false null hypothesis. It should be close to one.

; } - M is the size of the sarmple drawn from the population.

W1 Alernative ¥ : alpha (Signif Lewel): . : - .
o) [ s el S is the value of the population standard deviation under the null hypothesis.

|08 x| Jous =l 51 is the value of the population standard deviation under the aternative hypothesis.

N (Sample Size): Bta (1-Power): Alphg isthe prohab_il'rty ofrejecﬁng atrue null hypothesig. It should be small.

| <] [on =l Beta isthe probabilty of accepting a false null hypothesis. It should be small

™ Known Maan Summary Statements

A sample size of 309 achieves 90% power to detect a difference of 0.0340 between the null
hypothesis standard deviation of 0.7500 and the aternative hypothesis standard deviation of
06660 using a one-sided, Chi-square hypothesistestwith a significance level (alpha) of
0.050000.

Example 10.11 Determine the sample size required to reject Hy : ¢, = 1.33 in favor of H4 : ¢y > 1.33 with 90% power when ¢, = 1.5.
Solution: With (¢, ), = 1.33, (cpr); = 1.5, « = 0.05, and 3 = 0.10 in Equation 10.35, the sample size required to reject Hy is

2
1,645 (1.33) y [z + 5 +1.282(15) ot + &

1.5-1.33

= 326.

As expected, this value is comparable to the n = 297 sample size required for the test of ¢, determined in Example 10.10 for similar conditions.

Example 10.12 Determine the sample size for Example 10.11 using the large sample approximation and compare the result to the original sample size.
Solution: From the information given in the original problem statement and Equation 10.36 the approximate sample size is

1(1.645(1.33)+1.282(1.5)>2

2 1.5 -1.33
~  292.

i

This value is about 10% lower than the more accurate value calculated in Example 10.11.

10.3 Tolerance Intervals

Example 10.13 What sample size is required to be 95% confident that at least 99% of a population of continuous measurement values falls within the extreme values of the
sample?
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Solution: With oo = 0.05 and pyy = 0.01 the required sample size is approximately

X%.95,4
2 x0.01
~ 475.

Further iterations indicate that the smallest value of n for which a < 0.05 is n = 473, which leads to the following nonparametric tolerance interval for x:

P (0.99 < P (Zmin < T < Tymaz) < 1) = 0.9502.

Example 10.14 What sample size n is required to be 95% confident that at least 99% of a population of continuous measurement values falls below the maximum value of the
sample?
Solution: With oo = 0.05 and py = 0.01 the required sample size is

X%.95,2
2 x0.01
300.

1

Example 10.15 Determine the sample size required to obtain a 95% confidence two-sided 99% coverage normal distribution tolerance interval with tolerance limits UT'L/LTL =
T £ 3.5s.
Solution: The desired tolerance interval has the form

P(0.99 < ®(Z—35s<x<z+35s)<1)=0.95.

From Appendix E.7, as sample of size n = 25 gives k3 = 3.46. A spreadsheet (not shown) was set up to calculate k5 as a function of n using Equation 10.47 with p = 0.01 and
a = 0.05. The spreadsheet indicated that the sample size n = 24 delivers ko = 3.485 and that n = 23 delivers ko = 3.514, so n = 24 should be used to be conservative. These
approximate k; values differ from the exact values given in Appendix E.7 in the thousandths place.

Example 10.16 Determine the sample size required to obtain a 95% confidence 99% coverage normal distribution tolerance interval with one-sided upper tolerance limit UT'L =
z + 3s.
Solution: The required interval has the form

P(0.99 < ®(~00o <z <UTL)<1)=0.95 (10.2)
where UT'L = Z + k; s with k; = 3. From Table E.7 of Appendix E with o = 0.05 and Y = 0.99, the required sample size is n = 35.

10.4 Acceptance Sampling

Example 10.17 Design the single sampling plan for attributes that will accept 95% of lots when the process fraction defective is 1% and accept only 10% of lots when the process
fraction defective is 5%.
Solution: From the problem statement, the lots are coming from a continuous process, so the sampling plan will be Type B with points on the OC curve at (AQL,1 — a) =
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(0.01,0.95) and (RQL, 8) = (0.05,0.10). From Table 10.1 with RQL/AQL = 0.05/0.01 = 5.0, the acceptance number must be ¢ = 3. Then, from the RQL condition, the required
sample size is approximately

N~ X(23.90,8
~2(0.05)
13.36
2 x0.05
~ 134.

The exact sampling plan that meets the specifications in the problem statement is n = 132 and ¢ = 3.
From MINITAB > Stat> Quality Tools> Acceptance Sampling by Attributes:

HTE > AASAMPLING 1; Acceptance Sampling by Attributes P§|
SUBC: AQL 0.01; —
SUBC: ROQL 0.05; options. ..
SUBC> CRELTE; —
SUECH ALPHA 0.05; Measurement type: |G0 § nio go (defective) j Graphs...
SUBC: BETA 0.10;
SUBC: PROPORTICHN:
SUBC> GOC, Units For quality levels: |Pr0p0rti0n defective j
Acceptance Sampling by Attributes ficeeptable qualty level (AQL): 0.01

Rejectable quality level (RQL or LTPD): 0.05
Measurement type: Go/no go
Lot guality in proportion defective
Use binomial distribution to calculate probability of acceptance Praducer’s risk (Alpha): 0.05

Consumer's risk (Beta): 0.10
Aoceptable Quality Lewvel [AQL) 0.01
Producer's Risk (Llpha) 0.05 Lok size: ’7
Rejectable Quality Lewvel (RQL or LTPD) 0.05
Consumer's Risk (Beta) 0.1

oK
|
r Help Cancel

Generated FPlan(s) o _—

istic (OC) Curve

Larve Bunber = 3

DOperating Charact:
Sample Size 132 Sample Sre = 132, Ac
Aoceptance Number 3 10

Aocept lot if defective items in 1532 sampled <= 3; Otherwise reject.

Proportion Probhability Probability

Probability of Asceptance
&

Defective Aocepting Rejecting a4
0.01 0.958 0.044
0.05 0.099 0.901 0z
i
0 iz a4 a6 ada ain
( Lot Proportion Defective

Example 10.18 Find the ¢ = 0 plans that meet a) the AQL requirement and b) the RQ)L requirement from Example 10.17. Plot the three OC curves on the same graph.
Solution:
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a) The sample size for the ¢ = 0 plan that meets the AQL requirement (p, P4) = (0.01,0.95) is approximately

Xig
2 x AQL
0.1026
2 x 0.01
6.

A few binomial calculations indicate that the exact sample size is n = 5 because (b (0;5,0.01) = 0.951) > (1 — @ = 0.95).

b) The sample size for the ¢ = 0 plan that meets the RQ)L requirement (p, P4) = (0.05,0.10) is approximately

The exact sample size is n = 45 because (b (0;45,0.05) = 0.099) < (5 = 0.10).
From MINITAB> Stat> Quality Tools> Acceptance Sampling by Attributes:

1

Xiﬁ,z
2 X RQL
4.61
2% 0.05

46.

Probability of Acceptance
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Example 10.19 Determine the sampling plan for lots of size N = 50 that will accept 95% of the lots with D < 1 defectives and reject 90% of the lots with D > 5 defectives.
Solution: The sampling plan must meet the simultaneous conditions given by Equation 10.57 with D; = 1 and o < 0.05:

C

> h(z;D; =1,N =50,n) > 0.95 (10.3)
=0

and Equation 10.58 with Dy = 5 and 3 < 0.10:
> h(xz; Dy =5, N =50,n) < 0.10. (10.4)
x=0

The acceptance number c is not specified, so different values of ¢ must be considered. The approximate sample size for the ¢ = 0 sampling plan to meet the condition in Equation
10.63 is given by Equation 10.61:

n =50 (1-0.10/°) = 19;
however, the condition in Equation 10.62 is not satisfied because
(h(z=0;D; =1,N = 50,n = 19) = 0.525) # 0.95.

Iterations with a hypergeometric calculator show that with ¢ = 1 Equation 10.63 is satisfied when n = 29 because

1
(Z h(m;Dl:5,N250,n:28):0.109> £ 0.10
=0

1
( h(z; Dy =5,N =50,n = 29) = 0.092) < 0.10
=0

and Equation 10.62 is satisfied because

1
(Z h(z; Dy =1,N =50,n = 29) = 1) > 0.95.

z=0

The sampling plan that meets the requirements is n = 29 with ¢ = 1.
From MINITAB > Stat> Quality Tools> Acceptance Sampling by Attributes:
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MTEB > AASAMPLING 1; p a1
SUBC>  AQL 0.02;

SUBC> RQL 0.10; |Create a Sampling Flan j Options...
SUBCH CREATE; = ——
SUBC> ALFHL D.05; Measurement bype: [0 J o g (defective) =] Graphs. ..
SUBCH BETL 0O.10;
SUBCH LOT3IZE 50;
SUBC> PROPORTICN; Units For quality levels: |Pr0p0rti0n defective j
SUBCH HYPERGEOMETRIC:
STECH Goc; Acceptable quality level (ACL): 0.02
BUBC GAOQ; Rejectable quality level (ROL or LTPD): 0.10
SUBCH GATI:
SUBCH CHEGERLPH.
Acceptance Sampling by Attributes Froducer's risk (Alpha): 0.0
Consumer's risk (Beta): 0.10

Measurement type: Go/no go
Lot guality in proportion defective

Lok size: =)
Lot size: 50

Use hypergeometric distribution to calculate probability of acceptance =
Acceptance Sampling by Attributes - Options @

Acceptasble Quality Level (AQL) 0.0z Iv Use hypergeometric distribution For isolated lot:
Producer's Risk (ilpha) o.0s

< Enter additional quality levels to calculate acceptance probabilities:
Rejectable Quality Lewvel (RQL or LTPD] 0.1 |
Consumer's Risk (Beta) 0.1

{Units: Proportion defective)

Generated Plan(s)
‘fou may increase Alpha and Beta slightly For alternative plans with smaller sample sizes

Sample Size 29 T alcha al q:
Aoceptance Number 1 Hasdmum Apha alowed:
Maximum Beta allowed:

Help OF | Cancel |

Aocept lot if defective items in 29 sampled <= 1; Otherwise reject.

Example 10.20 A 100% inspection process for large lots is to be replaced with a ¢ = 0 sampling plan. What fraction of each lot must be inspected if lots that contain five or more
defectives must be rejected 90% of the time?

Solution: From Equation 10.61 with D = 5 and P4 = 0.10, the fraction of each lot that must be inspected is

n

1—0.10'/°
N

~ 0.37.

1

2

Example 10.21 The calculated sample size in Example 4.2 was quite large compared to the lot size, which violates the small-sample approximation assumption. Repeat that
example using the small-lot-size method.

Solution: The solution in the example indicated that 30% of the lot needed to be inspected. From Equation 10.61, which takes the relatively large sample size into account, the
fraction of the lot that has to be inspected is more accurately

12

1 —0.05'/10
~ (0.259.

n
N
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Example 10.22 Create the OC curves for normal, tightened, and reduced inspection under ANSI/ASQ Z1.4 using general inspection level II, single sampling, N = 1000, and
AQL = 1%.

Solution: The sampling plans determined for code letter ] from the standard were normal (n = 200, ¢ = 5), tightened (n = 200, ¢ = 3), and reduced (n = 80, ¢ = 2). The operating
characteristic curves were calculated using Equation 10.54 and are shown in Figure 10.6. For reference, the figure also shows the OC curve for the sampling plan determined for
the same conditions using the Squeglia zero acceptance number sampling standard, which is often used instead of ANSI/ASQ Z1.4.

Example 10.23 Determine the optimal rectifying inspection sampling plan for LT PD = 0.04 with 8 = 0.10 when the lot size is N = 2500 and the historical process fraction

defective is p = 0.01.
Solution: A spreadsheet was used to solve Equations 10.66 and 10.67 as a function of acceptance number ¢ as shown in Table 10.2. For the specified conditions, the sampling
plan that minimizes AT'I when p = 0.01 is n = 232 with ¢ = 5. By comparison, the Dodge-Romig LTPD tables indicate a sampling plan with n = 230 and ¢ = 5, which is in

excellent agreement with the calculated plan.

From MINITAB > Stat> Quality Tools> Acceptance Sampling by Attributes:
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3 Minitab - Untitled - [Session]
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Units For quality levels: IProportion defective ;I
Aoceptable Quality Lewvel (AQL) 0.01 §
Producer's Risk (Llpha) 0.05 fcceptable qualty level (AQLY: 0.01
Rejectable quality level (RQL or LTPD): 0.04
Rejectable Quality Lewvel (RBQL or LTPD) 0.04
Consumer's Risk (Beta) 0.1
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Generated Planis) Consurner's risk (Beta): 0.10
Sample Size 194 Lot size: [[2s00
Aooeptance Nuwber 4 -
Aeocept lot if defectiwve items in 194 sampled <= 4; Otherwise reject. Acceptance Sampling by Attributes - Options
W Use hypergeometric distribution For isolated ot
Proportion Probability Probsbhility H;Ipl
Defect ive Aecepting Rejecting 100 LTI Enter additional quality levels ta calculate acceptance probabilities:
0.o01 0.960 0.040 0.00886 285.2 I
0.04 0.100 0.900 0.00369 2Z69.5

(Units: Proportion defective)
bverage outgoing cuality limit (AOQL) = 0.01216 at 0.01540 proportion defective.

‘fou may increase Alpha and Beta slightly for alternative plans with smaller sample sizes

Maximum Alpha allowed: I
IMaximum Beta allowed: I

Help | OF Cancel

Example 10.24 Find the rectifying inspection plan with LT PD = 0.04 and 5 = 0.1 for a lot size of N = 50.
Solution: For the given conditions, the spreadsheet method gives n = 58, which exceeds the lot size. From Equation 10.70 the sample size required for the ¢ = 0 plan is
n o~ 50 (1 - 0.1m)
~ 35.

By comparison, the corresponding Dodge-Romig plan calls for n = 34 and is independent of the historical fraction defective.
From MINITAB> Stat> Quality Tools> Acceptance Sampling by Attributes:
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MTE > RASAMPLING 1: f. a1
SUBC>  AQL 0.000001; - B

SUBC> RQL 0.04; |Create a Sampling Plan j Options. ..
SUBCH CREATE; =
SUBC> ALFHL D.05; Measurement type: [0 J o g (defective) =] Graphs. .
SUBCH BETL 0O.10;

SUBCH LOT3IZE 50;

SUBC> PROPORTICN; Units For quality levels: |Pr0p0rti0n defective j

SUBC: HYPERGEOMETRIC:

STECH Goc; Acceptable quality level (A0L): 0.000001

BUBC GAOQ; Rejectable quality level (ROL or LTPD): 0.04

SUBCH GATI:
SUBCH CHEGERLPH.

; . Producer's risk {Alpha): 0.05
Acceptance Sampling by Attributes

Consurmer's risk (Beta): 0.10
Measurement type: Go/no go

Lot guality in proportion defective Lok size: )

Lot size: 50

Use hypergeometric distribution to calculate probasbility of acceptance . . . )
Acceptance Sampling by Attributes - Options @

Iv Use hvpergeometric distribution For isolated ot

Aoceptable Quality Lewvel (AQL) 0.o000001
Producer's Risk (ilpha) o.0s

Enter additional quality levels to calculate acceptance probabilities:

Rejectable Quality Lewvel (RQL or LTPD) 0.04 |

Consumer's Risk (Beta) 0.1
({Units: Proportion defective)

Generated Plan(s)
‘fou may increase Alpha and Beta slightly For alternative plans with smaller sample sizes

Sample Size 34 Maximum Alpha allowed:
Aoceptance Number a
Maximum Beta allowed:

Help OF | Cancel |

Aocept lot if defectiwve items in 34 sampled <= 0; Otherwise reject.

Example 10.25 What sample size is required for a ¢ = 1 rectifying inspection single-sampling plan to obtain 1% AOQL if the lot size is N = 300? For what value of incoming
fraction defective will AOQ be a maximum?
Solution: From Equation 10.76 with A; = 0.839 the required sample size is

1
"= To1 = 66.
0.839 T 300
AOQ will be at its maximum value, AOQ L, when the incoming fraction defective is
2
X1 3.24
e = — = —— = 0.0245.
Pe= o = a6 OV

Example 10.26 Determine the sampling plan that minimizes the AT'I for lots of size N = 1000 with AOQL = 0.02 when the historical defective rate is p = 0.01.
Solution: A spreadsheet was used to solve for n and AT'I as a function of ¢ using Equations 10.76 and 10.67. The results from the spreadsheet, shown in Table 10.4, indicate that
the sampling plan that minimizes AT'I is given by n = 65 and ¢ = 2. By comparison, this is exactly the same plan indicated in the Dodge-Romig tables for these conditions.
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Example 10.27 Find the single sampling plan for variables that will accept 95% of the lots with 1% defectives and reject 90% of the lots with 4% defectives when o = 30 and the
specification is one-sided with USL = 700.

Solution: The two specified points on the OC curve are (pg, 1 — a) = (0.01,0.95) and (p1, 5) = (0.04,0.10). From Equation 10.79 the required sample size is

(2’0.05 + Z0.10 ) 2
n = _
20.01 — 20.04

N <1.645 + 1.282)2

2.33 - 1.75
= 26.

The critical value of Z 4/ is

TA/R = Mo T 20z
Og

= (USL — zp,05) + ZQ%
30

= (700 — 2.33 x 30) + 1.645——

V26
= 640.

From MINITAB> Stat> Quality Tools> Acceptance Sampling by Variables> Create/Compare:
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MTE > ViSAMPLING: Acceptance Sampling by Variables (Create/Compare) g|
SUBC> AQL 0.01; =

STEC> ROL 0.04; npling Plan OEtL
SUEC>  CREATE: Graphs. ..
SUBC> ALPHA 0.05; Units for quality levels: |Pr0p0rti0n defective j -
SUBC> BEETL 0O.10;

SUBCH PROFPORTION: Acceptable quality level (AQLY: 0.01

SIUBC> L3PEC 700; Rejectable quality level (ROL or LTPD): 0.04

SUBC> SIGHL 30;
SUBC> GOC .

Producer's risk (Alpha): 0.05
Acceptance Sampling by Variables - Create/Compare Consumer's risk (Beta): 010
Lot guality in proportion defectiwve
Lower spec: 700
Lower Specification Limit (LSL) 700 Upper spec:
Historical Standard Deviation 30 Historical skandard deviation: ’307 {Optional)

Aeceptable Quality Lewvel (AQL) 0.01

Producer's Risk (Alpha) 0.o5 Lok size:
Rejectable Quality Lewvel (RQL or LTPD) 0.04 W

Consumer's Risk (Eeta) 0.1 QK
Operating Characteristic (OC) O
5 Siee = 26, Critical Distance = 2

Sangle Sie = 26, C Distarce = 2.0 Help Cancel

Generated Plan(s)

Sample Size zZ6
Critical Distance (k Value) 2.002589

Z.L3L = (mean - lower spec)/historical standard deviation
Aeeept lot if E.LSL »= k; otherwise reject.

Probability of Acceptance
&

ol it 0@z a3 om0 A% oy am  am
Lot Propartion Defective

Example 10.28 Determine the sample size ratio for attributes and variables inspection plans that will accept 95% of the lots with 0.1% defectives and reject 95% of the lots with
0.4% defectives.

Solution: The two points on the OC curve are (py = 0.001,1 — a = 0.95) and (p; = 0.004, 5 = 0.05). Because oo = 5 = 0.05 and both py and p; are relatively small, from Equation
10.81 the ratio of the attributes- to variables-based sample sizes is approximately

Nattributes ~ 1 < 20.001 — 20.004 >2
Nyariables 4 vV 0.004 — vV 0.001
1 ( 3.090 — 2.652 >2

4\ /0.004 — +/0.001
~ 48.

~

So, the attributes plan sample size will have to be about 48 times larger than the variables plan sample size to obtain the same performance for acceptable and rejectable quality
levels!
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Example 10.29 Find the single sampling plan for variables that will accept 95% of the lots with 1% defectives and reject 90% of the lots with 4% defectives. The specification is
one-sided and o is unknown.
Solution: The two specified points on the OC curve are (pg, 1 — ) = (0.01,0.95) and (p1, 5) = (0.04,0.10). From Equation 10.86, the condition that determines the sample size is

t0-95,n*1,*20401\/ﬁ = tO-loyn—ly—zo.M\/ﬁ’

which is satisfied by n = 78 because

The accept/reject value of k for the test is

10.95,77,—20.58 = t0.10,77,—15.46 = —17.75.

17.75
k=— =20
VT8

1.

From MINITAB> Stat> Quality Tools> Acceptance Sampling by Variables> Create/Compare:

Example 10.30 Plot the OC curves for the normal, tightened, and reduced sampling plans under ANSI/ASQ Z1.9 using a one-sided specification with Form 1, code letter F, and

AQL = 1%.
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Solution: The sampling plans determined from the standard were normal (n = 10, k = 1.72), tightened (n = 10, k = 1.84), and reduced (n = 4, k = 1.34). The operating charac-
teristic curves were calculated using Equations 10.84 and 10.85. For example, the OC curve for normal inspection is given by

thydf—zpym = —kVn
tpio—o v = —L72V10
tpoos s = 5439,

The OC curves are shown in Figure 10.9 and are in excellent agreement with the OC curves in the standard.
From MINITAB> Stat> Quality Tools> Acceptance Sampling by Variables> Create/Compare:

MTE > WVASAMPLING: A = : 1
cceptance Sampling by Variables (Create/Compare
SUBC> COMPARE: p p=nE, 2. I ; l gl
AUEC> 3IZE 10 10 4; (Cornpare User Defined Sampling Plans Options...
SUBC> CDISTANCE 1.72 1.84 1.34;
SUBC> PROPORTICN? Graphs...
SUBC>  LSPEC 1000; Units for quality levels: | Proportion defective ~|
SUBC> Goc. Acceptable quality level (AQL):
Acceptance Sampling by Variables - Create/Compare et et o7l (L i LTRETE
Lot guality in proportion defective
1 ¥ pEoPp Sarmple sizes: | 1010 4
_m Criical istances (kvalues): | 1,72 L84 1,34
Operating Characteristic (OC) Curve e SeE 1000
1.0 4 Upper spec:
Historical standard deviation: {Cptional)
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Chapter 11

Resampling Methods

11.1 Software Requirements

11.2 Monte Carlo

Example 11.1 How many samples should be drawn from a Poisson population to estimate the mean with 20% precision and 95% confidence? The mean is expected to be A = 5.
Solution: The sample size must be sufficient to deliver the following confidence interval for A:

P (O.SX <A< 1.2X)
P(4<X<6)

0.95
0.95

where \ = /n and z is the number of counts observed in n sampling units. A MINITAB macro was used to draw 10000 random samples, all of size n, from a Poisson distribution
with A\ = 5, and calculate ) for each sample. The 2.5'" and 97.5"" \ percentiles were used to estimate the 95% confidence limits. Figure 11.1 shows the Monte Carlo confidence
limits as a function of sample size. The sample size that delivers the desired confidence interval width is n = 19, which is in good agreement with the sample size given by

Equation 5.11:

Example 11.2 Use the Monte Carlo method to confirm the answer to Example 9.25, that samples of size n = 31 are required to estimate, with 95% confidence, the exponential—-

exponential interference failure rate to within +50%.

Solution: A MINITAB macro was written that draws random samples of size n = 31 for exponential load and strength distributions, where the load distribution has mean y;,

213
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where £;, comes from a uniform distribution with 1 < x4, < 10, and the strength distribution has mean g = kp;, where k comes from a uniform distribution with 3 < £ < 10.
The macro loops 1000 times, collecting the ratio of the empirical interference failure rate f to the known failure rate f from each pass. Figure 11.2 shows the histogram of f/f.
About 97% of the observed f values fall within £50% of their known f values, which is consistent with the intended 95% confidence level.

Example 11.3 An experiment is proposed to study the defective rate (p) of a process using a sample of size n = 300 units. The process is considered to be acceptable when
p < 0.01, but p > 0.03 is unacceptable. Determine the acceptance number and power for the sampling plan.

Solution: The hypotheses to be tested are Hy : p < 0.01 versus H4 : p > 0.01. The decision to reject Hy or not is based on the observed number of defectives x in a sample of size
n = 300. The critical value of = that distinguishes the accept and reject regions should be chosen such that o < 0.05 for p = 0.01. To determine this critical value, MINITAB was
used to select 10000 random samples from a binomial population with n = 300 and p = 0.01. The frequencies and cumulative percentages by « are shown in the Hy columns of
Table 11.1. From the CumPct column, the critical value of 2 must be set to x4,z = 6.5 to provide good protection against type I errors (o = 1 — 0.9692 = 0.0308). The frequency
statistics under H 4 in the Figure were created by selecting 10000 random samples from a binomial population with n = 300 and p = 0.03. From the CumPct column, the type II
error probability relative to x4,z = 6.51is 8 = 0.206, so the power to reject Hy when p = 0.03is m = 1 — 3 = 0.794. This is in excellent agreement with the power calculated for
the one-sample proportion test (see Section 4.1.2), which is 7 = 0.797.

Example 11.4 Tukey’s quick test is a nonparametric two-sample test for location that is easy to perform using dotplots. The samples must be comparable in size and they must
be slipped, that is, one sample must have the largest observation and the other sample must have the smallest observation. The test statistic, 7', is the number of slipped or
nonoverlapping points. The Tukey test rejects Hy : u; = p1, whenT' > 7. For example, in Figure 11.3 7' = 7 4 10 = 17, so there is sufficient evidence to reject H.

Use the Monte Carlo method to determine the power of Tukey’s quick test as a function of effect size and sample size assuming that the two populations are normal and
homoscedastic.
Solution: A MINITAB macro was written to draw 1000 random samples of equal sample size from two independent homoscedastic normal populations and count the number
of times that H, was rejected by the Tukey quick test. Figure 11.4 shows that the power of the test is low for all sample sizes until the difference between the means is greater than
1.5 to 2.5 standard deviations. When the sample size is n > 20, Tukey’s quick test has power 7 > 0.90 for differences between the means of 1.5 standard deviations or greater.

11.3 Bootstrap

Example 11.5 The following yield strength values (in thousands of psi) for a material were obtained in a pilot study: {56, 23, 25, 68, 35, 31, 13, 15, 48, 37, 57, 69, 50, 76, 50, 19, 88,
33, 10, 21}. What sample size is required to estimate, with 95% confidence, the mean yield strength to within +5000 psi?

Solution: The bootstrap percentile confidence interval width was studied as a function of sample size using 1000 resamples for sample sizes from n = 30 to 100. Figure 11.5
shows the confidence interval width, given by

o~k o~k
20 = 904975 - 00.025/

versus sample size. The sample size required to obtain the desired precision of the estimate is n = 75.

Example 11.6 The following data were obtained from a pilot study: {56, 48, 44, 62, 50, 47, 49, 57, 48, 55, 96, 47, 46, 47, 49, 72, 46, 61}. Determine the sample size required to obtain
90% power to reject Hy : i = 50 when p = 52. The population is not normal, so assume that the experimental data will be analyzed using the bootstrap method.

Solution: If the population distribution is normal, the one-sample Student’s ¢ test would be an appropriate method of analysis. Because the normality assumption is not satisfied,
the preferred method of analysis using the bootstrap method uses the analogous bootstrap-¢ distribution given by

pr= T —Ho (11.4)
s*/

B
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where Z* and s* are the mean and standard deviation of bootstrap samples. Figure 11.6 shows the bootstrap distributions of ¢* with samples of size n = 18 under Hy : p = 50
and H4 : o = 56, where the sample data were shifted to the appropriate population means before bootstrapping using transformations of the form

!/ —
T; =T; — T+ [

From the bootstrap-¢ distribution under H, the acceptance interval for Hy is —4.29 < t* < 1.62. The acceptance interval is skewed because the original sample is skewed. From
the bootstrap distribution under H 4, the power is 7 = 0.802, which does not meet the 90% power requirement.

Figure 11.7 shows the bootstrap-t test power versus sample size for samples from size n = 16 to 30. (Figure 11.6 was constructed from 1000 bootstrap samples. Each point in
Figure 11.7 was constructed from 10000 bootstrap samples to reduce the noise in the power versus sample size plot.) The sample size required to obtain 90% power to reject H
when p = 56 is n = 23.
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