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Preface

Statistics is a rcquired coursc for undergraduate college students in a number of majors. Students in the
following disciplines are ofien required to take a course in beginning statistics: allied health careers, biology,
business, computer science, criminal justice, decision science, engineering, education, geography, geology,
information science, nursing, nutrition, medicine, pharmacy, psychology, and public administration. This
outline is intended to assist these students in the understanding of Statistics. The outline may be used as a
supplement to textbooks used in these courses or a text for the course itself.

The author has taught such courses for over 25 years and understands the difficulty students encounter with
statistics. 1 have included examples from a wide variety of current areas of application in order to motivate an
interest in learning statistics. As wc leave the twentieth century and enter the twenty-first century, an
understanding of statistics 1s essential in understanding new technology, world affairs, and the ever-expanding
volume of knowledge. Statistical concepts are encountered in television and radio broadcasting, as well as in
magazines and newspapers. Modern newspapers, such as USA Today, are full of statistical information. The
sports section is filled with descriptive statistics concerning players and teams performance. The money section
of USA Today contains descriptive statistics concerning stocks and mutual funds. The life section of USA Today
often contains summaries of research studies in medicine. An understanding of statistics is helpful in evaluating
these research summaries.

The nature of the beginning statistics course has changed drastically in the past 30 or so years. This change
is due to the technical advances in computing. Prior to the 1960s statistical computing was usually performed
on mechanical calculators. These were large cumbersome computing devices (compared to today’s hand-held
calculators) that performed arithmetic by moving mechanical parts. Computers and computer software were no
comparison (o today’s computers and software. The number of statistical packages available today numbers in
the hundreds. The burden of statistical computing has been reduced to simply entering your data into a data file
and then giving the correct command to perform the statistical method of interest.

One of the most widely used statistical packages in academia as well as industrial settings is the package
called Minitab (Minitab Inc., 3081 Enterprise Drive, State College, PA 16801-3008). I wish to thank Minitab
Inc. for granting me permission to include Minitab output, including graphics, throughout the text. Most
modern Statistics textbooks include computer software as part of the text. 1 have chosen to include Minitab
because it is widely used and is very friendly. Once a student learns the various data file structures needed to
use Minitab, and the structure of the commands and subcommands, this knowledge is readily transferable to
other statistical sofiware.

The outline contains all the topics, and more, covered in a beginning statistics course. The only
mathematical prerequisite needed for the material found in the outline is arithmetic and some basic algebra. I
wish to thank my wife, Lana, for her understanding during the preparation of the book. I wish to thank my
friend Stanley Wileman for all the computer help he has given me during the preparation of the book. I wish to
thank Dr. Edwin C. Hackleman of Delta Software, Inc. for his timely assistance as compositor of the final
camera-ready manuscript. Finally, 1 wish to thank the staff at McGraw-Hill for their cooperation and
helpfulness.

LARRY J. STEPHENS
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Chapter 1

Introduction

STATISTICS

Statistics is a discipline of study dealing with the collection, analysis, interpretation, and
presentation of data. Statistical methodology is utilized by pollsters who sample our opinions
concerning topics ranging from art to zoology. Statistical methodology is also utilized by business
and industry to help control the quality of goods and services that they produce. Social scientists and
psychologists use statistical methodology to study our behaviors. Because of its broad range of
applicability, a course in statistics is required of majors in disciplines such as sociology, psychology,
criminal justice, nursing, exercise science, pharmacy, education, and many others. To accommodate
this diverse group of users, examples and problems in this outline are chosen from many different
sources.

DESCRIPTIVE STATISTICS

The use of graphs, charts, and tables and the calculation of various statistical measures to
organize and summarize information is called descriptive statistics. Descriptive statistics help to
reduce our information to a manageable size and put it into focus.

EXAMPLE 1.1 The compilation of batting average, runs batted in, runs scored, and number of home runs for
each player, as well as earned run average, won/lost percentage, number of saves, etc., for each pitcher from the
official score sheets for major league baseball players is an example of descriptive statistics. These statistical
measures allow us to compare players, determine whether a player is having an “off year” or “good year,” etc.

EXAMPLE 1.2 The publication entitled Crime in the United States published by the Federal Bureau of
Investigation gives summary information concerning various crimes for the United States. The statistical
measures given in this publication are also examples of descriptive statistics and they are useful to individuals in
law enforcement.

INFERENTIAL STATISTICS: POPULATION AND SAMPLE

The complete collection of individuals, items, or data under consideration in a statistical study
is referred to as the population. The portion of the population selected for analysis is called the
sample. Inferential statistics consists of techniques for reaching conclusions about a population
based upon information contained in a sample.

EXAMPLE 1.3 The results of polls are widely reported by both the written and the electronic media. The
techniques of inferential statistics are widely utilized by pollsters. Table 1.1 gives several examples of
populations and samples encountered in polls reported by the media. The methods of inferential statistics are
used to make inferences about the populations based upon the results found in the samples and to give an
indication about the reliability of these inferences. The results of a poll of 600 registered voters might be
reported as follows: Forty percent of the voters approve of the president’s economic policies. The margin of
error for the survey is 4%. The survey indicates that an estimated 40% of all registered voters approve of the
economic policies, but it might be as low as 36% or as high as 44%.
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Table 1.1
Population Sample
All registered voters A telephone survey of 600 registered voters
All owners of handguns A telephone survey of 1000 handgun owners
Houscholds headed by a single parent The results from questionnaires sent to 2500

households headed by a single parent

The CEOs of all private companies The results from surveys sent to 150 CEO’s of
private companies

EXAMPLE 1.4 The techniques of inferential statistics are applied in many industrial processes to control the
quality of the products produced. In industrial settings, the population may consist of the daily production of
toothbrushes, computer chips, bolts, and so forth. The sample will consist of a random and representative
selection of items from the process producing the toothbrushes, computer chips, bolts, etc. The information
contained in the daily samples is used to construct control charts. The control charts are then used to monitor the
quality of the products.

EXAMPLE 1.5 The statistical methods of inferential statistics are used to analyze the data collected in
research studies. Table 1.2 gives the samples and populations for several such studies. The information
contained in the samples is utilized to make inferences concerning the populations. If it is found that 245 of 350
or 70% of prison inmates in a criminal justice study were abused as children, what conclusions may be inferred
concerning the percent of all prison inmates who were abused as children? The answers to this question are
found in Chapters 8 and 9.

Table 1.2
Population Sample

All prison inmates A criminal justice study of 350 prison inmates

Legal aliens living in the United States A sociological study conducted by a university
researcher of 200 legal aliens

Alzheimer patients in the United States A medical study of 75 such patients
conducted by a university hospital

Adult children of alcoholics A psychological study of 200 such individuals

VARIABLE, OBSERVATION, AND DATA SET

A characteristic of interest concerning the individual elements of a population or a sample is
called a variable. A variable is often represented by a letter such as x, y, or z. The value of a variable
for one particular element from the sample or population is called an observation. A data set consists
of the observations of a variable for the elements of a sample.

EXAMPLE 1.6 Six hundred registered voters are polled and each one is asked if they approve or disapprove
of the president’s economic policies. The variable is the registered voter’s opinion of the president’s economic
policies. The data set consists of 600 observations. Each observation will be the response “approve” or the
response “do not approve.” If the response “approve” is coded as the number | and the response “do not
approve” is coded as 0. then the data set will consist of 600 observations, cach one of which is either 0 or 1. If x
is used to represent the variable, then x can assume two values, ) or 1.
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EXAMPLE 1.7 A survey of 2500 households headed by a single parent is conducted and one characteristic of
interest is the yearly household income. The data set consists of the 2500 yearly household incomes for the
individuals in the survey. If y is used to represent the variable, then the values for y will be between the smallest
and the largest yearly household incomes for the 2500 households.

EXAMPLE 1.8 The number of speeding tickets issued by 75 Nebraska state troopers for the month of June is
recorded. The data set consists of 75 observations.

QUANTITATIVE VARIABLE: DISCRETE AND CONTINUOUS VARIABLE

A quantitative variable is determined when the description of the characteristic of interest results
in a numerical value. When a measurement is required to describe the characteristic of interest or it is
necessary to perform a count to describe the characteristic, a quantitative variable is defined. A
discrete variable is a quantitative variable whose values are countable. Discrete variables usually
result from counting. A continuous variable is a quantitative variable that can assume any numerical
value over an interval or over several intervals. A continuous variable usually results from making a
measurement of some type.

EXAMPLE 1.9 Table 1.3 gives several discrete variables and the set of possible values for each one. In each
case the value of the variable is determined by counting. For a given box of 100 diabetic syringes, the number of
defective needles is determined by counting how many of the 100 are defective. The number of defectives found
must equal one of the 101 values listed. The number of possible outcomes is finite for each of the first four
variables; that is, the number of possible outcomes are 101, 31, 501, and 51 respectively. The number of
possible outcomes for the last variable is infinite. Since the number of possible outcomes is infinite and
countable for this variable, we say that the number of outcomes is countably infinite.

Sometimes it is not clear whether a variable is discrete or continuous. Test scores expressed as a
percent, for example, are usually given as whole numbers between 0 and 100. It is possible to give a
score such as 75.57565. However, this is not done in practice because teachers are unable to evaluate
to this degree of accuracy. This variable is usually regarded as continuous, although for all practical
purposes, it is discrete. To summarize, due to measurement limitations, many continuous variables
actually assurne only a countable number of values.

Table 1.3
Discrete variable Possible values for the variable
The number of defective needles in boxes of 100 diabetic 0,1,2,...,100
syringes
The number of individuals in groups of 30 with a type A 0,1,2,...,30
personality
The number of surveys returned out of 500 mailed in 0,1,2,...,500
sociological studies
The number of prison inmates in 50 having finished high 0,1,2,...,50

school or obtained a GED who are selected for criminal
justice studies

The number of times you need to flip a coin before a head 1,2,3,...
appears for the first time (there is no upper limit since conceivably
one might need to flip forever to obtain the
first head)
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EXAMPLE 1.10 Table 1.4 gives several continuous variables and the set of possible values for each one. All

three continuous variables given in Table 1.4 involve measurement, whereas the variables in Example 1.9 ali
invalve counting.

Table 1.4
Continuous variable Possible values for the variable
The length of prison time served for All the real numbers between a and b,
individuals convicted of {irst degree murder where a is the smallest amount of time
served and b is the largest amount
The household income for households with All the real numbers between a and
incomes less than or equal to $20,000 $20,000, where a is the smallest
houschold income in the population
The cholesterol reading for those All real numbers between 200 and b,
individuals having cholesterol readings where b is the largest cholesterol reading
equal to or greater than 200 mg/dl of all such individuals
QUALITATIVE VARIABLE

A qualitative variable is determined when the description of the characteristic of interest results
in a nonnumerical value. A qualitative variable may be classified into two or more categories.

EXAMPLE 1.11 Table 1.5 gives several examples of qualitative variables along with a set of categories into
which they may be classified.

Table 1.3
Qualitative variable Possible categories for the variable
Marital status Single, married, divorced, separated
Gender Male, female
Crime classification Misdemeanor, felony
Pain level None, low, moderate, severe
Personality type Type A, type B

The possible categories for qualitative variables are often coded for the purpose of performing
computerized statistical analysis. Marital status might be coded as 1, 2, 3, or 4, where | represents
single, 2 represents married, 3 represents divorced, and 4 represents separated. The variable gender
might be coded as 0 for female and 1 for male. The categories for any qualitative vartable may be
coded in a similar fashion. Even though numerical values are associated with the characteristic of
interest after being coded, the variable is considered a qualitative variable.

NOMINAL, ORDINAL, INTERVAL, AND RATIO LEVELS OF MEASUREMENT

There are four levels of measurement or scales of measurements into which data can be
classified. The nominal scale applies to data that are used for category identification. The nominal
level of measurement is characterized by data that consist of names, labels, or categories only.
Nominal scale data cannot be arranged in an ordering scheme. The arithmetic operations of addition,
subtraction, multiplication, and division are not performed for nominal data.
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EXAMPLE 1.12 Table 1.6 gives several qualitative variables and a set of possible nominal level data values.
The data values are often encoded for recording in a computer data file. Blood type might be recorded as 1, 2, 3,
or 4; state of residence might be recorded as 1, 2, . . . , or 50; and type of crime might be recorded as G or 1, or |
or 2, elc. Similarly, color of road sign could be recorded as 1, 2, 3, 4, or 5 and religion could be recorded as 1.
2, or 3. There is no order associated with these data and arithmetic operations are not performed. For example,
adding Christian and Moslem (1 + 2) does not give other (3).

Table 1.6
Possible nominal level data values
Qualitative variable associated with the variable
Blood type A.B,AB.O
State of residence Alabama, . . ., Wyoming
Type of crime Misdemeanor, felony
Color of road signs in the state of Nebraska Red , white, blue, brown, green
Religion Christian, Moslem, other

The ordinal scale applies to data that can be arranged in some order, but differences between
data values either cannot be determined or are meaningless. The ordinal level of measurement is
characterized by data that applies to categories that can be ranked. Ordinal scale data can be
arranged in an ordering scheme.

EXAMPLE 1.13 Table 1.7 gives several qualitative variables and a set of possible ordinal level data values.
The data values for ordinal level data are often encoded for inclusion in computer data files. Arithmetic
operations are not performed on ordinal level data, but an ordering scheme exists. A full-size automobile is
larger than a subcompact, a tire rated excellent is better than one rated poor, no pain is preferable to any lcvel
of pain, the level of play in major league baseball is better than the level of play in class AA, and so forth.

Table 1.7
Possible ordinal level data values associated
Qualitative variable with the variable

Automobile size description Subcompact, compact, intermediate, full-size

Product rating Poor. good, excellent

Socioeconomic class Lower, middle, upper

Pain level None, low, moderate, severe

Baseball team classification Class A, class AA, class AAA , major league

The interval scale applies to data that can be arranged in some order and for which differences in
data values are meaningful. The interval level of measurement results from counting or measuring.
Interval scale data can be arranged in an ordering scheme and differences can be calculated and
interpreted. The value zero is arbitrarily chosen for interval data and does not imply an absence of
the characteristic being measured. Ratios are not meaningful for interval data.

EXAMPLE 1.14 Stanford-Binet 1Q scores represent interval level data. Joe’s IQ score equals 100 and John's
IQ score equals 150. John has a higher IQ than Joe; that is, IQ scores can be arranged in order. John's IQ score
is 50 points higher than Joe’s IQ score; that is, differences can be calculated and interpreted. However, we
cannot conclude that John is 1.5 times (150/100 = 1.5) more intelligent than Joe. An IQ score of zero does not
indicate a complete lack of intelligence.
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EXAMPLE 1.15 Temperatures represent interval level data. The high temperature on February 1 equaled 25°F
and the high temperature on March | equaled 50°F. It was warmer on March | than it was on February 1. That
is, temperatures can be arranged in order. It was 25° warmer on March | than on February 1. That is, differences
may be calculated and interpreted. We cannot conclude that it was twice as warm on March | than it was on
February 1. That is, ratios are not readily interpretable. A temperature of 0°F does not indicate an absence of
warmth.

EXAMPLE 1.16 Test scores represent interval level data. Lana scored 80 on a test and Christine scored 40 on
a test. Lana scored higher than Christine did on the test; that is, the test scores can be arranged in order. Lana
scored 40 points higher than Christine did on the test, that is, differences can be calculated and interpreted. We
cannot conclude that Lana knows twice as much as Christine about the subject matter. A test score of O does not
indicate an absence of knowledge concerning the subject matter.

The ratio scale applies to data that can be ranked and for which all arithmetic operations
including division can be performed. Division by zero is, of course, excluded. The ratio level of
measurement results from counting or measuring. Ratio scale data can be arranged in an ordering
scheme and differences and ratios can be calculated and interpreted. Ratio level data has an absolute
zero and a value of zero indicates a complete absence of the characteristic of interest.

EXAMPLE 1.17 The grams of fat consumed per day for adults in the United States is ratio scale data. Joe
consumes 50 grams of fat per day and John consumes 25 grams per day. Joe consumes twice as much fat as
John per day, since 50/25 = 2. For an individual who consumes O grams of fat on a given day, there is a
complete absence of fat consumed on that day. Notice that a ratio is interpretable and an absolute zero exists.

EXAMPLE 1.18 The number of 911 emergency calls in a sample of 50 such calls selected from a 24-hour
period involving a domestic disturbance is ratio scale data. The number found on May 1 equals S and the
number found on June | equals 10. Since 10/5 = 2, we say that twice as many were found on June 1 than were
found on May 1. For a 24-hour period in which no domestic disturbance calls were found, there is a complete
absence of such calls. Notice that a ratio is interpretable and an absolute zero exists.

SUMMATION NOTATION

Many of the statistical measures discussed in the following chapters involve sums of various
types. Suppose the number of 911 emergency calls received on four days were 411, 375, 400, and
478. If we let x represent the number of calls received per day, then the values of the variable for the
four days are represented as follows: x, =411, x; = 375, x3 = 400, and x4 = 478. The sum of calls for
the four days is represented as x; + X; + X3 + x4 which equals 411 + 375 + 400 + 478 or 1664. The
symbol Zx, read as “the summation of x,” is used to represent x, + X, + X3 + x4 . The uppercase Greek
letter £ (pronounced sigma) corresponds to the English letter S and stands for the phrase “the sum
of.” Using the summation notation, the total number of 911 calls for the four days would be written
as Zx = 1664.

EXAMPLE 1.19 The following five values were observed for the variable x: x; =4, x, =5, x3 =0, x4 = 6, and
x5 = 10. The following computations illustrate the usage of the summation notation.

IX=X(+ X+ X3+ Xg+X5=4+5+0+6+10=25
(Ex)z:(x,+x2+x3+x4+x5)2 =(25)2=625
X=X k0t 4 X Ak x$E =445+ 07+ 67+ 107 =177
LZ(x-5)=(x1=5)+ (X2 = 5) + (x3=5) + (x4 = 5) + (xs = 5)
Zx-5=(4-5)+(5-5)+(0-5)+(6-5)+(10-5)=-1+0-5+1+5=0
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EXAMPLE 1.20 The following values were observed for the variables x and y: x; =1, x;=2, x3=0, x4 =4,
yi=2,y2=1,y1=4, and ys = 5. The following computations show how the summation notation is used for two
variables.

IXy =X Y+ Xa¥2+ XaY1+ XYa = P x2+42x1+0x4+4x5=24
(ExHEYy )= (X  + X+ X3+ XY + Y2+ Y3 +y)=(1 +2+40+4)2+1+4+5)=7x12=84
(Ex = (Zx)/4) x (Ty* — (Ey)H4) = (1 + 4 + 0+ 16 - T/4) x (4 + 1 + 16 + 25 - 122 /4) = (8.75) x (10) = 87.5

COMPUTERS AND STATISTICS

The techniques of descriptive and inferential statistics involve lengthy repetitive computations as
well as the construction of various graphical constructs. These computations and graphical
constructions have been simplified by the development of computer software. These computer
software programs are referred to as statistical software packages, or simply statistical packages.
These statistical packages are large computer programs which perform the various computations and
graphical constructions discussed in this outline plus many other ones beyond the scope of the
outline. Statistical packages are currently available for use on mainframes, minicomputers, and
microcomputers.

There are currently available numerous statistical packages. Four widely used statistical
packages are: MINITAB, BMDP, SPSS, and SAS. Many of the figures found in the following
chapters are MINITAB generated. MINITAB is a registered trademark of Minitab, Inc., 3081
Enterprise Drive, State College, PA 16801. Phone: 814-238-3280; fax: 814-238-4383; telex: 881612.
The author would like to thank Minitab Inc. for their permission to use output from MINITAB
throughout the outline.

Solved Problems

DESCRIPTIVE STATISTICS AND INFERENTIAL STATISTICS:
POPULATION AND SAMPLE

1.1  Classify each of the following as descriptive statistics or inferential statistics.

(a) The average points per game, percent of free throws made, average number of rebounds
per game, and average number of fouls per game as well as several other measures
for players in the NBA are computed.

(b) Ten percent of the boxes of cereal sampled by a quality technician are found to be under
the labeled weight. Based on this finding, the filling machine is adjusted to increase the
amount of fill.

(c) USA Today gives several pages of numerical quantities concerning stocks listed in AMEX,
NASDAQ, and NYSE as well as mutual funds listed in MUTUALS.

(d) Based on a study of 500 single parent households by a social researcher, a magazine
reports that 25% of all single parent households are headed by a high school dropout.

Ans. (a) The measurements given organize and summarize information concerning the players and is
therefore considered descriptive statistics.
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(b) Because of the high percent of boxes of cereal which are under the labeled weight in the sample, a
decision is made to increase the weight per box for each box in the population. This is an example of
inferential statistics.

(¢) The tables of measurements such as stock prices and change in stock prices are descriptive in nature
and therefore represent descriptive statistics.

(d) The magazine is stating a conclusion about the population based upon a sample and therefore this is
an example of inferential statistics.

Identify the sample and the population in each of the following scenarios.

(a) In order to study the response times for emergency 911 calls in Chicago, fifty “robbery in
progress” calls are selected randomly over a six-month period and the response times are
recorded.

(b) In order to study a nmew medical charting system at Saint Anthony’s Hospital, a
representative group of nurses is asked to use the charting system. Recording times and
error rates are recorded for the group.

(¢) Fifteen hundred individuals who listen to talk radio programs of various types are selected
and information concerning their education level, income level, and so forth is recorded.

(a) The 50 “robbery in progress” calls is the sample, and all “robbery in progress™ calls in Chicago
during the six-month period is the population.

(b) The representative group of nurses who use the medical charting system is the sample and all nurses
who use the medical charting system at Saint Anthony's is the population.

(¢) The 1500 selected individuals who listen to talk radio programs is the sample and the millions who
listen nationally is the population.

VARIABLE, OBSERVATION, AND DATA SET

1.3

14

1.5

In a sociological study involving 35 low-income households, the number of children per
household was recorded for each household. What is the variable? How many observations are
in the data set?

Ans. The variable is the number of children per household. The data set contains 35 observations.

A national survey was mailed to S000 households and one question asked for the number of
handguns per household. Three thousand of the surveys were completed and returned. What is
the variable and how large is the data set?

Ans. The variable is the number of handguns per household and there are 3000 observations in the data
set,

The number of hours spent per week on paper work was determined for 200 middle level
managers. The minimum was 0 hours and the maximum was 27 hours. What 1s the variable?
How many observations are in the data set?

Ans.  The variable is the number of hours spent per week on paper work and the number of observations
equals 200.

QUANTITATIVE VARIABLE: DISCRETE AND CONTINUOUS VARIABLE

1.6

Classify the variables in problems 1.3, 1.4, and 1.5 as continuous or discrete.
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1.7

1.8

Ans. The number of children per household is a discrete variable since the number of values this
variable may assume is countable. The values range from 0 to some maximum value such as 10 or
15 depending upon the population.

The number of handguns per household is countable, ranging from 0 to some maximum value and
therefore this variable is discrete.

The time spent per week on paper work by middle level managers may be any real number
between 0 and some upper limit. The number of values possible is not countable and therefore this
variable is continuous.

A program to locate drunk drivers is initiated and roadblocks are used to check for individuals
driving under the influence of alcohol. Let n represent the number of drivers stopped before the
first drunk driver is found. What are the possible values for n? Classify n as discrete or
continuous.

Ans.  The number of drivers stopped before finding the first drunk driver may equal 1, 2, 3,.. ., upto
an infinitely large number. Although not likely, it is theoretically possible that an extremely large
number of drivers would need to be checked before finding the first drunk driver. The possible
values for n are all the positive integers. N is a discrete variable.

The KSW computer science aptitude test consists of 25 questions. The score reported is
reflective of the computer science aptitude of the test taker. How would the score likely be
reported for the test? What are the possible values for the scores? Is the variable discrete or
continuous?

Ans. The score reported would likely be the number or percent of correct answers. The number correct
would be a whole number from 0 to 25 and the percent correct would range from 0 to 100 in steps
of size 4. However if the test evaluator considered the reasoning process used to arrive at the
answers and assigned partial credit for each problem, the scores could range from 0 to 25 or 0 to
100 percent continuously. That is, the score could be any real number between O and 25 or any
real number between 0 and 100 percent. We might say that for all practical purposes, the variable
is discrete. However, theoretically the variable is continuous.

QUALITATIVE VARIABLE

1.9

1.10

Which of the following are qualitative variables?

{a) The color of automobiles involved in several severe accidents

(b) The length of time required for rats to move through a maze

(c) The classification of police administrations as city, county, or state

(d) The rating given to a pizza in a taste test as poor, good, or excellent

(e) The number of times subjects in a sociological research study have been married

Ans. The variables given in (a), (c), and (d) are qualitative variables since they result in nonnumerical
values. They are classified into categories. The variables given in (b) and (e) result in numerical
values as a result of measuring and counting, respectively.

The pain level following surgery for an intestinal blockage was classified as none, low,
moderate, or severe for several patients. Give three different numerical coding schemes that
might be used for the purpose of inclusion of the responses in a computer data file. Does this
coding change the variable to a quantitative variable?
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Ans.  The responses none, low, moderate, or severe might be coded as 0, 1, 2, or 3 or 1, 2, 3, or 4 or as
10, 20, 30, or 40. There is no limit to the number of coding schemes that could be used. Coding
the variable does not change it into a quantitative variable. Many times coding a qualitative
variable simplifies the computer analysis performed on the variable.

NOMINAL, ORDINAL, INTERVAL, AND RATIO LEVELS OF MEASUREMENT

1.11 Indicate the scale of measurement for each of the following variables: racial origin. monthly
phone bills, Fahrenheit and centigrade temperature scales, military ranks, time, ranking of a
personality trait, clinical diagnoses, and calendar numbering of the years.

Ans. racial origin: nominal time: ratio
monthly phone bills: ratio ranking of personality trait: ordinal
temperature scales: interval clinical diagnoses: nominal
military ranks: ordinal calendar numbering of the years: interval

1.12 Which scales of measurement would usually apply to qualitative data?

Ans.  nominal or ordinal

SUMMATION NOTATION

1.13 The following values are recorded for the variable x: x; = 1.3, x, = 2.5, x3 = 0.7, x4 = 3.5.
Evaluate the following summations: Xx, Tx%, (Zx)%, and Z(x - .5).
Ans. X=X+ X+ X3+%x3=134+25+07+35=80
I = x4 x4+ X+ xS = 1374257 +0.77 + 3,57 =20.68
(Zx)* = (8.0)° = 64.0
2x-5)=(x-5)+(X-+{x3-5)+(x4-5=08+20+02+30=6.0

1.14 The following values are recorded for the variables x and y: x; = 25.67, x, = 10.95, x; = 5.65,
y) = 3.45, y; = 1.55, and ys = 3.50. Evaluate the following summations: Zxy, Xx yz, and
Xxy — ZxXy.
Ans.  IXy =Xy + X2y2 + X3y3 = 25.67 x 3.45 + 10.95 x 1.55 + 5.65 x 3.50 = 125.31
Xy = X0yl + lyot + Xyt =25.67% x 3.45% + 10952 x 1.55% + 5.657 x 3.50% = 8522.26
Ixy - ExZy=125.31-42.27 x 8.50 =-233.99

1.15 The sum of four values for the variable y equals 25, that is, Zy = 25. If it is known that y, =2,
y2=7,and y: = 6, find y,.

Ans. Ly=25=2+7+6+y, 0r25= 15+ y,. From this, we see that y, must equal 10.
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Supplementary Problems

DESCRIPTIVE STATISTICS AND INFERENTIAL STATISTICS: POPULATION AND SAMPLE

1.16 Classify each of the following as descriptive statistics or inferential staustics.

(a) The Nielsen Report on Television wtilizes data from a sample of viewers to give estimates of average

viewing time per week per viewer for all television viewers.

(b) The U.S. National Center for Health Statistics publication entitled Vital Statistics of the United
States lists the leading causes of death in a given year. The estimates are based upon a sampling of

death certificates.
(¢) The Omaha World Herald lists the low and high temperatures for several American cities.

(d) The number of votes a presidential candidate receives are given for each state following the

presidential election.

(e) The National Household Survey on Drug Abuse gives the current percentage of young adults using

different types of drugs. The percentages are based upon national samples.

Ans. (a) inferential statistics (b) inferential statistics (¢) descriptive statistics
(d) descriplive statistics (e) inferential statistics

1.17 Classify each of the following as a sample or a population.

(a) all diabetics in the United States

(b) agroup of 374 individuals selected for a New York Times/CBS news poll
(c) all owners of Ford trucks

(d) all registered voters in the state of Arkansas

(e) a group of 22,000 physicians who participate in a study to determine the role of aspirin in preventing

heart attacks

11

Ans.  (a) population (b) sample (¢) population (d) population {¢) sample

VARIABLE, OBSERVATION, AND DATA SET

1.18 Changes in systolic blood pressure readings were recorded for 325 hypertensive patients who were

participating in a study involving a new medication to control hypertension. Larry Doe is a patient in the

study and he experienced a drop of 15 units in his systolic blood pressure. What statistical term is used 1o
describe the change in systolic biood pressure readings? What does the number 325 represent? What term

is used for the 15-unit drop is systolic blood pressure?

Ans.  The change in blood pressure is the variable, 325 is the number of observations in the data set. and

15-unit drop in blood pressure is an observation.

1.19 Table 1.8 gives the fasting blood sugar reading for five patients at a smafl medical clinic. What is the

variable? Give the observations that comprise this data set.

Table 1.8
Patient name Fasting blood sugar reading
Sam Alcorn 135
Susan Collins 157
Larry Halsey 168
Bill Samuels 120
Lana Williams 160
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Ans. The variable is the fasting blood sugar reading for a patient. The observations are 135, 157, 168,
120, and 160.

1.20 A sociological study involving a minority group recorded the educational level of the participants. The

educational level was coded as follows: less than high school was coded as 1, high school was coded as 2,
college graduate was coded as 3, and postgraduate was coded as 4. The results were:

What is the variable”? How many observations are in the data set?

Ans. The variable is the cducational level of a participant. There are 46 observations in the data set.

QUANTITATIVE VARIABLE: DISCRETE AND CONTINUOUS VARIABLE
1.21 Classify the variables in problems 1.18. .19, and 1.20 as discrete or continuous.

Ans. The variables in problems 1.18 and 1.19 are continuous. The variable in problem 1.20 is not a
quantitative variable.

1.22 A die is tossed until the face 6 turns up on a toss. The variable x equals the toss upon which the face 6
first appears. What are the possible values that x may assume? Is x discrete or continuous?

Ans.  x may equal any positive integer, and it is therefore a discrete variable.
1.23 s it possible for a variable to be both discrete and continuous?

Ans. no

QUALITATIVE VARIABLE
1.24 Give five examples of a qualitative variable.
Ans. 1. Classification of government employces 4. Medical specialty of doctors
2. Motion picture ratings 5. ZIP code

3. College student classification

1.25 Which of the following is not a qualitative variable? hair color, eye color, make of computer, personality
type, and percent of income spent on food

Ans. percent of income spent on food

NOMINAL, ORDINAL, INTERVAL, AND RATIO LEVELS OF MEASUREMENT

1.26 Indicate the scale of measurement for cach of the following variables: religion classification; movie
ratings of 1, 2, 3, or 4 stars; body temperature; weights of runners: and consumer product ratings given
as poor, average, or excellent.

Ans. religion: nominal weights of runners: ratio
movie ratings: ordinal consumer product ratings: ordinal

body temperature: interval

1.27 Which scales of measurement would usually apply to quantitative data?
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Ans. interval or ratio

SUMMATION NOTATION

1.28 The following values are recorded for the variable x: x; = 15, x; = 25, x3 = 10, and x4 = 5. Evaluate the
following summations: Zx, Tx?, (Zx)%, and Z(x - 5).

Ans. Tx =55, x> =975, (Zx)® = 3025, Z(x - 5) = 35

1.29 The following values are recorded for the variables x and y: x; =17, x; = 28, x5 = 35, y, = 20, y, = 30,
and y; = 40. Evaluate the following summations: Zxy, 2x’y?, and Zxy - ZxIy.

Ans. Ixy = 2580, Ix’y? = 2,781,200, Exy - ZxZy = 4,620
1.30 Giventhat xy = 5, x; = 10, y, =20, and Zxy = 200, find y,.

Ans. y, =10



Chapter 2

Organizing Data

RAW DATA

Information obtained by observing values of a variable is called raw data. Data obtained by
observing values of a qualitative variable are referred to as qualitative data. Data obtained by
observing values of a quantitative variable are referred to as quantitative data. Quantitative data
obtained from a discrete variable are also referred to as discrete data and quantitative data obtained
from a continuous variable are called continuous data.

EXAMPLE 2.1 A study is conducted in which individuals are classified into one of sixteen personality types
using the Myers-Briggs type indicator. The resulting raw data would be classified as qualitative data.

EXAMPLE 2.2 The cardiac output in liters per minute is measured for the participants in a medical study. The
resulting data would be classified as quantitative data and continuous data.

EXAMPLE 2.3 The number of murders per 100,000 inhabitants is recorded for each of several large cities for
the year 1994. The resulting data would be classified as quantitative data and discrete data.

FREQUENCY DISTRIBUTION FOR QUALITATIVE DATA

A frequency distribution for qualitative data lists all categories and the number of elements that
belong to each of the categories.

EXAMPLE 2.4 A sample of rural county arrests gave the following set of offenses with which individuals were
charged:

rape robbery burglary arson murder robbery rape manslaughter
arson theft arson burglary theft robbery theft theft
theft burglary murder murder theft theft theft manslaughter

manslaughter

The variable, type of offense, is classified into the categories: rape, robbery, burglary, arson, murder, theft, and
manslaughter. As shown in Table 2.1, the seven categories are listed under the column entitled Offense, and each
occurrence of a category is recorded by using the symbol / in order to tally the number of times each offense
occurs. The number of tallies for each offense is counted and listed under the column entitled Frequency.
Occasionally the term absolute frequency is used rather than frequency.

Table 2.1

Offense Tally Frequency
Rape " 2
Robbery " 3
Burglary i 3
Arson i 3
Murder i 3
Theft W 8
Manslaughter m 3

14
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RELATIVE FREQUENCY OF A CATEGORY

The relative frequency of a category is obtained by dividing the frequency for a category by the
sum of all the frequencies. The relative frequencies for the seven categories in Table 2.1 are shown in
Table 2.2. The sum of the relative frequencies will always equal one.

PERCENTAGE

The percentage for a category is obtained by multiplying the relative frequency for that category
by 100. The percentages for the seven categories in Table 2.1 are shown in Table 2.2. The sum of the
percentages for all the categories will always equal 100 percent.

Table 2.2

Offense Relative frequency Percentage
Rape 2/125=.08 08 x100= 8%
Robbery 3125 =12 A2 x 100 = 12%
Burglary 325=.12 A2 x 100 =12%
Arson 3/25=.12 A2x100=12%
Murder 325 =12 A2 x 100=12%
Theft 8/25 =32 32x100=32%
Manslaughter 325=.12 12 x100=12%

BAR GRAPH

A bar graph is a graph composed of bars whose heights are the frequencies of the different
categories. A bar graph displays graphically the same information concerning qualitative data that a
frequency distribution shows in tabular form.

EXAMPLE 2.5 The distribution of the primary sites for cancer is given in Table 2.3 for the residents of Dalton

County.
Table 2.3
Primary site Frequency
Digestive system 20
Respiratory 30
Breast 10
Genitals 5
Urinary tract 5
Other 5

To construct a bar graph, the categories are placed along the horizontal axis and frequencies are marked along
the vertical axis. A bar is drawn for each category such that the height of the bar is equal to the frequency for that
category. A small gap is left between the bars. The bar graph for Table 2.3 is shown in Fig. 2-1. Bar graphs can
also be constructed by placing the categories along the vertical axis and the frequencies along the horizontal axis.
See problem 2.5 for a bar graph of this type.
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Digestive  Respiratory  Breast Genitals ~ Urinary  Other
system system tract

Primary site

Fig. 2-1

PIE CHART

A pie chart is also used to graphically display qualitative data. To construct a pie chart, a circle is
divided into portions that represent the relative frequencies or percentages belonging to different
categories.

EXAMPLE 2.6 To construct a pie chart for the frequency distribution in Table 2.3, construct a table that gives
angle sizes for each category. Table 2.4 shows the determination of the angle sizes for each of the categories in
Table 2.3. The 360° in a circle are divided into portions that are proportional to the catcgory sizes. The pic chart
for the frequency distribution in Table 2.3 is shown in Fig. 2-2.

Table 2.4

Primary site Relative frequency Angle size
Digestive system .26 360 x .26 =93.6°
Respiratory 40 360 x .40 = 144°
Breast 13 360 x .13 =46.8°
Genitals 07 360 x .07 =25.2°
Urinary tract 07 360 x .07 =25.2°
Other 07 360 x 07 =25.2°

Primary cancer sites

Digestive system
(26.7%)

Respiratory system
(40.0%)

Other
(6.75%)

Urinary tract
(6.7%)

Breast Genitals
(13.3G) (6.77%)

Fig. 2-2
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FREQUENCY DISTRIBUTION FOR QUANTITATIVE DATA

There are many similarities between frequency distributions for qualitative data and frequency
distributions for quantitative data. Terminology for frequency distributions of quantitative data is
discussed first, and then examples illustrating the construction of frequency distributions for
quantitative data are given. Table 2.5 gives a frequency distribution of the Stanford-Binet intelligence
test scores for 75 adults.

Table 2.5
1Q score Frequency
80-94 8
95-109 14
110-124 24
125-139 16
140-154 13

1Q score is a quantitative variable and according to Table 2.5. eight of the individuals have an IQ
score between 80 and 94, fourteen have scores between 95 and 109, twenty-four have scores between
110 and 124, sixteen have scores between 125 and 139, and thirteen have scores between 140 and 154.

CLASS LIMITS, CLASS BOUNDARIES, CLASS MARKS, AND CLASS WIDTH

The frequency distribution given in Table 2.5 is composed of five classes. The classes are: 80-94,
95-109, 110-124, 125-139, and 140-154. Each class has a lower class limit and an upper class limit.
The lower class limits for this distribution are 80, 95, 110, 125, and 140. The upper class limits are 94,
109, 124, 139, and 154.

If the lower class limit for the second class. 95. is added to the upper class limit for the first class,
94, and the sum divided by 2. the upper boundary for the first class and the lower boundary for the
second class 1s determined. Table 2.6 gives all the boundaries for Table 2.5,

If the lower class limit 1s added to the upper class limit for any class and the sum divided by 2, the
class mark for that class 1s obtained. The class mark for a class is the midpoint of the class and is
sometimes called the class midpoint rather than the class mark. The class marks for Table 2.5 are
shown in Table 2.6.

The difference between the boundaries for any class gives the class width for a distribution. The
class width for the distribution in Table 2.5 is 15.

Table 2.6
Class limits Class boundaries Class width Class marks
80-94 79.5-94.5 15 87.0
95-109 94.5-109.5 15 102.0
110-124 109.5-124.5 15 117.0
125-139 124.5-139.5 15 132.0
140-154 139.5-154.5 15 147.0

When forming a frequency distribution, the following general guidelines should be followed:
1. The number of classes should be between 5 and 15
2. Each data value must belong to one, and onlv one. class.
3. When possible, all classes should be of equal width.
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EXAMPLE 2.7 Group the following weights into the classes 100 to under 125, 125 1o under 150, and so forth:

11
161
185
245

The weights 111 and 120 are tallied into the class 100 to under 125. The weights 127, 129, 130, 145 and 145 are
tallied into the class 125 to under 150 and so forth until the frequencies for all classes are found. The frequency

120
165
185
248

127 129 130 145 145
167 170 171 174 175
190 195 195 201 210

distribution for these weights is given in Table 2.7

150
177
220

153 155
179 180
224 225

Table 2.7
Weight Frequency
100 to under 125 2
125 to under 150 5
150 to under 175 10
175 to under 200 10
200 to under 225 4
225 to under 250 4

160
180
230

When a frequency distribution is given in this form, the class limits and class boundaries may be considered to be
the same. The class marks are 112.5, 137.5.162.5. 187.5, 212.5, and 237.5. The class width is 25.

EXAMPLE 2.8 The price for 500 aspirin tablets is determined for each of twenty randomly selected stores as
part of a larger consumcr study. The prices are as follows:

2.50
2.80

295
2.80

2.65
2.85

3.10
2.80

315
3.00

3.05
3.00

3.05
2.90

2.60
2.90

270
2.85

2.5
2.85

Suppose we wish to group these data into seven classes. Since the maximum price is 3.15 and the minimum price
is 2.50, the spread in prices is 0.65. Each class should then have a width equal to approximately 1/7 of 0.65 or
093, There is a lot of flexibility in choosing the classes while following the guidelines given above. Table 2.8
shows the results if a class width equal to 0.10 is selected and the first class begins at the minimum price.

Table 2.8
Price Tally Frequency
2.50 0 2.59 / 1
2.60t0 2.69 /! 2
27010 2.79 1" 2
280 10 2.89 e 6
290w 2.99 n 3
300w 3.09 i 4
310w 3.19 / 2

The frequency distribution might also be given in a form such as that shown in Table 2.9. The two different
ways of expressing the classes shown in Tables 2.8 and 2.9 will result in the same frequencies.

Table 2.9

Price Frequency
2.50 1o less than 2.60 |
2.60 to less than 2.70
2.70 to less than 2.80
2.80 to less than 2.90
2.90 to less than 3.00
3.00 to less than 3.10
3.10 to less than 3.20

[\ “NRVA e N (S B S
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SINGLE-VALUED CLASSES

If only a few unique values occur in a set of data, the classes are expressed as a single value rather
than an interval of values. This typically occurs with discrete data but may also occur with continuous
data because of measurement constraints.

EXAMPLE 2.9 A quality technician selects 25 bars of soap from the daily production. The weights in ounces of
the 25 bars are as follows:

4.75 4.74 4.74 4.77 4.73 4.75 4.76 4.77
4.72 4.75 4.77 4.74 4.75 4.77 4.72 4.74
4.75 4.75 4.74 4.76 4.75 4.75 4.74 4.75
4.77

Since only six unique values occur, we will use single-valued classes. The weight 4.72 occurs twice, 4.73 occurs
once, 4.74 occurs six times, 4.75 occurs nine times, 4.76 occurs twice, and 4.77 occurs five times. The frequency
distribution is shown in Table 2.10.

Table 2.10

Weight Frequency
4.72 2
4.73
4.74
4.75
476
4.77

WO —

HISTOGRAMS

A histogram is a graph that displays the classes on the horizontal axis and the frequencies of the
classes on the vertical axis. The frequency of each class is represented by a vertical bar whose height is
equal to the frequency of the class. A histogram is similar to a bar graph. However, a histogram utilizes
classes or intervals and frequencies while a bar graph utilizes categories and frequencies.

EXAMPLE 2.10 A histogram for the aspirin prices in Table 2.9 is shown in Fig. 2-3.
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Price

Fig. 2-3
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A symmetric histogram is one that can be divided into two pieces such that each is the mirror
image of the other. One of the most commonly occurring symmetric histograms is shown in Fig. 2-4.
This type of histogram is often referred to as a mound-shaped histogram or a bell-shaped histogram. A
symmetric histogram in which each class has the same frequency is called a uniform or rectangular
histogram. A skewed to the right histogram has a longer tail on the right side. The histogram shown in
Fig. 2-5 is skewed to the right. A skewed to the left histogram has a longer tail on the left side. The
histogram shown in Fig. 2-6 is skewed to the left.
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CUMULATIVE FREQUENCY DISTRIBUTIONS

A cumulative frequency distribution gives the total number of values that fall below various class
boundaries of a frequency distribution.

EXAMPLE 2.11 Table 2.11 shows the frequency distribution of the contents in milliliters of a sample of 25 one-
liter bottles of soda. Table 2.12 shows how to construct the cumulative frequency distribution that corresponds to
the distribution in Table 2.11.

Table 2.11
Content Frequency
970 10 less than 990 5
990 to less than 1010 10
1010 to less than 1030 5
1030 to less than 1050 3
1050 to less than 1070 2

CUMULATIVE RELATIVE FREQUENCY DISTRIBUTIONS

A cumulative relative frequency is obtained by dividing a cumulative frequency by the total
number of observations in the data set. The cumulative relative frequencies for the frequency
distribution given in Table 2.11 are shown in Table 2.12. Cumulative percentages are obtained by
multiplying cumulative relative frequencies by 100. The cumulative percentages for the distribution
given in Table 2.11 are shown in Table 2.12.

Table 2.12
Cumulative
Contents less than Cumulative frequency relative frequency Cumulative percentage
970 0 025=0 0%
990 5 5/25=.20 20%
1010 5+10=15 15/25 = .60 60%
1030 15+5=20 20/25 = .80 80%
1050 20+3=23 23/25 =92 92%
1070 23 +2=25 25/25 =1.00 100%

OGIVES

An ogive is a graph in which a point is plotted above each class boundary at a height equal to the
cumulative frequency corresponding to that boundary. Ogives can also be constructed for a cumulative
relative frequency distribution as well as a cumulative percentage distribution.

EXAMPLE 2.12 The ogive corresponding to the cumulative frequency distribution in Table 2.12 is shown in
Fig. 2-7.
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Fig. 2-7

STEM-AND-LEAF DISPLAYS

In a stem-and-leaf display each value is divided into a stem and a leaf. The leaves for each stem are
shown separately. The stem-and-leaf diagram preserves the information on individual observations.

EXAMPLE 2.13 The following are the California Achievement Percentile Scores (CAT scores) for 30 seventh-
grade students:

50 65 70 35 40 57 66 65 70 35

29 33 44 56 66 60 44 50 58 46
67 78 79 47 35 36 44 57 60 57

A stem-and-leaf diagram for these CAT scores is shown in Fig. 2-8.

Stem | Leaves

2 9

35556
044467
0067778
0055667
0089

~N oA S W

Fig. 2-8

Solved Problems

RAW DATA

2.1 Classify the following data as either qualitative data or quantitative data. In addition, classify the
quantitative data as discrete or continuous.

(a) The number of times that a movement authority is sent to a train from a relay station is
recorded for several trains over a two-week period. The movement authority, which is an
electronic transmission, is sent repeatedly until a return signal is received from the train.
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(b) A physician records the follow-up condition of patients with optic neuritis as improved,
unchanged, or worse.

(c) A quality technician records the length of material in a roll product for several products
selected from a production line.

(d) The Bureau of Justice Statistics Sourcebook of Criminal Justice Statistics in reporting on the
daily use within the last 30 days of drugs among young adults lists the type of drug as
marijuana, cocaine, or stimulants (adjusted).

(e) The number of aces in five-card poker hands is noted by a gambler over several weeks of
gambling at a casino.

Ans.  (a) The number of times that the moving authority must be sent is countable and therefore these data

are quantitative and discrete.

{b) These data are categorical or qualitative.

(c) The length of material can be any number within an interval of values, and thereforc these data
are quantitative and continuous.

(d) These data are categorical or qualitative

(e) Each value in the data set would be one of the five numbers 0. 1, 2, 3, or 4. These data are
quantitative and discrete.

FREQUENCY DISTRIBUTION FOR QUALITATIVE DATA

2.2 The following list gives the academic ranks of the 25 female faculty members at a small liberal
arts college:

instructor
associate professor
full professor

full professor
assistant professor
full professor
associate professor

assistant professor
assistant professor
associate professor
associate professor
assistant professor
assistant professor

Give a frequency distribution for these data.

assistant professor
associate professor
instructor

assistant professor
associate professor
assistant professor

instructor
assistant professor
assistant professor
instructor
assistant professor
assistant professor

Ans. The academic ranks are tallied into the four possible categories and the results are shown in Table

2.13.

Table 2.13
Academic rank Frequency
Full professor 3
Associate professor 6
Assistant professor 12
Instructor 4

RELATIVE FREQUENCY OF A CATEGORY AND PERCENTAGE

2.3 Give the relative frequencies and percentages for the categories shown in Table 2.13.
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Each frequency in Table 2.13 is divided by 25 to obtain the relative frequencies for the categories.
The relative frequencies are then multiplied by 100 to obtain percentages. The results are shown in

Table 2.14.
Table 2.14
Academic rank Relative frequency Percentage
Full professor A2 12%
Associate professor 24 24%
Assistant professor 48 48%
Instructor .16 16%

2.4 Referto Table 2.14 to answer the following.

(a) What percent of the female faculty have a rank of associate professor or higher?

(b) What percent of the female faculty are not full professors?
(¢) What percent of the female faculty are assistant or associate professors?

(h) 16% +48% + 24% = 88% (¢} 48% +24% =12%

Ans. (a) 24% + 12% = 36%

BAR GRAPHS AND PIE CHARTS

2.5 The subjects in an eating disorders research study were divided into one of three different
groups. Table 2.15 gives the frequency distribution for these three groups. Construct a bar graph.

Table 2.15
Group Frequency
Bulimic 30
Anorexic 50
Control 20

The bar graph for the distribution given in Table 2.15 is shown in Fig. 2-9.

Ans.
Control —
Anorexic
Group
Bulimic —
I T T T )] ]
0 10 20 30 40 50
Frequency
Fig. 2-9

2.6 Construct a pie chart for the frequency distribution given in Table 2.15.

Ans.  Table 2.16 illustrates the determination of the angles for each sector of the pie chart.
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Table 2.16
Group Relative frequency Angle size
Bulimic 3 360 x .3 =108°
Anorexic 5 360 x .5=180°
Control 2 360 x 2 =72°

Ans. The pie chart for the distribution given in Table 2.15 is shown in Fig. 2-10.

Pie chart for eating disorder subjects

Bulimic (30.0%)

Anorexic (50.0%)

Control (20.0%)
Fig. 2-10

2.7 A survey of 500 randomly chosen individuals is conducted. The individuals are asked to name
their favorite sport. The pie chart in Fig. 2-11 summarizes the results of this survey.

Pie chart for favorite sport

Other  (5.0%) Baseball (30.0%)

Hockey (10.0%)

Golf  (10.0%)

Basketball (20.0%) Football  (25.0%)

Fig. 2-11

(@) How many individuals in the 500 gave baseball as their favorite sport?
(b) How many gave a sport other than basketball as their favorite sport?
(c) How many gave hockey or golf as their favorite sport?

Ans. (a) .3 x500=150 (hy .8 x500=400 (¢) 2x500=100
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FREQUENCY DISTRIBUTION FOR QUANTITATIVE DATA:
CLASS LIMITS, CLASS BOUNDARIES, CLASS MARKS, AND CLASS WIDTH

2.8 Table 2.17 gives the frequency distribution for the cholesterol values of 45 patients in a cardiac

rehabilitation study. Give the [ower and upper class limits and boundaries as well as the class
marks for each class.

Table 2.17
Cholesterol value Frequency
170 t0 189 3
190 10 209 10
21010 229 17
230 to 249 13
250 to 269 2

Ans. Table 2.18 gives the limits, boundaries. and marks for the classes in Table 2.17.

Table 2.18
Lower Upper
Class Lower limit | Upper limit | boundary boundary | Class mark
170 to 189 170 189 169.5 189.5 179.5
190 to 209 190 209 189.5 209.5 199.5
210 to 229 210 229 209.5 2295 219.5
230 to 249 230 249 229.5 249.5 2395
250 to 269 250 269 249.5 269.5 259.5

2.9 The following data set gives the yearly food stamp expenditure in thousands of dollars for 25

households in Alcorn County:

23 1.9 1.1 32 2.7 1.5 0.7 2.5 25 3.1 2.5
2.0 2.7 1.9 22 1.2 1.3 1.7 29 3.0 32 1.7
22 27 20

Construct a frequency distribution consisting of six classes for this data set. Use 0.5 as the lower
limit for the first class and use a class width equal to 0.5.

Ans.  The first class would extend from 0.5 to 0.9 since the desired lower limit is 0.5 and the desired class
width is 0.5. Note that the class boundaries are 0.45 and 0.95 and therefore the class width equals
0.95 - 0.45 or 0.5. The frequency distribution is shown in Table 2.19.

Table 2.19
Expenditure Frequency
051009 |
101014
151019
20024
251029
3.0t 34

(F'S]

S Y W, |

2.10 Express the frequency distribution given in Table 2.19 using the “less than” form for the classes.

Ans. The answer is shown in Table 2.20.
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Table 2.20

Expenditure Frequency
0.5 to less than 1.0 I
1.0 to less than 1.5
1.5 to less than 2.0
2.0 to less than 2.5
2.5 to less than 3.0
3.0 to less than 3.5

PN NV IV N

2.11 The manager of a convenience store records the number of gallons of gasoline purchased for a
sample of customers chosen over a one-week period. Table 2.21 lists the raw data. Construct a
frequency distribution having five classes, each of width 4. Use 0.000 as the lower limit of the

first class.
Table 2.21

12.357 19.900 17.500 12.000 8.000 16.000
15.500 18.500 10.000 16.500 6.000 14.675
13.345 13.450 12.500 13.345 5.500 11.234
17.790 19.000 13.456 17.680 15.000 17.678
12.345 4.458 4.000 18.900 12.000 13.200

1.000 14.400 7.500 6.650 17.890 19.500
14.350 16.678 5.500 14.000 3.600 14.000
17.789 13.567 2.000 13.500 15.000 7.500

Ans.  When the data are tallied into the five classes, the frequency distribution shown in Table 2.22 is

obtained.
Table 2.22
Gallons Frequency
0.000 10 3.999 3
4.000 10 7.999 8
8.000 to 11.999 3
12.000 to 15.999 20
16.000 to 19.999 14

2.12 Using the data given in Table 2.21, form a frequency distribution consisting of the classes 0 to
less than 4, 4 to less than 8, 8 to less than 12, 12 to less than 16, and 16 to less than 20. Compare
this frequency distribution with the one given in Table 2.22.

Ans.  The frequency distribution is given in Table 2.23. Table 2.23 may have more popular appeal than

Table 2.22.
Table 2.23
Gallons Frequency
0 to less than 4 3
4 to less than 8 8
8 to less than 12 3
12 to less than 16 20
16 to less than 20 14
SINGLE-VALUED CLASSES

2.13 The Food Guide Pyramid divides food into the following six groups: Fats, Oils, and Sweets
Group; Milk, Yogurt, and Cheese Group; Vegetable Group; Bread, Cereal, Rice, and Pasta
Group; Meat, Poultry, Fish, Dry Beans, Eggs. and Nuts Group; Fruit Group. One question in a
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nutrition study asked the individuals in the study to give the number of groups included in their
daily meals. The results are given below:

6 4 5 4 4 3 4 5 5 5
6 5 4 3 6 6 6 5 2 3
4 5 6 4 5 5 5 6 5 6
5

Give a frequency distribution for these data.

Ans. A frequency distribution with single-valued classes is appropriate since only five unique values
occur. The frequency distribution is shown in Table 2.24.

Table 2.24
Number of food groups Frequency
2 1
3 3
4 7
5 12
6 8

A sociological study involving Mexican-American women utilized a 50-question survey. One
question concerned the number of children living at home. The data for this question are given
below:

5 2 3 0 4 6 2 ] 1 2
3 3 4 4 5 5 5 3 3 3
3 4 4 4 5 5 2 3 4 4
5

Give a frequency distribution for these data.

Ans.  Since only a small number of unique values occur, the classes will be chosen to be single valued. The
frequency distribution is shown in Table 2.25.

Table 2.25
Number of children Frequency

0 1

| 2

2 4

3 8

4 8

5 7

6 1
HISTOGRAMS
2.15 Construct a histogram for the frequency distribution shown in Table 2.23.

Ans. The histogram for the frequency distribution in Table 2.23 is shown in Fig. 2-12.
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Fig. 2-12
2.16 Construct a histogram for the frequency distribution given in Table 2.24.

Ans.  The histogram for the frequency distribution in Table 2.24 1s shown in Fig. 2-13.

1077
>
2
5
g -
3

0 L
2 3 4 5 6
Number of food groups
Fig. 2-13

CUMULATIVE FREQUENCY DISTRIBUTIONS

2.17 The Beckmann-Beal mathematics competency test is administered to 150 high school students
for an educational study. The test consists of 48 questions and the frequency distribution for the
scores is given in Table 2.26. Construct a cumulative frequency distribution for the scores.

Table 2.26
Beckmann-Beal score Frequency
0-7 5
8-15 15
16-23 20
24-31 30
32-39 50
40-47 30

Ans.  The cumulative frequency distribution is shown in Table 2.27.
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Table 2.27
Scores less than Cumulative frequency
0 0
8 5
16 20
24 40
32 70
40 120
48 150

2.18 Table 2.28 gives the cumulative frequency distribution of reading readiness scores for 35
kindergarten pupils.

Table 2.28
Scores less than Cumulative frequency
50 0
60 5
70 15
80 30
90 35

(a) How many of the pupils scored 80 or higher?
(b) How many of the pupils scored 60 or higher but lower than 807?
(c) How many of the pupils scored 50 or higher?
(d) How many of the pupils scored 90 or lower?

Ans. (a) 35-30=5 by 30-5=25 (c) 35 (d) 35

CUMULATIVE RELATIVE FREQUENCY DISTRIBUTIONS

2.19 Give the cumulative relative frequencies and the cumulative percentages for the reading
readiness scores in Table 2.28.

Ans.  The cumulative relative frequencies and cumulative percentages are shown in Table 2.29.

Table 2.29
Cumulative relative
Scores less than frequency Cumulative percentages
50 0.0 0.0%
60 0.143 14.3%
70 0.429 42.9%
80 0.857 85.7%
90 1.0 100.0%

OGIVES

2.20 Table 2.30 gives the cumulative frequency distribution for the daily breast-milk production in
grams for 25 nursing mothers in a research study. Construct an ogive for this distribution.
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Table 2.30
Daily production Cumulative frequency
less than
500 0
550 3
600 B
650 20
700 22
750 25

Ans. The ogive curve for this distribution is shown in Fig. 2-14.

257
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«é 20
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500 550 600 650 700 750
Grams
Fig. 2-14

2.21 Construct an ogive curve for the cumulative relative frequency distribution that corresponds to
the cumulative frequency distribution in Table 2.30.

Ans. Each of the cumulative frequencies in Table 2.30 is divided by 25 and the cumulative relative
frequencies 0, .12, .44, .80, .88, and 1.00 are determined. Using these, the cumulative relative
frequency distribution shown in Fig. 2-15 can be constructed.

o
]

o
n
I

Cumulative relative frequency

o
it

T T T T T 1
500 550 600 650 700 750
Grams
Fig. 2-15

2.22 Construct an ogive curve for the cumulative percentage distribution that corresponds to the
cumulative frequency distribution in Table 2.30.



32

ORGANIZING DATA [CHAP. 2

Ans.  The cumulative percentages are obtained by multiplying the cumulative relative frequencies given in
problem 2.21 by 100 to obtain 0%, 12%, 44%, 80%, 88%, and 100%. Thesc percentages are then
used to construct the ogive shown in Fig. 2-16.
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Fig. 2-16

STEM-AND-LEAF DISPLAYS

2.23

2.24

The mathematical competency scores of 30 junior high students participating in an educational
study are as follows:

30 35 28 44 33 22 40 38 37 36
28 29 30 30 40 30 34 37 38 40
38 34 40 37 23 26 30 45 29 40

Construct a stem-and-leaf display for these data. Use 2, 3, and 4 as your stems.

Ans. The stem-and-leaf display is shown in Fig. 2-17.

Stem | Leaves

2 2368899
0000034456777888
4 0000045

(9]

Fig. 2-17

Refine the display shown in Fig. 2-17 by separating the leaves into two groups. one consisting of
0, 1,2, 3, and 4 and the other consisting of 5, 6,7, 8, and 9.

Ans. The solution is shown in Fig. 2-18.

Stem | Leaves

2 23

68899
00000344
56777888
000004

5

£ bW W N

Fig. 2-18
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2.25 The stem-and-leaf display shown in Fig. 2-19 gives the savings in 15 randomly selected
accounts. If the total amount in these 15 accounts equals $4340, find the value of the missing
leaf, x.

Stem | Leaves

1 05 50 6590
102055 x 75
255070
15 80
65

(SRR ]

[V, N

Fig. 2-19

Ans. Let A be the amount in the account with the missing leaf. Then the following equation must hold.
(105 + 150 + 165 + 190 + 210 + 220 + 255 + A + 275 + 325 + 350 + 370 + 415 + 480 + 565) = 4340

The solution to this equation is A = 265, which implies that x = 65.

Supplementary Problems

RAW DATA

2.26 Classify the data described in the following scenarios as qualitative or quantitative. Classify the quantitative
data as either discrete or continuous.

{a) The individuals in a sociological study are classified into one of five income classes as follows: low,
low to middle, middle, middle to upper, or upper.

(b) The fasting blood sugar readings are determined for several individuals in a study involving diabetics.

(¢) The number of questions correctly answered on a 25-item test is recorded for each student in a
compulter science class.

(d) The number of attempts needed before successfully finding the path through a maze that leads to a
reward is recorded for several rats in a psychological study.

(e) The race of each inmate is recorded for the individuals in a criminal justice study.

Ans. (a) qualitative (b) quantitative, continuous (¢) quantitative, discrete
(d) quantitative, discrete (e) qualitative

FREQUENCY DISTRIBUTION FOR QUALITATIVE DATA

2.27 The following responses were obtained when 50 randomly selected residents of a small city were asked the
question “How safe do you think your neighborhood is for kids?”

very very not sure not at all very not very not sure
very not sure somewhat not very very not at all not very
very very very very not very somewhat somewhat
very very not sure not very not at al} not very very

very not sure very very not very very very

not very somewhat somewhat very somewhat very very

not very not at all very very very somewhat very
somewhat

Give a frequency distribution for these data.
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Ans.  Sce Table 2.31.
Table 2.31

Response Frequency

Very 24
Somewhat 8
Not very 9
Not at all 4
Not sure 5

RELATIVE FREQUENCY OF A CATEGORY AND PERCENTAGE

2.28

Give the relative frequencies and percentages for the categories shown in Table 2.31.

Ans.  See Table 2.32.

Table 2.32
Response Relative frequency Percentage
Very A48 48%
Somewhat .16 16%
Not very 18 18%
Not at alt .08 8%
Not sure .10 10%

2.29 Refer to Table 2.32 to answer the following questions.

(a) What percent of the respondents have no opinion, i.e., responded not sure, on how safe the neighbor-
hood is for children?

(h) What percent of the respondents think the neighborhood is very or somewhat safe for children?

(¢) What pereent of the respondents give a response other than very safe?

Ans. (a) 0%

(h) 64% (c) 52%

BAR GRAPHS AND PIE CHARTS

2.30 Construct a bar graph for the frequency distribution in Table 2.31.

2.31

Construct a pie chart for the frequency distribution given in Table 2.31.

2.32  The bar graph given Fig. 2-20 shows the distribution of responses of 300 individuals to the question “How

do you prefer to spend stressful times?”

(a) What percent preferred to spend time alone?

(b) What percent gave a response other than “with friends™?

{¢) How many individuals responded “with family,” “with friends.” or “other”?

Ans.  (a) S0% (b) 83.3% () 150
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150 —
100 —
Frequency
50 —
0 T — T —T T
Alone With family With friends Other
Response
Fig. 2-20

FREQUENCY DISTRIBUTION FOR QUANTITATIVE DATA:
CLASS LIMITS, CLASS BOUNDARIES, CLASS MARKS, AND CLASS WIDTH

2.33 Table 2.33 gives the distribution of response times in minutes for 911 emergency calls classified as
domestic disturbance calls. Give the lower and upper class limits and boundaries as well as the class marks
for each class. What is the class width for the distribution?

Table 2.33
Response time Frequency
5-9 3
10-14 7
15-19 25
20-24 19
25-29 14
30-34 2
Ans. See Table 2.34.
Table 2.34
Class Lower Upper limit Lower Upper Class mark
limit boundary boundary
5-9 5 9 4.5 9.5 7
10-14 10 14 95 14.5 12
15-19 15 19 14.5 19.5 17
20-24 20 24 19.5 245 22
25-29 25 29 245 295 27
30-34 30 34 29.5 34.5 32

The class width equals 5 minutes.

2.34 Express the distribution given in Table 2.33 in the “less than” form.

Ans.  See Table 2.35.
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Table 2.35
Response time Frequency
5 to less than 10 3
10 to less than 15 7
15 to less than 20 25
20 to less than 25 19
25 to less than 30 14
30 to less than 35 2

[CHAP. 2

2.35 Table 2.36 gives the response times in minutes for 50 randomly selected 911 emergency calls classified as

robbery in progress calls. Group the data into five classes, using 1.0 10 2.9 as your first class.

Table 2.36
25 5.0 8.5 5.5 10.5
5.0 5.5 7.0 5.0 10.0
6.5 6.0 7.0 6.0 10.0
1.5 7.5 7.0 6.5 4.5
7.0 2.0 5.5 7.0 5.0
10.0 3.0 6.5 55 5.0
9.5 2.5 35 3.5 5.0
8.0 3.0 1.5 2.0 4.5
7.5 6.5 7.0 1.5 9.0
25 7.5 10.0 7.0 8.5
Ans.  See Table 2.37.
Table 2.37
Response time Frequency
1.01029 7
30t049 6
501069 16
70t089 14
9.0to 10.9 7

2.37 Refer to the frequency distribution of response times to 911 robbery in progress calls given in Table 2.37 10

2.38

answer the following.

(a) What percent of the response times are less than seven minutes?
(h) What percent of the response times are equal to or greater than three minutes but less than seven

minutes?

(¢) What percent of the response times are nine or more minutes in length?

Ans. (a) 58%

Refer to the frequency distribution given in Table 2.38 to find the following.

(b) 44% (c)

(a) The boundaries for the class ¢ to d

(b) The class mark for the class e to f

(c) The width for the class gto i

{d) The lower class limit for the class g to i
{e) The total number of observations

14%

Table 2.38
Class Frequency
atob f,
ctod f2
ctof f3
gtlo 1 f.;
jtok fs
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Ans. (a) (b+c¢)2and (d +e)2 ) (e+ NN () GG+))2-(f+g)2
(d) g (e) (fi+f+fi+fi+f5)

SINGLE-VALUED CLASSES

2.39 A guality control technician records the number of defective items found in samples of size 50 for each of
30 days. The data are as follows:

0 2 3 0 0 0 0 1 2 1
1 2 0 0 1 2 2 2 0 0
1 1 1 0 0 0 3 2 0 1

Give a frequency distribution for these data.

Ans. See Table 2.39

Table 2.39
Number of defectives Frequency
0 13
1 8
2 7
3 2

2.40 The number of daily traffic citations issued over a 100-mile section of Interstate 80 is recorded for each day
of September. The frequency distribution for these data is shown in Table 2.40. Find the value for x.

Table 2.40
Number of citations Frequency
10 5
11 7
14 10
16 X
17 3
20 3
Ans. x=2
HISTOGRAMS

2.41 Construct a histogram for the response times frequency distribution given in Table 2.37.
2.42 Construct a histogram for the number of defectives frequency distribution given in Table 2.39.
CUMULATIVE FREQUENCY DISTRIBUTIONS

2,43 Give the cumulative frequency distribution for the frequency distribution shown in Table 2.37
Ans.  See Table 2.41.

Table 2.41
Response time less than | Cumulative frequency
1.0 0
3.0 7
5.0 13
7.0 29
9.0 43
11.0 50
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2.44 Refer to Table 2.41 to answer the following questions.
(a) How many of the response times are less than 5.0 minutes?
(h) How many of the response times are 7.0 or more minutes?
(¢) How many of the response times are equal to or greater than 5.0 minutes but less than 9.0 minutes?

Ans. (a) 13 (b) 21 (c) 30

CUMULATIVE RELATIVE FREQUENCY DISTRIBUTIONS

2.45 Give the cumulative relative frequencies and the cumulative percentages for the cumulative frequency
distribution shown in Table 2.41.

Ans.  See Table 2.42.

Table 2.42
Cumulative relative
Response time less than frequency Cumulative percentage |
1.0 0.0 0%
3.0 0.14 14%
5.0 0.26 26%
7.0 0.58 58%
9.0 0.86 86%
11.0 1.0 100%

OGIVES
2.46 Construct an ogive for the cumulative frequency distribution given in Table 2.41.

2.47 Construct an ogive for the cumulative relative frequency distribution given in Table 2.42.

STEM-AND-LEAF DISPLAYS

2.48 The number of calls per 24-hour period to a 911 emergency number is recorded for 50 such periods. The
results are shown in Table 2.43. Construct a stem-and-leaf display for these data.

Table 2.43
450 333 660 765 589
345 347 456 501 543
678 543 234 597 521
345 780 435 456 678
189 567 675 525 453
500 304 805 586 267
456 435 346 514 508
654 564 225 524 465
324 475 505 707 556
700 125 578 286 531

Ans. See Fig. 2-21.
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2.49 The number of syringes used per month by the patients of a diabetic specialist is recorded and the results

2.50

ORGANIZING DATA

Stem

Leaves

o N

[ I B )

2589

253467 86

04 24 334545 46 47

353550535656566575

00010508 14 21 2425314343 56 64 67 78 86 89 97
5460757878

00 07 65 80

05

Fig. 2-21

are given in Fig. 2-22. Answer the following questions by referring to Fig. 2-22.
(@) What is the minimum number of syringes used per month by these patients?
(b) What is the maximum number of syringes used per month by these patients?
(c) What is the total usage per month by these patients?

(d) What usage occurs most frequently?

Ans. (a) 30

Stem | Leaves
3 005555
4 0035688
5 244488999
6 00000055555888
7 33355
8 005
9 00
Fig. 2-22
by 90 (c) 2700 (d)y 60

39

Refine the stem-and-leaf display in Fig.2-22 by using either the leaves 0. 1, 2, 3, or 4 or the leaves 5, 6, 7,

8, or 9 on a particular row.

Ans. See Fig. 2-23.

Stem | Leaves
00
5555
003
5688
2444
88999
000000
55555888
333
55
00
5
00

Fig. 2-23
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Chapter 3

Descriptive Measures

MEASURES OF CENTRAL TENDENCY

Chapter 2 gives several techniques for organizing data. Bar graphs, pie charts, frequency
distributions, histograms, and stem-and-leaf plots are techniques for describing data. Often times, we
are interested in a typical numerical value to help us describe a data set. This typical value is often
called an average value or a measure of central tendency. We are looking for a single number that is
in some sense representative of the complete data set.

EXAMPLE 3.1 The following are examples of measures of central tendency: median priced home, average
cost of a new automobile, the average household income in the United States, and the modal number of
televisions per household. Each of these examples is a single number, which is intended 10 be typical of the
characteristic of interest.

MEAN, MEDIAN, AND MODE FOR UNGROUPED DATA

A data set consisting of the observations for some variable is referred to as raw data or
ungrouped data. Data presented in the form of a frequency distribution are called grouped data. The
measures of central tendency discussed in this chapter will be described for both grouped and
ungrouped data since both forms of data occur frequently.

There are many different measures of central tendency. The three most widely used measures of
central tendency are the mean, median, and mode. These measures are defined for both samples and
populations.

The mean for a sample consisting of n observations is

2
X =" 3.1)
n
and the mean for a population consisting of N observations is
Zx
= — 3.2)
AN

EXAMPLE 3.2 The number of 911 emergency calls classified as domestic disturbance calls in a large metro-
politan location were sampled for thirty randomly selected 24 hour periods with the following results. Find the
mean number of calls per 24-hour period.

25 46 34 45 37 36 40 30 29 37 44 56 50 47 23
40 30 27 38 47 58 22 29 56 40 46 38 {9 49 50

40
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EXAMPLE 3.3 The total number of 911 emergency calls classified as domestic disturbance calls last year in a
large metropolitan location was 14,950. Find the mean number of such calls per 24-hour period if last year was
not a leap year.

x 14950
p=——=—"""=41.0

The median of a set of data is a value that divides the bottom 50% of the data from the top 50%
of the data. To find the median of a data set, first arrange the data in increasing order. If the number
of observations is odd, the median is the number in the middle of the ordered list. If the number of
observations is even, the median is the mean of the two values closest to the middle of the ordered
list. There is no widely used symbol used to represent the median. Occasionally, the symbol X is
used to represent the sample median and the symbol i is used to represent the population median.

EXAMPLE 3.4 To find the median number of domestic disturbance calls per 24-hour period for the data in
Example 3.1, first arrange the data in increasing order.

19 22 23 25 27 29 29 30 30 34 36 37 37 38 38
40 40 40 44 45 46 46 47 47 49 50 50 56 56 58

The two values closest to the middle are 38 and 40. The median 1s the mean of these two values or 39.

EXAMPLE 3.5 A bank auditor selects 11 checking accounts and records the amount in each of the accounts.
The 11 observations in increasing order are as follows:

150.25 175.35 195.00 200.00 235.00 24045 250.55 256.00 275.50 290.10 300.55

The median is 240.45 since this is the middle value in the ordered list.

The mode is the value in a data set that occurs the most often. If no such value exists, we say that
the data set has no mode. If two such values exist, we say the data set is bimodal. If three such values
exist, we say the data set is trimodal. There is no symbol that is used to represent the mode.

EXAMPLE 3.6 Find the mode for the data given in Example 3.2. Often it is helpful to arrange the data in
increasing order when finding the mode. The data, in increasing order, are given in Example 3.4. When the data
are examined, it is seen that 40 occurs three times, and that no other value occurs that often. The mode is equal
to 40.

For a large data set, as the number of classes is increased (and the width of the classes is
decreased), the histogram becomes a smooth curve. Oftentimes, the smooth curve assumes a shape
like that shown in Fig. 3-1. In this case, the data set is said to have a bell-shaped distribution or a
mound-shaped distribution. For such a distribution, the mean, median, and mode are equal and they
are located at the center of the curve.

Fig. 3-1
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For a data set having a skewed to the right distribution, the mode is usually less than the median
which is usually less than the mean. For a data set having a skewed to the left distribution, the mean
is usually less than the median which is usually less than the mode.

EXAMPLE 3.7 Find the mean, median, and mode for the following three data sets and confirm the above
paragraph.

Dataset 1: 10, 12, 15,15, 18,20 Dataset2:2,4,6,15, 15,18 Dataset 3: 12, 15, 15, 24, 26, 28

Table 3.1 gives the shape of the distribution, the mean, the median, and the mode for the three data sets.

Table 3.1
Data set Distribution shape Mean Median Mode
1 Bell-shaped 15 15 15
2 Left-skewed 10 10.5 15
3 Right-skewed 20.5 19.5 15

MEASURES OF DISPERSION

In addition to measures of central tendency, it is desirable to have numerical values to describe
the spread or dispersion of a data set. Measures that describe the spread of a data set are called
measures of dispersion.

EXAMPLE 3.8 Jon and Jack are two golfers who both average 85. However, Jon has shot as low as 75 and as
high as 99 whereas Jack has never shot below 80 nor higher than 90. When we say that Jack is a more consistent
golfer than Jon is, we mean that the spread in Jack’s scores is less than the spread in Jon's scores. A measure of
dispersion is a numerical value that illustrates the differences in the spread of their scores.

RANGE, VARIANCE, AND STANDARD DEVIATION FOR UNGROUPED DATA

The range for a data set is equal to the maximum value in the data set minus the minimum value
in the data set. It is clear that the range is reflective of the spread in the data set since the difference
between the largest and the smallest value is directly related to the spread in the data.

EXAMPLE 3.9 Compare the range in golf scores for Jon and Jack in Example 3.8. The range for Jonis 99 -
75 = 24 and the range for Jack is 90 — 80 = 10. The spread in Jon's scores, as measured by range, is over twice
the spread in Jack’s scores.

The variance and the standard deviation of a data set measures the spread of the data about the
mean of the data set. The variance of a sample of size n is represented by s” and is given by

2(x~X)?
§ = — (3.3)
n—1
and the variance of a population of size N is represented by o and is given by
Z _ 2
0'2 = _.LX_._H.)__ (3.4)
N

The symbol 6 is the lowercase sigma of the Greek alphabet and o is read as sigma squared.
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EXAMPLE 3.10 The times required in minutes for five preschoolers to complete a task were S, 10, 15, 3, and
7. The mean time for the five preschoolers is 8 minutes. Table 3.2 illustrates the computation indicated by
formula (3.3). The first column lists the observations, x. The second column lists the deviations from the mean,
x — X. The third column lists the squares of the deviations. The sum at the bottom of the second column is
called the sum of the deviations, and is always equal to zero for any data set. The sum at the bottom of the third
column is referred to as the sum of the squares of the deviations. The sample variance is obtained by dividing
the sum of the squares of the deviations by n — |, or 5 —1 = 4. The sample variance equals 88 divided by 4 which
is 22 minutes squared.

Table 3.2
X X-X (x—Y)2
5 5-8=-3 -3°= 9
10 10-8= 2 2= 4
15 15-8= 7 (7" =49
3 3-8=-5 (=5)2 =25
7 7-8=-I =h'= 1

T(x~%)= 0 T(x-X)? = 88

The variance of the data in Example 3.10 is 22 minutes squared. The units for the variance are
minutes squared since the terms which are added in column 3 are minutes squared. The square root
of the variance is called the standard deviation and the standard deviation is measured in the same
units as the variable. The standard deviation of the times to complete the task is ¥22 or 4.7 minutes.

The sample standard deviation is

s= s (3.5)

o=\/o_2 (3.06)

Shortcut formulas equivalent to formulas (3.3) and (3.4) are useful in computing variances and
standard deviations. The shortcut formulas for computing sample and population variances are

and the population standard deviation is

L)
Szz—:l-n__ (3.7)
and
zxa _(ZX)Z
ol=— N (3.8)
N

EXAMPLE 3.11 Formula (3.7) can be used to find the variance and standard deviation of the times given in
Example 3.10. The term Ex” is called the sum of the squares and is found as follows:

It =57+ 107 + 157+ 32 + 77 = 408
The term (Ex)? is referred (o as the sum squared and is found as follows:
(Ix)}=(5+10+154+3+7) = 1600

The variance is given as follows:

408 - 320
2 5 - =7
4 4
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and the standard deviation 1s
s=422 =47

These are the same values we found in Example 3.10 for the variance and standard deviation of the times.

Since most populations are large, the computation of o is rarely performed. In practice, the
population variance (or standard deviation) is usually estimated by taking a sample from the
population and using s* as a estimate of 6”. The use of n — | rather than n in the denominator of the
formula for s* enhances the ability of s? to estimate o’

For data sets having a symmetric mound-shaped distribution, the standard deviation is
approximately equal to one-fourth of the range of the data set. This fact can be used to estimate s for
bell-shaped distributions.

Statistical software packages are frequently used to compute the standard deviation as well as
many other statistical measures.

EXAMPLE 3.12 The costs for scientific calculators with comparable built-in functions were recorded for 20
different sales locations. The results were as follows:

1050 1275 11.00 1650 1930 2000 1650 1390 1750 18.00
1350 17.75 1850 2000 1500 1445 1785 1500 1750 1350

The analysis of these data using Minitab is as follows.

MTB > name ¢!l ‘cost’

MTB > setcl

DATA > 10,50 13.50 12.75 17.75 11.00 18.50 16.50 20.00 19.30
DATA > 15.00 20.00 14.45 16.50 17.85 1390 1500 17.50 17.50
DATA > 18.00 13.50

DATA >end

MTB > describe ¢l

Descriptive Statistics

Variable N Mean Median TrMean StDev SEMean

cost 20 15950 16500 16.028 2.826 0.632
Variable Min  Max Qi Q3
cost 10.500 20.000 13.600 17.962

The cost data are set into column ci. and the command describe ¢l produces 10 different descriptive measures.
The student is encouraged to confirm the values for the mean, median, standard deviation, minimum, and
maximum. The other four measures are described elsewhere in the outline. Even though these data are not
symmetric mound shaped. a “ballpark™ approximation to the standard deviation is obtained by dividing the
range by 4. One-fourth of the range is 2.375 and the value of the standard deviation is 2.826.

MEASURES OF CENTRAL TENDENCY AND DISPERSION
FOR GROUPED DATA

Statistical data are often given in grouped form, i.e., in the form of a frequency distribution, and
the raw data corresponding to the grouped data are not available or may be difficult to obtain. The
articles that appear in newspapers and professional journals do not give the raw data, but give the
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results in grouped form. Table 3.3 gives the frequency distribution of the ages of 5000 shoplifters in
a recent psychological study of these individuals.

Table 3.3
Age Frequency
5-14 750
15-24 2005
25-34 1950
35-44 195
45-54 100

The techniques for finding the mean, median, mode, range, variance and standard deviation of
grouped data will be illustrated by finding these measures for the data given in Table 3.3. The
formulas and techniques given will be for sample data. Similar formulas and techniques are used for
population data.

The mean for grouped data is given by

> xf

n

X= (3.9)

where x represents the class marks, f represents the class frequencies, and n = Xf.

EXAMPLE 3.13 The class marks in Table 3.3 are x; = 9.5, x, = 19.5, x3 = 29.5, x4 = 39.5, x5 = 49.5 and the
frequencies are f; = 750, f, = 2005, f; = 1950, f, = 195, and f5 = 100. The sample size n is 5000. The mean is

95 750+ 19.5% 2005+ 29.5x 1950+395x 195+495x 100 _ 116,400
5000 B

X= = 23.3 years

The median for grouped data is found by locating the value that divides the data into two equal
parts. In finding the median for grouped data, it is assumed that the data in each class is uniformly
spread across the class.

EXAMPLE 3.14 The median age for the data in Table 3.3 is a value such that 2500 ages are less than the
value and 2500 are greater than the value. The median age must occur in the age group 15-24, since 750 are less
than i5 and 2755 are 24 years or less. The class 15-24 is called the median class since the median must fall in
this class. Since 750 are less than 15 years, there must be 1750 additional ages in the class 15— 24 that are less
than the median. In other words, we need to go the fraction 1750/2005 across the class 15-24 to locate the
median. We give the value 14.5 + (1750/2005) x 10 = 23.2 years as the median age. To summarize, 14.5 is the
lower boundary of the median class, 1750/2005 is the fraction we must go across the median class to reach the
median, and 10 is the class width for the median class.

The modal class is defined to be the class with the maximum frequency. The mode for grouped
data is defined to be the class mark of the modal class.

EXAMPLE 3.15 The modal class for the distribution in Table 3.3 is the class 15-24. The mode is the class
mark for this class that equals 19.5 years.

The range for grouped data is given by the difference between the upper boundary of the class
having the largest values minus the lower boundary of the class having the smallest values.

EXAMPLE 3.16 The upper boundary for the class 45-54 is 54.5 and the lower boundary for the class 5-14 is
4.5, and the range is 54.5 — 4.5 = 50.0 years.
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The variance for grouped data is given by

s’ = n 310

and the standard deviation 1s given by

s = st (3.11

EXAMPLE 3.17 In order to find the variance and standard deviation for the distribution in Table 3.3 using

(3 xf)’
formulas (3.70) and (3.11), we first evaluate . x°f and )
n

T xf =9.57%x 750 + 19.5% x 2005 + 29.5% x 1950 + 39.52 x 195 + 49.52 x 100 = 3,076,350

From Example 3.13, we sec that Zxf = 116,400, and therefore ( =2,709,792. The variance is

n

, 3,076,350-2,709,792
§° = =733
4999

and the standard deviation is ¥/73.3 = 8.6 years.

CHEBYSHEV’S THEOREM

Chebyshev's theorem provides a useful interpretation of the standard deviation. Chebyshev’s
theorem states that the fraction of any data set lying within k standard deviations of the mean is at

1 ] . .
least 1 - —, where k is a number greater than 1. The theorem applies to either a sample or a
K2

1 | 3
population. If k = 2, this theorem states that at least | - ;;— =1- ; = Z or 75% of the data set will

8
fall between X—2s and X +2s. Similarly, for k = 3, the theorem states that at least ; or 89% of the

data set will fall between X—3s and X + 3s.

EXAMPLE 3.18 The reading readiness scores for a group of 4 and 5 year old children have a mean of 73.5
and a standard deviation equal to 5.5. At least 75% of the scores are between 73.5 -2 x5.5=62.5and 73.5 + 2
x 5.5 =84.5. At least 89% of the scores are between 73.5 -3 x 5.5=57.0and 73.5 + 3 x 5.5 =90.0.

EMPIRICAL RULE

The empirical rule states that for a data set having a bell-shaped distribution, approximately 68%
of the observations lie within one standard deviation of the mean, approximately 95% of the
observations lie within two standard deviations of the mean, and approximately 99.7% of the
observations lie within three standard deviations of the mean. The empirical rule applies to either
large samples or populations.

EXAMPLE 3.19 Assuming the incomes for all single parent households last year had a bell-shaped distribu-
tion with a mean equal to $23,500 and a standard deviation equal to $4,500, the following conclusions follow:
68% of the incomes lie between $19,000 and $28,000, 95% of the incomes lic between $14,500 and $32.500,
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and 99.7% of the incomes lie between $10,000 and $37.000. If the shape of the distribution is unknown, then
Chebyshev's theorem does not give us any information about the percent of the distribution between $19.500
and $28,000. However, Chehyshev’s theorem assures us that at least 75% of the incomes arc between $14,500
and $32,500 and at least 89% of the incomes are between $10,000 and $37,000.

COEFFICIENT OF VARIATION

The coefficient of variation is equal to the standard deviation divided by the mean. The result is
usually multiplied by 100 to express it as a percent. The coefficient of variation for a sample is given
by

cV = 2 x100% (3.12)

X
and the coefficient of variation for a population is given by

cv = X x100% (3.13)
o)

The coefficient of variation is a measure of relative variation, whereas the standard deviation is a
measure of absolute variation.

EXAMPLE 3.20 A national sampling of prices for new and used cars found that the mean price for a new car
is $20,100 and the standard deviation is $6,125 and that the mean price for a used car is $5.485 with a standard
deviation equal to $2,730. In terms of absolute variation, the standard deviation of price for new cars is more
than twice that of used cars. However, in terms of relative variation. there is more relative variation in the price

73
of used cars than in new cars. The CV for used cars is ?482)( 100 = 4989 and the CV for new cars is

6,125
20,100

x 100 = 30.5%.

Z SCORES

A z score is the number of standard deviations that a given observation, x. is below or above the
mean. For sample data, the z score is

(3.19)

and for population data, the z score is

(3.15)

EXAMPLE 3.21 The mean salary for deputies in Douglas County is $27.500 and the standard deviation is
$4,500. The mean salary for deputies in Hall County is $24,250 and the standard deviation is $2,750. A deputy
who makes $30,000 in Douglas County makes $1,500 more than a deputy does in Hall County who makes
$28,500. Which deputy has the higher salary relative (o the county in which he works?

For the deputy in Douglas County who makes $30,000, the z score is
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X—Mu  30,000-27.500
z= = = 0 56
o 4.500

For the deputy in Hall County who makes $28.500, the z score is

X~ 28.500-24,250 |
Z = = =
o 2.750

When the county of employment is taken into consideration, the $28.500 salary is a higher relative salary than
the $30.000 salary.

MEASURES OF POSITION: PERCENTILES, DECILES, AND QUARTILES

Measures of position are used to describe the location of a particular observation in relation to
the rest of the data set. Percentiles are values that divide the ranked data set into 100 equal parts. The
pth percentile of a data set is a value such that at least p percent of the observations take on this value
or less and at least (100 - p) percent of the observations take on this value or more. Deciles are
values that divide the ranked data set into 10 equal parts. Quartiles are values that divide the ranked
data set into four equal parts. The techniques for finding the various measures of position will be
illustrated by using the data in Table 3.4. Table 3.4 contains the aortic diameters measured in
centimeters for 45 patients. Notice that the data in Table 3.4 are already ranked. Raw data need to be
ranked prior to finding measures of position.

Table 3.4
3.0 5.0 6.2 7.6 9.4
33 5.2 6.3 1.6 9.5
3.5 5.5 64 1.7 9.5
35 5.5 6.6 7.8 10.0
3.6 5.5 6.6 7.8 10.5
4.0 5.8 6.8 8.5 10.8
4.0 5.8 6.8 8.5 10.9
4.2 59 6.8 8.8 11.0
4.6 6.0 7.0 8.8 11.0

The percentile for observation x is found by dividing the number of observations less than x by
the total number of observations and then multiplying this quantity by 100. This percent is then
rounded to the nearest whole number to give the percentile for observation x.

EXAMPLE 3.22 The number of observations in Table 3.4 less than 5.5 1s 11. Eleven divided by 45 15 .244 and
.244 multiplied by 100 is 24.4%. This percent rounds to 24, The diameter 5.5 is the 24th percentile and we
express this as Py = 5.5. The number of observations less than 5.0 is 9. Nine divided by 45 is .20 and .20
multiplied by 100 is 20%. P = 5.0. The number of observations less than 10.0 is 39. Thirty-nine divided by 45
is .867 and .867 multiplied by 100 is 86.7%. Since 86.7% rounds to 87%. we write Py; = 10.0

The pth percentile for a ranked data set consisting of n observations 1s found by a two-step
(p)n)
100
than i locates the position of the pth percentile in the ranked data set. If i is an integer. the pth
percentile is the average of the observations in positions 1 and i + | in the ranked data set.

procedure. The first step is to compute index 1 = . If 1 1s not an integer, the next integer greater
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. (10)45)
EXAMPLE 3.23 To find the tenth percentile for the data of Table 3.4, compute 1 = _r)()_ = 4.5. The next

integer greater than 4.5 is 5. The observation in the fifth position in Table 3.4 is 3.6. Therefore, P)g = 3.6. Note
that at least 10% of the data in Table 3.4 arc 3.6 or less (the actual amount is 11.1%) and at least 90% of the
data arc 3.6 or more (the actual amount is 91.19 ). For very large data sets, the percentage of observations equal
to or less than P,o will be very close to 10% and the percentage of observations equal to or greater than Pg will
be very close to Q0%

(40)(45)
EXAMPLE 3.24 To find the forticth percentile for the data in Table 3.4, compute i = ———— = 18. The
100

forticth percentile is the average of the observations in the 18th and 19th positions in the ranked data set. The

o o L 60+62
observation in the 18th position is 6.0 and the obscrvation in the 19th position is 6.2. Therefore Pyy =———— =

6.1. Note that 40% of the data in Table 3.4 are 6.1 or less and that 60% of the observations are 6.1 or more.

Deciles and quartiles are determined in the same manner as percentiles, since they may be
expressed as percentiles. The deciles are represented as Dy, D, . . ., Dy and the quartiles are repre-
sented by Q; , Q. , and Qa. The following equalities hold for deciles and percentiles:

Dy =Pi.Dy=Py,Di=Pi.Ds=Pi, Ds =Psg, Dg=Psy, D1 =Py, Ds = Pgo . Dy = Pog
The following equalities hold for quartiles and percentiles:
Qi=Py.Q=Ps. Qi=Pss

From the above definitions of percentiles, deciles, and quartiles, the following equalities also hold:

Median = P50 = Dj = Qz

The techniques for finding percentiles, deciles, and quartiles differ somewhat from textbook to
textbook, but the values obtained by the various techniques are usually very close to one another.

INTERQUARTILE RANGE
The interquartile range, designated by IQR, is defined as follows:
IQR =Q:-Q, (3.16)

The interquartile range shows the spread of the middle 50% of the data and is not affected by
extremes in the data set.

EXAMPLE 3.25 The interquartile range for the aortic diameters in Table 3.4 is found by subtracting the value
x 25
=11.25

of Q, from Q. The first quartile 1s equal to the 25th percentile and is found by noting that 45

and therefore i = 12. Q, ts in the 12th position in Table 3.4 and Q, = 5.5. The third quarule is equal 1o the 75th
45x 75

percentile and is found by noting that = 33.75 and therefore t = 34. Q1 1s in the 34th position in Table

3.4 and Q.= 8.5. The IQR cquals 8.5-55or 3.0 cm.
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BOX-AND-WHISKER PLOT

A box-and-whisker plot, sometimes simply called a boxplot is a graphical display in which a box
extending from Q, to Q: is constructed and which contains the middle 50% of the data. Lines, called
whiskers, are drawn from Q, to the smallest value and from Qs to the largest value. In addition, a
vertical line is constructed inside the box corresponding to the median.

EXAMPLE 3.26 A Minitab generated boxplot for the data in Table 3.4 is shown in Fig. 3-2. For these data,
the minimum diameter is 3.0 ¢cm, the maximum diameter 1s 11.0cm., Q; =55¢cm, Q; = 6.6 cm, and Q: = 8.5
cm. Because Mimtab uses a slightly different technique for finding the first and third quartile, the box extends
from 5.35 to 8.65. rather than from 5.5 to 8.5.

3 4 5 6 7 8 9 10 11
Diameter (cm)

Fig. 3-2

Another type boxplot, called a modified boxplot, is also sometimes constructed in which possible
and probable outliers are identified. The modified boxplot is illustrated in problem 3.27.
Solved Problems

MEASURES OF CENTRAL TENDENCY: MEAN, MEDIAN, AND MODE
FOR UNGROUPED DATA

Table 3.5
10.5 12.5 14.5 22.0 12.5
-2.5 20.2 35 7.5 14.5
14.0 17.5 14.0 12.0 17.0
20.3 27.5 22.5 10.5 40.0
55 12.7 355 38.0 10.5
4.0 =55 19.0 14.5 10.5

Table 3.5 gives the annual returns for 30 randomly selected mutual funds. Problems 3.1, 3.2, and
3.3 refer to this data set.

3.1 Find the mean for the annual returns in Table 3.5.
Ans.  For the data in Table 3.5, Zx = 45520, n=30,and X = 15.17.

3.2 Find the median for the annual returns in Table 3.5.
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Ans. The ranked annual returns are as follows:

-5.5 -2.5 35 4.0 5.5 1.5 10.5 10.5 10.5 10.5 12.0
12.5 12.5 12.7 14.0 14.0 14.5 14.5 14.5 17.0 17.5 19.0
20.2 203 22.0 225 275 355 380 40.0

The median is the average of the 15th and 16th values in the ranked returns or the average of 14.0
and 14.0, which equals 14.0.

3.3 Find the mode for the annual returns in Table 3.5.

34

3.5

Ans. By considering the ranked annual returns in the solution to problem 3.2, we see that the observa-
tion 10.5 occurs more frequently than any other value and is therefore the mode for this data set.

Table 3.6 gives the distribution of the cause of death due to accidents or violence for white
males during a recent year.

Table 3.6
Cause of death Number
Motor vehicle accident 30,500
All other accidents 27,500
Suicide 20,234
Homicide 8,342

What is the modal cause of death due to accidents or violence for white males? Can the mean
or median be calculated for the cause of death?

Ans. The modal cause of death due to accidents or violence is motor vehicle accident. Because this is
nominal level data, the mean and the median have no meaning.

Table 3.7 gives the selling prices in tens of thousands of dollars for 20 homes sold during the
past month. Find the mean, median, and mode. Which measure is most representative for the
selling price of such homes?

Table 3.7
60.5 113.5 79.0 475.5
75.0 70.0 122.5 150.0
100.0 125.5 90.0 175.5
89.0 130.0 111.5 100.0
50.0 340.5 100.0 525.0

Ans. The ranked selling prices are:

50.0 60.5 70.0 75.0 79.0 89.0 90.0 1000 1000 1000
1115 1135 1225 1255 1300 1500 1755 3405 4755 5250

The mean is 154.1, the median is 105.7, and the mode is 100.0. The median is the most
representative measure. The three selling prices 340.5, 475.5, and 525.0 inflate the mean and make
it less representative than the median. Generally, the median is the best measure of central
tendency to use when the data are skewed.
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MEASURES OF DISPERSION: RANGE, VARIANCE, AND STANDARD
DEVIATION FOR UNGROUPED DATA

3.6

3.7

3.8

3.9

Find the range, variance, and standard deviation for the annual returns of the mutual funds in
Table 3.5.

Ans. The range is 40.0 - (~-5.5) =45.5.

2 (Zx)° 10,060 (455.2)°

The variance is given by s* = L - 30 = 108.7275 and the standard

n—1 29

deviation iss = \/-sT = /108.7275 = 10.43.

Find the range, vartance, and standard deviation for the selling prices of homes in Table 3.7.

Ans. The range is 525 — 50 = 475.

2_ Ex’ 812,884 — (3083)"

Zx
The variance is given by s = n = 20 = 17,770.5026 and the

n-1 19

standard deviation is s = \[ST= \/17,770502 = 133.31.

range

Compare the values of the standard deviations with for problems 3.6 and 3.7.

Ans. For problem 3.6, the values are 10.43 and 45.5/4 = 11.38 and for problem 3.7, the values are
133.31 and 475/4 = 118.75. Even though the distributions are skewed in both problems, the
values are reasonably close. The approximation is closer for mound-shaped distributions than for
other distributions.

What are the chief advantage and the chief disadvantage of the range as a measure of
dispersion?

Ans. The chief advantage is the simplicity of computation of the range and the chief disadvantage is that
it is Insensitive to the values between the extremes.

3.10 The ages and incomes of the 10 employees at Computer Services Inc. are given in Table 3.8.

Table 3.8
Age Income
25 23,500
30 25,000
40 30,000
53 47,500
29 32,000
45 37,500
40 32,000
55 50,500
35 40,000
47 43,750
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Compute the standard deviation of ages and incomes for these employees. Assuming that all
employees remain with the company 5 years and that each income is multiplied by 1.5 over
that period, what will the standard deviation of ages and incomes equal 5 years in the future?

Ans. The current standard deviations are 10.21 years and $9,224.10. Five years from now, the standard
deviations will equal 10.21 years and $13,836.15. In general, adding the same constant to each
observation does not affect the standard deviation of the data set and multiplying each observation
by the same constant multiplies the standard deviation by the constant.

MEASURES OF CENTRAL TENDENCY AND DISPERSION FOR GROUPED
DATA

3.11 Table 3.9 gives the age distribution of individuals starting new companies. Find the mean,
median, and mode for this distribution.

Table 3.9
Age Frequency
20-29 11
30-39 25
40-49 14
50-59 7
60 -69 3

Ans. The mean is found by dividing Zxf by n, where Zxf=24.5 x 11 +34.5 x 25 + 44.5 x 14 + 54.5 x
7+ 64.5 x 3 =2,330 and n = 60. X=38.8. The median class is the class 30-39. In order to find
the middle of the age distribution, that is, the age where 30 are younger than this age and 30 are
older, we must proceed through the 11 individuals in the 20-29 age group and 19 in the 30-39 age

o 19 .
group. This gives 29.5 + > x 10 = 37.1 as the incdian age. The modal class is the class 30-39,

and the mode is the class mark for this class that equals 34.5.
3.12 Find the range, variance, and standard deviation for the distribution in Table 3.9.
Ans. The range is 69.5 - 19.5 = 50.
97,355 - ——

Zxr 60
The variance is given by s* = = = 116.497 and the standard

n-1 59
deviation is s = 4116497 = 10.8.

(3 afy? (2,330)°
n

3.13 The raw data corresponding to the grouped data in Table 3.9 is given in Table 3.10. Find the
mean, median, and mode for the raw data and compare the results with the mean, median, and
mode for the grouped data found in problem 3.11.
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Table 3.10
20 29 34 37 4] 50
22 30 34 37 41 50
22 30 34 38 44 50
24 30 34 38 44 55
24 32 34 39 44 55
24 32 34 39 45 55
25 32 36 40 45 58
26 33 36 40 45 62
27 33 36 40 46 62
28 33 37 41 47 66

Ans. The sum of the raw data equals 2,299, and the mean is 38.2. This compares with 38.8 for the
grouped data. The median is seen to be 37, and this compares with 37.1 for the grouped data. The
mode is seen to be 34 and this compares with 34.5 for the grouped data. This problem illustrates
that the measures of central tendency for a set of data in grouped and ungrouped form are
relatively close.

Find the range, variance, and standard deviation for the ungrouped data in Table 3.10 and
compare these with the same measures found for the grouped form in problem 3.12.

Ans. The range is 66 — 20 = 46. Ix = 2,299, £x* = 94,685 and n = 60.
Zx)’ 2,299)°
(2%) 94,685 - @29

The variance is s* = = 60 =111.788 and s = 10.6.
n-1 59

These measures of dispersion compare favorably with the measures for the grouped data given in
problem 3.12.

CHEBYSHEV’S THEOREM AND THE EMPIRICAL RULE

3.15

3.16

The mean lifetime of rats used in many psychological experiments equals 3.5 years, and the
standard deviation of lifetimes is 0.5 year. At least what percent will have lifetimes between
2.5 years and 4.5 years? At least what percent will have lifetimes between 2.0 years and 5.0
years?

Ans. The interval from 2.5 years to 4.5 years is a 2 standard deviation interval about the mean, i.e., k=2
in Chebyshev's theorem. At least 75% of the rats will have lifetimes between 2.5 years and 4.5
years. The interval from 2.0 years to 5.0 years is a 3 standard deviation interval about the mean. At
least 89% of the lifetimes fall within this interval.

The mean height of adult females is 66 inches and the standard deviation is 2.5 inches. The
distribution of heights is mound-shaped. What percent have heights between: (a) 63.5 inches
and 68.5 inches? (b) 61.0 inches and 71.0 inches? (¢) 58.5 inches and 73.5 inches?

Ans. 63.5to 68.5 is a one standard deviation interval about the mean, 61.0 to 71.0 is a two standard
deviation interval about the mean, and 58.5 to 73.5 is a three standard deviation interval about the
mean. According to the empirical rule, the percentages are: (@) 68%; (b) 95% and (c) 99.7%.
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3.17 The mean length of service for Federal Bureau of Investigation (FBI) agents equals 9.5 years

and the standard deviation is 2.5 years. At least what percent of the employees have between
2.0 years of service and 17.0 years of service? If the lengths of service have a bell-shaped
distribution, what can you say about the percent having between 2.0 and 17.0 years of service?

Ans. The interval from 2.0 years to 17.0 years is a 3 standard deviation interval about the mean, i.c.. k =
3 in Chebyshev's theorem. Therefore, at least 89% of the agents have lengths of service in this
interval. If we know that the distribution is bell shaped, then 99.7% of the agents wili have lengths
of service between 2.0 and 17.0 years.

COEFFICIENT OF VARIATION

3.18 Find the coefficient of variation for the ages in Table 3.10.

Ans. From problem 3.13, the mean age is 38.2 years and from problem 3.14 the standard deviation is

s 10.6
10.6 years. Using formula (3.12), the coefficient of variation is CV = — x 100% = ;8— x 100 =
X 382

27.7%.

3.19 The mean yearly salary of all the employees at Pretty Printing is $42,500 and the standard

deviation is $4,000. The mean number of years of education for the employees is 16 and the
standard deviation is 2.5 years. Which of the two variables has the higher relative variation?

Ans.  The coefficient of variation for salaries is CV = x 100 = 9.4% and the coefficient of varia-

2.
tion for years of education is CV = —lg % 100 = 15.6%. Years of education has a higher relative

variation.

Z SCORES

3.20 The mean daily intake of protein for a group of individuals is 80 grams and the standard

3.21

deviation is 8 grams. Find the z scores for individuals with the following daily intakes of
protein: (a) 95 grams; (b) 75 grams; (¢) 80 grams.

95-80 75-80 80-80
=1.88 (b) z= =-63 {c) z=

Ans. (a) z=

Three individuals were selected from the group described in problem 3.20 who have daily
intakes with z scores equal to -1.4, 0.5, and 3.0. Find their daily intakes of protein.

X~X

Ans. If the equation z = is solved for x, the result is x = X + zs. The daily intake corresponding to

s
az score of —1.4 is x = 80 + (-1.4)(8) = 68.8 grams. For a z score equal to 0.5, x = 80 + (0.5)(8) =
84 grams. For a z score equal to 3.0, x = 80 + (3.0)(8) = 104 grams.

MEASURES OF POSITION: PERCENTILES, DECILES, AND QUARTILES

3.22 Find the percentiles for the ages 34, 45, and 55 in Table 3.10.
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20
The number of ages less than 34 is 20, and -6—0 x 100 = 33.3%, which rounds to 33%. The age 34
is the thirty-third percentile.
45
The number of ages less than 45 is 45, and ‘6-(_). x 100 = 75%. The age 45 is the seventy-fifth
percentile.
. 53 ,
The number of ages less than 55 is 53, and 6—0' x 100 = 88.3%, which rounds to 88%. The age 55
is the eighty-eighth percentile.

3.23 Find the ninety-fifth percentile, the seventh decile, and the first quartile for the age distribution
given in Table 3.10.

np  (60)(95)
Ans. To find Pys , compute i = ;66 = —EO__ = 57. Pys is the average of the observations in positions
57 and 58 in the ranked data set, or the average of 58 and 62 which is 60 years.
np  (60)70)

To find D, , which is the same as Py, compute i = T(?O- = _@_ = 42. D; is the average of the
observations in positions 42 and 43 in the ranked data set, or the average of 41 and 44 which is
42.5 years.

np  (60)(25)
To find Qy , compute i = -136 = -—I_OO_T— = 15. Q, is the average of the observations in positions
15 and 16 in the ranked data set, or the average of 32 and 32 which is 32 years.

INTERQUARTILE RANGE

3.24 Find the interquartile range for the annual returns of the mutual funds given in Table 3.5.

Ans.

The ranked annual returns are as follows.

-55 25 35 40 55 1.5 10.5 10.5 10.5 10.5 12.0
12.5 12.5 12.7 140 140 14.5 14.5 14.5 17.0 17.5 19.0
20.2 203 220 225 275 35.5 380 400

np _ (30)25) _

100 100
The next integer greater than 7.5 is 8, and this locates the position of Q) in the ranked data set.

Q,=105.

100 100
The third quartile is found in position 23 in the ranked data set. Q; = 20.2
IQR=Q;-Q;=202-105=9.7.

3.25 Find the interquartile range for the selling prices given in Table 3.7.

Ans.

The ranked selling prices are:

500 605 700 750 790 89.0 90.0 100.0 1000 1000
111.5 1135 1225 1255 1300 1500 1755 3405 4755 5250
np  (20%25)
The first quartile, which is the same as Pys is found by computing i = — = ———— = 5. Th

100 100
first quartile is the average of the observations in positions 5 and 6 in the ranked data set.
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_ 79.0+89.0

Q= — = 84.0

The third quartile is found by computing i = % = 9213)(0—7—51 = 15. The third quartile is the

average of the observations in positions 15 and 16 in the ranked data set.

Q= 1—3—(—)—0—%—@—9 =140.0 IQR = Q;-Q; =140.0 - 84.0=56.0
BOX-AND-WHISKER PLOT

3.26 Table 3.11 gives the number of days that 25 individuals spent in house arrest in a criminal
justice study. Use Minitab to construct a boxplot for these data.

Table 3.11
35 25 90 60 45
40 58 90 90 55
60 55 80 90 60
55 60 85 75 60
56 55 75 80 90

Ans. The solution is shown in Fig. 3-3. It 1s seen that the mintimum value is 25, the maximum value is
90, Q; = 55, median = 60, and Q; = 83.

20 30 40 S50 60 70 80 90
Days
Fig. 3-3
3.27 Construct a modified boxplot for the selling prices given in Table 3.7.

Ans. The ranked selling prices are:

50.0 60.5 70.0 75.0 79.0 89.0 90.0 1000 1000 100.0
1115 1135 1225 1255 130.0 1500 1755 340.5 4755 5250

In problem 3.25 it is shown that Q, = 84.0, Q; = 140.0, and IQR = 56.0.

A lower inner fence is defined tobe Q, - 1.5 x IQR =84.0- 1.5 x56.0=0.0

An upper inner fence is defined to be Q; + 1.5 x IQR = 140.0 + 1.5 x 56.0 = 224.0
A lower outer fence is defined to be Q, - 3 x IQR = 84.0 -3 x 56.0 = -84.0

An upper outer fence is defined to be Q; + 3 x IQR = 140.0 + 3 x 56.0 = 308.0

The adjacent values are the most extreme values still lying within the inner fences. The
adjacent values for the above data are 50.0 and 175.5, since they are the most extreme values
between 0.0 and 224.0. In a modified boxplot, the whiskers extend only to the adjacent values.
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Data values that lie between the inner and outer fences are possible outliers and data values
that lie outside the outer fences are probable outliers. The observations 340.5, 475.5, and 525.0 lie
outside the outer fences and are called probable outliers.

A Minitab printout for a boxplot of the data is given in Fig. 3-4. Each probable outlier is
represented by an asterisk.

T T T T T
0 100 200 300 400 500
Selling price

Fig. 3-4

Supplementary Problems

MEASURES OF CENTRAL TENDENCY: MEAN, MEDIAN, AND MODE FOR UNGROUPED DATA

3.28 Table 3.12 gives the verbal scores for 25 individuals on the Scholastic Aptitude Test (SAT). Find the
mean verbal score for this set of data.

Table 3.12
340 375 450 580 565
445 675 545 380 630
500 350 635 495 640
467 560 680 605 590
635 625 440 420 400

Ans. Ex=13,027 xX=521.1
3.29 Find the median verbal score for the data in Table 3.12.

Ans. The ranked scores are shown below.

340 350 375 380 400 420 440 445 450 467 495 500 545
560 565 580 590 605 625 630 635 635 640 675 680

The median verbal score is 545.
3.30 Find the mode for the verbal scores in Table 3.12.

Ans. 635
3.31 Give the output produced by the Describe command of Minitab when the data in Table 3.12 are analyzed.
Ans.  Descriptive Statistics

Variable N Mean Median TrMean StDev SEMean
SAT 25 521.1 5450 5220 108.1 216
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3.32

Variable Min  Max Q1 Q3
SAT 340.0 680.0 430.0 6275

Table 3.13 gives a stem-and-leaf display for the number of hours per week spent watching TV for a group
of teenagers. Find the mean, median, and mode for this distribution. What is the shape of the distribution?

Table 3.13
stem | leaf
I 0555
2 000000000000555
3 0

Ans. The mean, median, and mode arc cach equal to 20 hours. The distribution has a bell shape with
center at 20.

MEASURES OF DISPERSION: RANGE, VARIANCE, AND STANDARD DEVIATION
FOR UNGROUPED DATA

3.33

3.34

3.35

3.36

3.37

Find the range, variance, and standard deviation for the SAT scores in Table 3.12.

Ans. range = 340 $2=11,692.91 s=108.13

Find the range, variance, and standard dewviation for the number of hours spent watching TV given in
Table 3.13.

Ans. range = 20 s"=18.4213 s=4.29

What should your response be if you find that the variance of a data set equals ~5.5?

Ans.  Check your calculations, since the variance can never be ncgative

Consider a data set in which all observations are equal. Find the range, variance, and standard deviation
for this data set.

Ans. The range, variance, and standard deviation will all equal zero.

A data set consisting of 10 observations has a mean cqual to 0, and a variance equal to a. Express Zx” in
terms of a.

Ans. Ix*=9a

MEASURES OF CENTRAL TENDENCY AND DISPERSION FOR GROUPED DATA

3.38

Table 3.14 gives the distribution of the words per minute for 60 individuals using a word processor. Find
the mean, median, and mode for this distribution.

Table 3.14
Words per minute Frequency
40-49 3
50-59 9
60-69 15
70-79 15
80-89 12
90-99 6
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Ans.  mean = 71.5, median = 71.5, modes = 64.5 and 74.5
Find the range, variance, and standard deviation for the distribution in Table 3.14.
Ans.  range = 60 s* = 184.0678 s=13.57

A quality control technician records the number of defective units found daily in samples of size 100 for
the month of July. The distribution of the number of defectives per 100 units is shown in Table 3.15.
Find the mean, median, and mode for this distribution. Which of the three measures is the most
representative for the distribution?

Table 3.15
Number of defectives Frequency
0 12
] 7
8 1
27 1
Ans. mean =2 median =0 mode =0

The median or mode would be more representative than the mean. On most days. there were none
or one defective in the sample. The two days on which the process was out of control inflated the
mean.

The following formula is sometimes used for finding the median of grouped data.

Sn-c¢
f
In this formula, L is the lower boundary of the median class. U is the upper boundary of the median class,
n is the number of observations, f is the frequency of the median class, and ¢ is the cumulative frequency
of the class proceeding the median class. Give the values for L, U, n, f, ¢, and find the median for the
distribution given tn Table 3.14.

Median =L + x(U-~L)

Ans. L =695 U =79.5n=60 f=15 c=27 median =71.5

CHEBYSHEV’'S THEOREM AND THE EMPIRICAL RULE

3.42

343

A sociological study of gang members in a large midwestern city found the mean age of the gang
members in the study to be 14.5 ycars and the standard deviation to be 1.5 years. According to
Chebyshev's theorem, at least what percent will be between 10.0 and 19.0 years of age?

Ans. 89%

A psychological study of Alcoholic Anonymous members found the mean number of years without
drinking alcohol for individuals in the study to be 5.5 years and the standard deviation to be 1.5 years.
The distribution of the number of years without drinking is bell-shaped. What percent of the distribution
is between: (@) 4.0 and 7.0 years; (b) 2.5 and 8.5 years; (¢) 1.0 and 10.0 years"

Ans.  (a) 68% (h)95% (<) 99.7%

The ranked verbal SAT scores in Table 3.12 are:

340 350 375 380 400 420 440 445 450 467 495 500 545
560 565 580 590 605 625 630 635 635 640 675 680
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The mean and standard deviation of these data are 521.1 and 108.1, respectively. According to
Chebyshev’s theorem, at least 75% of the observations are between 304.9 and 737.3. What is the actual
percent of observations within two standard deviations of the mean?

Ans.  100%

COEFFICIENT OF VARIATION

3.45 The verbal scores on the SAT given in Table 3.12 have a mean equal to 521.1 and a standard deviation
equal to 108.1. Find the coefficient of variation for these scores.
Ans. 20.7%

3.46 Fastners Inc. produces nuts and bolts. One of their bolts has a mean length of 2.00 inches with a standard
deviation equal to 0.10 inch, and another type bolt has a mean length of 0.25 inch. What standard
deviation would the second type bolt need to have in order that both types of bolts have the same
coefficient of variation?

Ans. 0.0125 inch

Z SCORES

347 The low-density lipoprotein (LDL) cholesterol concentration for a group has a mean equal 10 140 mg/dL
and a standard deviation equal to 40 mg/dL. Find the z scores for individuals having LDL values of (a)
115; (b) 140; and (c) 200.

Ans. (a) -0.63 (b) 0.0 () 1.50
3.48 Three individuals from the group described in problem 3.47 have z scores equal to (a) —1.75; () 0.5; and

(¢) 2.0. Find their LDL values.

Ans. (a) 70 ) 160 (c) 220

MEASURES OF POSITION: PERCENTILES, DECILES, AND QUARTILES

3.49

3.50

Table 3.16 gives the ages of commercial aircraft randomly sclected from several airlines. Find the
percentiles for the ages 10, 15, and 20.

Table 3.16
2 7 11 15 19
2 7 11 15 19
2 7 12 15 20
2 7 12 15 20
4 7 12 15 20
4 10 14 15 22
4 10 14 16 24
4 10 14 16 25
5 10 14 17 25
5 10 15 17 27

Ans.  The age 10 is the thirticth percentile. The age 15 is the fifty-eighth percentile. The age 20 is the
cighty-fourth percentile.

Find Py, Dg, and Q; for the commercial aircraft ages in Table 3.16.
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Ans. Py =21 Dg =18 Qy=16

INTERQUARTILE RANGE

3.51 The first quartle for the salaries of county sheriffs in the United States is $37,500 and the third quartile is
$50.500. What s the interquartile range for the salanies of county sheriffs?

Ans. $13.000
3.52  Find the interquartile range for the ages of commercial aircraft given in Table 3.16.

Ans. 9 ycars

BOX-AND-WHISKER PLOT

3.53 A Minitab produced boxplot for the weights of high school football players is shown in Fig. 3-5. Give the
mimmum, maximum. first quartile, median, and third quartile.

c—r—oorT T T T 1 T 1T T 1T
190 200 210 220 230 240 250 260 270
Weights
Fig. 35
Ans.  minimum = 195 maximum =270  Q; =205 Q; =240 Q; =260
3.54 Construct or use Minitab to construct a boxplot for the ages of the commercial aircraft in Table 3.16.

Ans.  The boxplotis shown in Fig. 3-6.

Fig. 3-6



Chapter 4

Probability

EXPERIMENT, OUTCOMES, AND SAMPLE SPACE

An experiment is any operation or procedure whose outcomes cannot be predicted with certainty.
The set of all possible outcomes for an experiment is called the sample space for the experiment.

EXAMPLE 4.1 Games of chance are examples of experiments. The single toss of a coin is an experiment
whose outcomes cannot be predicted with certainty. The sample space consists of two outcomes, heads or tails.
The letter S is used to represent the sample space and may be represented as S = {H, T}. The single toss of a die
is an experiment resulting in onc of six outcomes. S may be represented as {1, 2. 3. 4, 5. 6}. When a card is
selected from a standard deck, 52 outcomes arc possible. When a roulette whecl s spun. the outcome cannot be
predicted with certainty.

EXAMPLE 4.2 When a quality control technician selects an item for inspection from a production line, it may
be classified as defective or nondefective. The sample space may be represented by S = (D, N}. When the blood
type of a patient is determined, the sample space may be represented as S = {A. AB, B, O}. When the Mycrs-
Briggs personality type indicator is administered to an individual, the samplc space consists of 16 possible
outcomes.

The experiments discussed in Examples 4.1 and 4.2 are rather simple experiments and the
descriptions of the sample spaces are straightforward. More complicated experiments are discussed
in the following section and techniques such as tree diagrams are utilized to describe the sample
space for these experiments.

TREE DIAGRAMS AND THE COUNTING RULE

In a tree diagram, each outcome of an experiment is represented as a branch of a geometric
figure called a tree.

EXAMPLE 4.3 Figure 4-1 shows a tree diagram for the experiment of tossing a coin twice. The tree has four
branches. Each branch is an outcome for the experiment. If the experiment is cxpanded to threc tosses, the
branches are simply continued with H or T added to the end of each branch shown in Fig. 4-1. This would result
in the eight outcomes: HHH, HHT, HTH, HTT, THH, THT, TTH, and TTT. This technique could be continued
systematically to give the outcomes for n tosses of a coin. Notice that 2 tosses has 4 outcomes and 3 tosses has 8
outcomes. N tosses has 2" possible outcomes.

The counting rule for a two-step experiment states that if the first step can result in any one of n,
outcomes, and the second step in any one of n, outcomes, then the experiment can result in (n;)}(n>)
outcomes. If a third step is added with n; outcomes, then the experiment can result in (n;)(n;)(n3)
outcomes. The counting rule applies to an experiment consisting of any number of steps. If the
counting rule is applied to Example 4.3, we see that for two tosses of a coin, n; = 2, n, = 2, and the
number of outcomes for the experiment is 2 x 2 = 4. For three tosses, there are 2 x 2 x 2 = 8
outcomes and so forth. The counting rule may be used to figure the number of outcomes of an
experiment and then a tree diagram may be used to actually represent the outcomes.
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firsttoss  second toss outcome
HH

HT

TH

Fig. 4-1

EXAMPLE 4.4 For the experiment of rolling a pair of dice, the first die may be any of six numbers and the
second die may be any one of six numbers. According to the counting rule, there are 6 x 6 = 36 outcomes. The
outcomes may be represented by a tree having 36 branches. The sample space may also be represented by a two-
dimensional plot as shown in Fig. 4-2.

1] 4= - » [} [ [
2 Aqe ] . L] ] []
Die 2 3 4= . L] [ ® L)
4 e [} [ L . .
5 4 » [ ® L] [} [
6 4° [ L] . ] []
T T L L T T
! 2 3 4 5 6
Die 1
Fig. 4-2

EXAMPLE 4.5 An experiment consists of observing the blood types for five randomly selected individuals.
Each of the five will have one of four blood types A, B, AB, or O. Using the counting rule. we see that the
experiment has 4 X 4 X 4 X 4 X 4 = 1,024 possible outcomes. In this case constructing a tree diagram would be
difficult.

EVENTS, SIMPLE EVENTS, AND COMPOUND EVENTS

An event is a subset of the sample space consisting of at least one outcome from the sample
space. If the event consists of exactly one outcome, it is called a simple event. If an event consists of
more than one outcome, it is called a compound event.

EXAMPLE 4.6 A quality control technician selects two computer mother boards and classifies each as
defective or nondefective. The sample space may be represented as S = {NN, ND, DN, DD}, wherc D
represents a defective unit and N represents a nondefective unit. Let A represent the event that neither unit is
defective and let B represent the event that at least one of the units is defective. A = {NN} is a simpie event and
B = {ND, DN, DD} is a compound event. Figure 4-3 is a Venn Diagram representation of the sample space S
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and the cvents A and B. In a Venn diagram, the sample space is usually represented by a rectangle and events
arc represented by circles within the rectangle.

Fig. 4-3

EXAMPLE 4.7 For the experiment described in Example 4.3, there are 1,024 different outcomes for the blood
types of the five individuals. The compound event that all five have the same blood type is composed of the
following four outcomes: (A, A, A, A, A), (B, B, B, B, B), (AB, AB, AB, AB, AB), and (O, O, O, O, O). The
simple event that all five have blood type O would be the outcome (O, O, O, O. 0).

PROBABILITY

Probability is a measure of the likelihood of the occurrence of some event. There are several
different definitions of probability. Three definitions are discussed in the next section. The particular
definition that is utilized depends upon the nature of the event under consideration. However, all the
definitions satisfy the following two specific properties and obey the rules of probability developed
later in this chapter.

The probability of any event E is represented by the symbol P(E) and the symbol is read as “P of
E” or as “the probability of event E.” P(E) is a real number between zero and one as indicated in the
following inequality:

0<PE)< I 4.1

The sum of the probabilities for all the simple events of an experiment must equal one. That is, if
Ei.Es. ..., E,are the simple events for an experiment, then the following equality must be true:

P(E)+P(Ey)+...+P(E) =1 (4.2)

Equality (4.2) is also sometimes expressed as in formula (4.3):
P(S)=1 4.3)

Equation (4.3) states that the probability that some outcome in the sample space will occur is one.

CLASSICAL, RELATIVE FREQUENCY, AND SUBJECTIVE PROBABILITY
DEFINITIONS

The classical definition of probability is appropriate when all outcomes of an experiment are
equally likely. For an experiment consisting of n outcomes, the classical definition of probability
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. e . -
assigns probability — to each outcome or simple event. For an event E consisting of k outcomes, the
n

probability of event E is given by formula (4.4)
k
P(E) = — (4.4)

EXAMPLE 4.8 The experiment of selecting one card randomly from a standard deck of cards has 52 equally
likely outcomes. The event A} = {club} has probability :—: , since A, consists of 13 outcomes. The event A, =

{red card} has probability :—f since A, consists of 26 outcomes. The event Ay = {face card (Jack, Queen,

King)} has probability L—i since A consists of 12 outcomes.

EXAMPLE 4.9 Table 4.1 gives information concerning fifty organ transplants in the state of Nebraska during
a recent year. Each patient represented in Table 4.1 had only one transplant. If one of the 50 patient records is

randomly selected. the probability that the patient had a heart transplant is ;—; = .30, since 15 of the patients had

heart transplants. The probability that a randomly selected patient had to wait one year or more for the transplant

is f—g = .40, since 20 of the patients had to wait one year or more. The display in Table 4.1 is called a mo-way

1able. It displays two diffcrent variables concerning the patients.

Table 4.1

Waiting Time for Transplant

Type of transplant Less than one year One year or more
Heart 10 5
Kidney 7 3
Liver 5 5
Pancreas 3 2
Eyes 5 S

EXAMPLE 4.10 To find the probability of the event A that the sum of the numbers on the faces of a pair of
dice equals seven when a pair of dice is rolled, consider the sample space shown in Fig. 4-4. The event A is
shown as a rectangular box in the sample space. The outcomes in A are as follows A = {(1. 6), (2, 5). (3, 4), (4,
3). (5, 2). (6, 1)}. Since A contains six of the thirty-six equally likely outcomes for the experiment. the

probability of event A is % .

L

]

Die 2

Die |

Fig. 4-4
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The classical definition of probability is not always appropriate in computing probabilities of

events. If a coin is bent, heads and tails are not equally likely outcomes. If a die has been loaded.

each of the six faces do not have probability of occurrence equal to % For experiments not having

equally likely outcomes, the relative frequency definition of probability is appropriate. The relative
frequency definition of probability states that if an experiment is performed n times, and if event E
occurs f times, then the probability of event E is given by formula (4.5).

P(E) = (4.5)

3 |

EXAMPLE 4.11 A bent coin is tossed 50 times and a head appears on 35 of the tosses. The relative frequency

definition of probability assigns the probability :—; = .70 to the event that a head occurs when this coin is tossed.

A loaded die is tossed 75 times and the face 6" appears 15 times in the 75 tosses. The relative frequency
5

definition of probability assigns the probability ;S = .20 to the event that the face 6" will appear when this die

is tossed.

EXAMPLE 4.12 A study by the state of Tennessee found that when 750 drivers were randomly stopped 471
were found to be wearing seat belts. The relative frequency probability that a driver wears a seat belt in

. A
Tennessce is — = 0.63.
750

There are many circumstances where neither the classical definition nor the relative frequency
definition of probability is applicable. The subjective definition of probability utilizes intuition,
experience, and collective wisdom to assign a degree of belief that an event will occur. This method
of assigning probabilities allows for several different assignments of probability to a given event.
The different assignments must satisfy formulas (4.7) and (4.2).

EXAMPLE 4.13 A military planner states that the probability of nuclear war in the next year is 1%. The
individual is assigning a subjective probability of .01 to the probability of the event “nuclear war in the next
year.” This event does not lend utself to either the classical definmtion or the relative frequency definition of
probability.

EXAMPLE 4.14 A medical doctor tells a patient with a newly diagnosed cancer that the probability of
successfully treating the cancer is 90%. The doctor is assigning a subjective probability of .90 10 the event that
the cancer can be successfully treated. The probability for this event cannot be determined by cither the classical
definition or the relative frequency definition of probability.

MARGINAL AND CONDITIONAL PROBABILITIES

Table 4.2 classifies the 500 members of a police department according to their minority status as
well as their promotional status during the past year. One hundred of the individuals were classified
as being a minority and seventy were promoted during the past year. The probability that a randomly

selected individual from the police department is a minority is % = .20 and the probability that a

randomly selected person was promoted during the past year is 2> = .14. Table 4.3 is obtained b
p p g past y 0 Yy

dividing each entry in Table 4.2 by 500.
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Table 4.2
Minority
Promoted No Yes Total
No 350 80 430
Yes 50 20 70
Total 400 100 500

The four probabilities in the center of Table 4.3, .70, .16, .10, and .04, are called joint
probabilities. The four probabilities in the margin of the table, .80, .20, .86, and .14. are called
marginal probabilities.

Table 4.3
Minority
Promoted No Yes Total
No 70 .16 .86
Yes .10 .04 14
Total .80 .20 1.00

The joint probabilities concerning the selected police officer may be described as follows:

.70 = the probability that the selected officer is not a minority and was not promoted
.16 = the probability that the selected officer is a minority and was not promoted

.10 = the probability that the selected officer is not a minority and was promoted

.04 = the probability that the selected officer is a minority and was promoted

The marginal probabilities concerning the selected police officer may be described as follows:

.80 = the probability that the selected officer is not a minority

.20 = the probability that the selected officer is a minority

.86 = the probability that the selected officer was not promoted during the last year
.14 = the probability that the selected officer was promoted during the last year

In addition to the joint and marginal probabilities discussed above, another important concept is
that of a conditional probabiliry. If it is known that the selected police officer is a minority, then the

conditional probability of promotion during the past year is % = .20, since 100 of the police officers

in Table 4.2 were classified as minority and 20 of those were promoted. This same probability may
be obtained from Table 4.3 by using the ratio % =.20.

The formula for the conditional probability of the occurrence of event A given that event B is
known to have occurred for some experiment is represented by P(A | B) and is the ratio of the joint
probability of A and B divided by the probability of B. The following formula is used to compute a
conditional probability.

P(A and B)

P(A|B) = P(B)

(4.6)

The following example summarizes the above discussion and the newly introduced notation.

EXAMPLE 4.15 For the experiment of selecting one police officer at random from those described in Table
4.2, define event A to be the event that the individual was promoted last year and define event B to be the event
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that the individual is a minority. The joint probability of A and B is expressed as P(A and B) = .04. The
marginal probabilities of A and B are expressed as P(A) = .14 and P(B) = .20. The conditional probability of A
P(Aand B) 04

= — =.20.

given B is P(A | B) = P(B) 20

MUTUALLY EXCLUSIVE EVENTS

Two or more events are said to be mutually exclusive if the events do not have any outcomes in
common. They are events that cannot occur together. If A and B are mutually exclusive events then
the joint probability of A and B equals zero, that is, P(A and B) = 0. A Venn diagram representation
of two mutually exclusive events is shown in Fig. 4-5.

A

Fig. 4-5

EXAMPLE 4.16 An experiment consists in observing the gender of two randomly selected individuals. The
event, A, that both individuals are male and the event, B, that both individuals are female are mutually exclusive
since 1If both are male, then both cannot be female and P(A and B) = 0.

EXAMPLE 4.17 Let event A be the event that an employee at a large company is a white collar worker and let
B be the event that an employee is a blue collar worker. Then A and B are mutually exclusive since an employee
cannot be both a blue collar worker and a white collar worker and P(A and B) = 0.

DEPENDENT AND INDEPENDENT EVENTS

If the knowledge that some event B has occurred influences the probability of the occurrence of
another event A, then A and B are said to be dependent events. If knowing that event B has occurred
does not affect the probability of the occurrence of event A, then A and B are said to be independent
events. Two events are independent if the following equation is satisfied. Otherwise the events are
dependent.

P(A | B) = P(A) (4.7

The event of having a criminal record and the event of not having a father in the home are
dependent events. The events of being a diabetic and having a family history of diabetes are
dependent events, since diabetes is an inheritable disease. The events of having 10 letters in your last
name and being a sociology major are independent events. However, many times it is not obvious
whether two events are dependent or independent. In such cases, formula (4.7) is used to determine
whether the events are independent or not.
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EXAMPLE 4.18 For the experiment of drawing one card from a standard deck of 52 cards, let A be the event
that a club is selected, let B be the event that a face card (Jack, queen, or king) is drawn, and let C be the event
that a jack ts drawn. Then A and B are independent events since P(A) = % =25and P(A | B) = —132— =25,

P(A|B) = ‘—% = .25. since there are 12 face cards and 3 of them are clubs. The events B and C are dependent

events since P(C) = :— =.077and P(C|B) = % = .333. PC|B)= % =.333, since there are 12 face cards and

4 of them are jacks.

e}

EXAMPLE 4.19 Suppose one patient record is selected from the 125 represented in Table 4.4. The event that

a patient has a history of heart disease, A, and the event that a patient is a smoker, B, are dependent events, since

P(A) = 1‘% =.12 and P(A| B) = % = .22. For this group of paticnts, knowing that an individual is a smoker

almost doubles the probability that the individual has a history of heart disease.

Table 4.4
History of Heart Disease
Smoker No Yes Total
No 75 5 80
Yes 35 10 45
Total 110 15 125
COMPLEMENTARY EVENTS

To every event A, there corresponds another event A‘, called the complement of A and consisting
of all other outcomes in the sample space not in event A. The word not is used to describe the
complement of an event. The complement of selecting a red card is not selecting a red card. The
complement of being a smoker is not being a smoker. Since an event and its complement must
account for all the outcomes of an experiment, their probabilities must add up to one. If A and A° are
complementary events then the following equation must be true.

P(A) + P(AY) = | (4.8)

EXAMPLE 4.20 Approximately 2% of the American population is diabetic. The probability that a randomly
chosen American is not diabetic is .98, since P(A) = .02, where A is the event of being diabetic, and .02 + P(A®)
= 1. Solving for P(A") we get P(A) =1 - .02 = 98.

EXAMPLE 4.21 Find the probability that on a given roll of a pair of dice that “snake eyes™ are not rolled.
Snake eyes means that a one was observed on each of the dice. Let A be the event of rolling snake eyes. Then

P(A) = :—6= .028. The event that snake eyes are not rolled is A°. Then using formula (4.8), .028 + P(A“) = 1, and
solving for P(A%), it follows that P(A) = 1 — .028 = .972.

Complementary events are always mutually exclusive events but mutually exclusive events are

not always complementary events. The events of drawing a club and drawing a diamond from a
standard deck of cards are mutually exclusive, but they are not complementary events.

MULTIPLICATION RULE FOR THE INTERSECTION OF EVENTS

The intersection of two events A and B consists of all those outcomes which are common to both
A and B. The intersection of the two events is represented as A and B. The intersection of two events
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is also represented by the symbol A N B, read as A intersect B. A Venn diagram representation of
the intersection of two events is shown in Fig. 4-6.

Fig. 4-6

The probability of the intersection of two events is given by the multiplication rule. The
multiplication rule is obtained from the formula for conditional probabilities, and is given by formula
(4.9).

P(A and B) =P(A) P(B | A) (4.9)

EXAMPLE 4.22 A small hospital has 40 physicians on staff of which 5 are cardiologists. The probability that
two randomly selected physicians are both cardiologists is determined as follows. Let A be the event that the

first selected physician is a cardiologist, and B the event that the second selected physician is a cardiologist.

Then P(A) = —4% =.125, P(B|A)= %: .103 and P(A and B) = .125 x .103 = .013. If two physicians were

selected from a group of 40,000 of which 5,000 were cardiologists, then P(A) = %% =.125,P(B|A)= ;?;

=.125, and P(A and B) = (.125)* = .016. Notice that when the selection is from a large group, the probability of
selecting a cardiologist on the second selection is approximately the same as selecting one on the first selection.

Following this line of reasoning, suppose it is known that 12.5% of all physicians are cardiologists. If three
physicians are selected randomly, the probability that all three are cardiologists equals (.125)° = .002. The
probability that none of the three are cardiologists is (.875)° = .670.

If events A and B are independent events, then P(A|B) = P(A) and P(B|A) = P(B). When P(B|A)
is replaced by P(B), formula (4.9) simplifies to

P(A and B) = P(A) P(B) 4.10)

EXAMPLE 4.23 Ten percent of a particular population have hypertension and 40 percent of the same
population have a home computer. Assuming that having hypertension and owning a home computer are
independent events, the probability that an individual from this population has hypertension and owns a home
computer is .10 x .40 = .04, Another way of stating this result is that 4 percent have hypertension and own a
home computer.

ADDITION RULE FOR THE UNION OF EVENTS

The union of two events A and B consists of all those outcomes that belong to A or B or both A
and B. The union of events A and B is represented as A U B or simply as A or B. A Venn diagram
representation of the union of two events is shown in Fig. 4-7. The darker part of the shaded union of
the two events corresponds to overlap and corresponds to the outcomes in both A and B.
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Fig. 4-7

To find the probability in the union, we add P(A) and P(B). Notice, however, that the darker part
indicates that P(A and B) gets added twice and must be subtracted out to obtain the correct
probability. The resultant equation is called the addition rule for probabilities and is given by
formula (4.11).

P(A or B) = P(A) + P(B) - P(A and B) (4.11)

If A and B are mutually exclusive events, then P(A and B) = O and the formula (4.11) simplifies
to the following.
P(A or B) = P(A) + P(B)

EXAMPLE 4.24 Forty percent of the employees at Computec, Inc. have a college degree, 30 percent have
been with Computec for at least three years, and 15 percent have both a college degree and have been with the
company for at least three years. If A is the event that a randomly selected employee has a college degree and B
is the event that a randomly selected employee has been with the company at least three years, then A or B is the
event that an employee has a college degree or has been with the company at least three years. The probability
of A or B is .40 + .30 — .15 = .55. Another way of stating the result is that 55 percent of the employees have a
college degree or have been with Computec for at least three years.

EXAMPLE 4.25 A hospital employs 25 medical-surgical nurses, 10 intensive care nurses, 15 emergency room
nurses, and 50 floor care nurses. If a nurse is selected at random, the probability that the nurse is a medical-
surgical nurse or an emergency room nurse is .25 + .15 = .40. Since the events of being a medical-surgical nurse
and an emergency room nurse are mutually exclusive, the probability is simply the sum of probabilities of the
two events.

BAYES’ THEOREM

A computer disk manufacturer has three locations that produce computer disks. The Omaha plant
produces 30% of the disks, of which 0.5% are defective. The Memphis plant produces 50% of the
disks, of which 0.75% are defective. The Kansas City plant produces the remaining 20%, of which
0.25% are defective. If a disk is purchased at a store and found to be defective, what is the
probability that it was manufactured by the Omaha plant? This type of problem can be solved using
Bayes’ theorem. To formalize our approach, let A, be the event that the disk was manufactured by
the Omaha plant, let A; be the event that the disk was manufactured by the Memphis plant, and let A
be the event that it was manufactured by the Kansas City plant. Let B be the event that the disk is
defective. We are asked to find P(A| | B). This probability is obtained by dividing P(A, and B) by
P(B).
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The event that a disk is defective occurs if the disk is manufactured by the Omaha plant and is
defective or if the disk is manufactured by the Memphis plant and is defective or if the disk is
manufactured by the Kansas City plant and is defective. This is expressed as follows

B = (A, and B) or (A; and B) or (Asz and B) 4.12)

Because the three events which are connected by or’s in formula (4.72) are mutually exclusive,
P(B) may be expressed as

P(B) = P(A, and B) + P(A; and B) + P(A; and B) (4.13)
By using the multiplication rule, formula (4./3) may be expressed as
P(B) =P(B | A1) P(A)) + P(B | A2) P(A;) + P(B | A3) P(A3) (4.14)

Using formula (4.74), P(B) = .005 x .3 + .0075 x .5 +.0025 x .2 = .00575. That is, 0.575% of
the disks manufactured by all three plants are defective. The probability P(A; and B) equals

P(B | A)) P(A)) = .005 x .3 = .0015. The probability we are seeking is equal to 6();)51755 = .261.

Summarizing, if a defective disk is found, the probability that it was manufactured by the Omaha
plant is .261.
In using Bayes’ theorem to find P(A, | B) use the following steps:

Step 1: Compute P(A, and B) by using the equation P(A, and B) = P(B | A,) P(Ay).
Step 2. Compute P(B) by using formula (4.14).
Step 3: Divide the result in step 1 by the result in step 2 to obtain P(A, | B).

These same steps may be used to find P(A; | B) and P(A; | B).

Events like Ay, Az, and A are called collectively exhaustive. They are mutually exclusive and
their union equals the sample space. Bayes’ theorem is applicable to any number of collectively
exhaustive events.

EXAMPLE 4.26 Using the three-step procedure given above, the probability that a defective disk was
manufactured by the Memphis plant is found as follows.

Step 1: P(A; and B) =P(B| Ap) P(A;) = .0075 x .5 = .00375.
Step 2: P(B)=.005x .3 +.0075 x .5 +.0025 x .2 = .00575.

00375
Step 3: P(A;|B)= —— = .652.
00575

The probability that a defective disk was manufactured by the Kansas City plant is found as follows.

Step 1: P(A;and B) = P(B | A;) P(A;) = .0025 x .2 = .0005.
Step 2: P(B)=.005 x .3 +.0075 x .5+ .0025 x .2 = .00575.

0005
Step 3: P(A;|B)=——— = 087.
00575

PERMUTATIONS AND COMBINATIONS

Many of the experiments in statistics involve the selection of a subset of items from a larger
group of items. The experiment of selecting two letters from the four letters a, b, ¢, and d is such an
experiment. The following pairs are possible: (a, b), (a, ¢), (a, d), (b, ¢), (b, d), and (c, d). We say that
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when selecting two items from four distinct items that there are six possible combinations. The
number of combinations possible when selecting n from N items is represented by the symbol C} and
is given by

N!

cN=—— (4.15
n!'(N-n)!

N

] are three other notations that are used for the number of combinations in
n

nNCa, C(N, n), and [

addition to the symbol C}'.

The symbol n!, read as “n factorial,” isequal ton x (n~ 1) x (n-2) x ... x |. For example, 3! =
3x2x 1 =6,and 4! =4 x 3 x 2 x 1 = 24. The values for n! become very large even for small values
of n. The value of 10! is 3,628,800, for example.

In the context of selecting two letters from four, N!=4!=4x3x2x1=24,n'=2'=2x1=2
and (N — n)! = 2! = 2. The number of combinations possible when selecting two items from four is

!
given by C3 = 428 6, the same number obtained when we listed all possibilities above.
2120 2x2

When the number of items is larger than four or five, it is difficult to enumerate all of the
possibilities.

EXAMPLE 4.27 The number of five card poker hands that can be dealt from a deck of 52 cards is given by
52! 52x51x50x49x48x47! 52 X51%x50x49 x 48

51471 120 x 47! 120

as 52 x 51 x 50 x 49 x 48 x 47!, we are able to divide 47! out because it is a common factor in both the
numerator and the denominator.

ci= = 2,598,960. Notice that by expressing 52!

If the order of selection of items is important, then we are interested in the number of
permutations possible when selecting n items from N items. The number of permutations possible
when selecting n objects from N objects is represented by the symbol P}, and given by

N!
PY = (4.16)
(N-n)!

nPn, P(N, n) and (N), are other symbols used to represent the number of permutations.

EXAMPLE 4.28 The number of permutations possible when selecting two letters from the four letters a, b, ¢,
4! 4! 24 , . .

s = Y = 5 =12. In this case, the 12 permutations are easy to list. They are ab, ba, ac, ca,

ad, da. bc, ¢b, bd, db, cd, and dc. There are always more permutations than combinations when selecting n items

from N, because each different ordering is a different permutation but not a different combination.

anddis P} =

EXAMPLE 4.29 A president, vice president, and treasurer are to be selected from a group of 10 individuals.
How many different choices are possible? In this case, the order of listing of the three individuals for the three
offices is important because a slate of Jim, Joe, and Jane for president, vice president, and treasurer is different
from Joe, Jim, and Jane for president, vice president, and treasurer, for example. The number of permutations is
10 . . . ‘
P§° = ? = 10x 9 x 8 =720. That is, there are 720 different sets of size three that could serve as president, vice

president, and treasurer.
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USING PERMUTATIONS AND COMBINATIONS TO SOLVE
PROBABILITY PROBLEMS

EXAMPLE 4.30 For a lotto contest in which six numbers are selected from the numbers Q1 through 45, the

45!
number of combinations possible for the six numbers sclected is C¢* = @T‘)'z 8,145.060. The probability that

1 -
you select the correct six numbers in order to win this lotto is 2145060 = .000000123. The probability of

winning the lotto can be reduced by requiring that the six numbers be selected in the correct order. The number
45!

of permutations possible when six numbers are selected from the numbers 01 through 45 is given by pd* = 91

=45 x 44 x 43 x 42 x 41 x 40 = 5,864,443,200. The probability of winning the lotto is ——— =
5864,443.200

000000000171, when the order of selection of the six numbers is important.

EXAMPLE 4.31 A Royal Flush is a five-card hand consisting of the ace, king, queen, jack, and ten of the same

4
suit. The probability of a Royal Flush is equal to 3598960 = 00000154, since from Example 4.27, there are

2,598,960 five-card hands possible and four of them are Royal Flushes.

Solved Problems

EXPERIMENT, OUTCOMES, AND SAMPLE SPACE

4.1 An experiment consists of flipping a coin, followed by tossing a die. Give the sample space for
this experiment.

Ans.  One of many possible representations of the sample space is S = {HI1, H2, H3, H4, HS, H6, TI.
T2, T3, T4, TS, T6).

4.2  Give the sample space for observing a patient's Rh blood type.

Ans.  One of many possible representations of the sample space is S = {Rh™, Rh*}.

TREE DIAGRAMS AND THE COUNTING RULE

4.3 Use a tree diagram to illustrate the sample space for the experiment of observing the sex of the
children in families consisting of three children.

Ans.  The tree diagram representation for the sex distribution of the three children is shown in Fig. 4-8,
where, for example, the branch or outcome mfm represents the outcome that the first born was a
male, the second born was a female, and the last born was a male.
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Fig. 4-8

A sociological study consists of recording the marital status, religion, race, and income of an
individual. If marital status is classified into one of four categories, religion into one of three
categories, race into one of five categories, and income into one of five categories, how many
outcomes are possible for the experiment of recording the information of one of these
individuals?

Ans.  Using the counting rule, we see that there are 4 x 3 x 5 x 5 = 300 outcomes possible.

EVENTS, SIMPLE EVENTS, AND COMPOUND EVENTS

4.5

4.6

For the sample space given in Fig. 4-8, give the outcomes associated with the following events
and classify each as a simple event or a compound event.

(a) At least one of the children is a girl.

(b) All the children are of the same sex.

(¢) None of the children are boys.

() Al of the children are boys.

Ans. The event that at least one of the children is a gir] means that either one of the three was a girl, or
two of the three were girls, or all three were girls. The event that all were of the same sex means
that all three were boys or all three were girls. The event that none were boys means that all three
were girls. The outcomes for these cvents are as follows:

(a) mmf, mfm, mff, fmm, fmf, ffm, fff; compound event
() mmm, fff; compound event

(¢) fff; simple event

(d) mmm; simple event

In the game of Yahizee, five dice are thrown simultaneously. How many outcomes are there for
this experiment? Give the outcomes that correspond to the event that the same number
appeared on all five dice.

Ans. By the counting rule. there are 6 x 6 x 6 x 6 x 6 = 7,776 outcomes possible. Six of these 7,776
outcomes correspond to the event that the same number appeared on all five dice. These six
outcomes are as follows: (1, 1, 1,1, 1),(2,2,2,2,2),(3,.3.3,3,3),(4,4.4, 4, 4),(5,5.5.5.5),
(6.6, 6,6, 6).
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PROBABILITY

4.7 Which of the following are permissible values for the probability of the event E?
(@) PE)=.75 () P(E)=-25 (¢) P(E)=1.50
(dy PE)=1 (e) P(E) = .01

Ans. The probabilities given in (a). (d), and (e) are permissible since they are between O and |
inclusive. The probability in (b) is not permissible, since probability measure can never be
negative. The probability in (¢) is not permissible, since probability measure can never exceed one.

4.8 An experiment is made up of five simple events designated A, B, C, D, and E. Given that
P(A)=.1,P(B) = .2, P(C) = .3, and P(E) = .2, find P(D).

Ans.  The sum of the probabilities for all simple events in an experiment must equal one. This implies
that .1 +.2 + .3 + P(D) + .2 = 1, and solving for P(D), we find that P(D) = .2. Note that this
experiment does not have equally likely outcomes.

CLASSICAL, RELATIVE FREQUENCY, AND SUBJECTIVE PROBABILITY
DEFINITIONS

4.9 A container has 5 red balls, 0 white balls, and 35 blue balls. One of the balls is selected
randomly. Find the probability that the selected ball is (a) red; () white; (¢) blue.

Ans.  This experiment has 50 equally likely outcomes. The event that the ball is red consists of five
outcomes, the event that the ball is while consists of 10 outcomes, and the event that the ball is
blue consists of 35 outcomes. Using the classical definition of probability, the following

probabilities are obtained: (@) ?56 =10: ) % =20; (¢) :—; =70.

4.10 A store manager notes that for 250 randomly selected customers, 75 use coupons in their
purchase. What definition of probability should the manager use to compute the probability
that a customer will use coupons in their store purchase? What probability should be assigned
to this event?

Ans.  The relative frequency definition of probability should be used. The probability of using coupons

. . . 75
in store purchases is approximately 550 =30.

4.11 Statements such as “the probability of snow tonight is 70%.” “the probability that it will rain
today is 20%,” and *the probability that a new computer software package will be successful is
99%” are examples of what type of probability assignment?

Ans.  Since all three of the statements are based on professional judgment and experience, they are
subjcctive probability assignments.

MARGINAL AND CONDITIONAL PROBABILITIES

4.12 Financial Planning Consultants Inc. keeps track of 500 stocks. Table 4.5 classifies the stocks
according to two criteria. Three hundred are from the New York exchange and 200 are from
the American exchange. Two hundred are up, 100 are unchanged, and 200 are down.



78

4.13

PROBABILITY [CHAP. 4
Table 4.5
Up Unchanged Down Total
NYSE 50 75 175 300
AMEX 150 25 25 200
Total 200 100 200 500

If one of these stocks is randomly selected find the following,

(a) The joint probability that the selected stock is from AMEX and unchanged.

(b) The marginal probability that the selected stock is from NYSE.

(c) The conditional probability that the stock is unchanged given that it is from AMEX.

Ans.  (a) There are 25 from the AMEX and unchanged. The joint probability is % =05.

5
(P) There are 300 from NYSE. The marginal probability is % =60.
(¢) There are 200 from the AMEX. Of these 200, 25 are unchanged. The conditional probability

is -ﬁj =125

Twenty percent of a particular age group has hypertension. Five percent of this age group has
hypertension and diabetes. Given that an individual from this age group has hypertension. what
is the probability that the individual also has diabetes?

Ans.  Let A be the event that an individual from this age group has hypertension and let B be the event
that an individual from this age group has diahetes. We are given that P(A) = .20 and P(A and B) =
P(AandB) _ 05 _

.05. We are asked to find P(B{ A). P(B| A) = = =
P(A) 20

.25,

MUTUALLY EXCLUSIVE EVENTS

4.14

4.15

For the experiment of drawing a card from a standard deck of 52, the following events are
defined: A is the event that the card is a face card, B is the event that the card is an Ace, C is
the event that the card is a heart, and D is the event that the card is black. List the six pairs of
events and determine which are mutually exclusive.

Ans.
Pair Mutually exclusive Common outcomes
.B Yes None
A C No Jack, queen. and king of hearts
A D No Jack, queen, and king of spades and clubs
B,C No Ace of hearts
B,D No Ace of clubs and ace of spades
C,D Yes None

Three items are selected from a production process and each is classified as defective or non-
defective. Give the outcomes in the following events and check each pair to see if the pair is
mutually exclusive. Event A 1s the event that the first item is defective, B is the event that there
is exactly one defective in the three, and C is the event that all three items are defective.

Ans. A consists of the outcomes DDD, DDN, DND, and DNN. B consists of the outcomes DNN, NDN,
and NND. C consists of the outcome DDD. (D represents a defective, and N represents a
nondefective.)
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Pair Mutually cxclusive Common outcomes
A'B No DNN
A, C No DPDD
B,C Yes Nonc

DEPENDENT AND INDEPENDENT EVENTS

4.16 African-American males have a higher rate of hypertension than the general population. Let A
represent the event that an individual is hypertensive and let B represent the event that an
individual is an African-American male. Are A and B independent or dependent events?

Ans.  To say that African-American males have a higher rate of hypertension than the general population
means that P(A | B) > P(A). Since P(A | B) # P(A), A and B arc dependent cvents.

4,17 Table 4.6 gives the number of defective and nondefective items in samples from two different
machines. Is the event of a defective item being produced by the machines dependent upon
which machine produced it?

Table 4.6
Number defective Number nondefective
Machine | 5 195
Machine 2 15 585

Ans. Let D be the event that a defective item is produced by the machines, Let M, be the event that the
item is produced by machine 1, and let M; be the event that the item is produced by machine 2.

P(D) = o =025, P(D [ M) = 55 =025, and P(D | My) = o =025, and the event of producing

a defective item is independent of which machine produces it.

COMPLEMENTARY EVENTS

4.18 The probability that a machine does not produce a defective item during a particular shift is
.90. What is the complement of the event that a machine does not produce a defective item
during that particular shift and what is the probability of that complementary event?

Ans.  The complementary event is that the machine produces at least one defective item during the shift,
and the probability that the machine produces at least onc defective item during the shift is
1-.90=_10.

4.19 Events E|, E;, and E; have the following probabilities of occurrence: P(E,) = .05, P(E;) = .50,
and P(E;) = .99. Find the probabilities of the complements of these events.

Ans. P(E()=1-PE)=1-.05=.95 P(E;5)=1-P(E;)=1-.50=.50
P(Ey*)=1-P(E3)=1-.99= .01

MULTIPLICATION RULE FOR THE INTERSECTION OF EVENTS

4.20 If one card is drawn from a standard deck, what is the probability that the card is a face card? If
two cards are drawn, without replacement, what is the probability that both are face cards? If
five cards are drawn, without replacement, what is the probability that all five are face cards?
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Let E; be the event that the first card is a face card, let E; be the event that the second drawn card

1s a face card, and so on until Es represents the event that the fifth card is a face card. The
probability that the first card is a face card is P(E,) = :—3 =231. The event that both are face cards

is the event E, and E,, and P(E| and E;) = P(E)) P(E; | E)) = :—27 X % = % = [050. The event that

all five are face cards is the event E,and E, and Ex and E; und Es. The probability of this event is
given by P(E,) P(E; | E;) P(E; | E\, E;) P(E; | E). Eo E3) P(ES|E), E;, Ey, Ey). or

21002 8 RO (00305,

32778 7 397 98 T 31875000

4.21 If 60 percent of all Americans own a handgun, find the probability that all five in a sample of
five randomly selected Americans own a handgun. Find the probability that none of the five
own a handgun.

Ans.

Let E; be the event that the first individual owns a handgun, E; be the event that the second
individual owns a handgun, E; be the event that the third individual owns a handgun, E, be the
event that the fourth individual owns a handgun, and Es be the event that the fifth individual owns
a handgun. The probability that all five own a handgun is P(E, and E; and E; and E, and Es).
Because of the large group from which the individuals are selected. the events E, through Eq are
independent and the probability is given by P(E) P(E;) P(E1) P(Ey) P(Es) = (.6)° = .078. Similarly,
the probability that none of the five own a handgun is (_4)5 =.010.

ADDITION RULE FOR THE UNION OF EVENTS

4.22 Table 4.7 gives the IQ rating as well as the creativity rating of 250 individuals in a
psychological study. Find the probability that a randomly selected individual from this study
will be classified as having a high 1Q or as having high creativity.

Ans.

Table 4.7
Low IQ High I1Q
Low creativity 75 30
High creativity 20 125

Let A be the event that the selected individual has a high 1Q. and let B be the event that the
155 145

individual has high creativity. Then P(A)= -~ = 62 ,P(B)= .- = 58 P(AundB)= L .50.

250 250 250

and P(A or B) = P(A) + P(B) - P(A and B) = .62 + .58 - .50 = .70.

4.23 The probability of event A is .25, the probability of event B is .10, and A and B are inde-
pendent events. What is the probability of the event A or B?

Ans.  Since A and B are independent events, P(A and B) = P(A) P(B) = .25 x .10 = .025. P(A or B) =
P(A) + P(B) - P(A and B) = .25 + .10 - .025 = .325.
BAYES’ THEOREM

4.24 Box | contains 30 red and 70 white balls, box 2 contains 50 red and 50 white balls, and box 3
contains 75 red and 25 white balls. The three boxes are all emptied into a large box, and a ball
is selected at random. If the selected ball is red, what is the probability that it came from (a)
box 1; (b) box 2; (¢) box 37
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Ans. Let B, be the cvent that the selected ball came from box 1, let B; be the event that the selected ball
came from box 2, let B; be the event that the ball came from box 3, and let R be the event that the
selected ball is red.

{a) We are asked to find P(B, | R). The three-step procedure is as follows:
Step 1: P(Rand B)) = P(R| B)) P(B)) = & x ; = .10.
Step2: P(R)=P(R|B,)P(B)) + P(R|B,) P(B,) + P(R| B3) P(B3)
P(R)= % = 517
10

Step3: P(B;|R)= — =.193
cp (BiIR) 517

(h) We are asked to find P(B, | R).
i

Step 1: P(Rand By) = P(R| By) P(By) = -2 x 1 =167
Step 2: P(R)=.517
167
Step 3: P(B, | R)= —— =323
517
(¢) We are asked to find P(B: | R).
Step 1: P(R and By) = P(R] By) P(By) = 1 x 1 =250

Step2: P(R)= 517
250

Step 3: P(B:i}R)= —— = .484
517

4,25 Table 4.8 gives the percentage of the U.S. population in four regions of the United States, as
well as the percentage of social security recipients within each region. For the population of all
social security recipients, what percent live in each of the four regions?

Table 4.8
Percentage of U.S. Percentage of social security
Region population rccipients in the region
Northeast 20 15
Midwest 25 10
South 35 12
West 20 11

Ans. Let B) be the event that an individual lives in the Northeast region, B, be the event that an
individual lives in the Midwest region, B; be the event that an individual lives in the South, and B,
be the cvent that an individual lives in the West. Let S be the event that an individual is a social
security recipicnt. We are given that P(B;) = .20, P(B,) = .25, P(B;) = .35, P(B4) = .20, P(S | By) =
A5, P(S| By) = .10, P(S | By) = .12, and P(S | B4) = .11. We are to find P(B; | S), P(B; | S),
P(B;| S), and P(B4| S). P(S) is needed to find each of the four probabilities.

P(S)=P(S| By} P(B;) + P(S | B,) P(B,) + P(S | B:) P(B3) + P(S | B,) P(B,)
P(S)=.15x.20+.10x 25+ .12x .35+ .11 x .20=.119,
This means that 1 1.9% of the population are social security recipients.

The three-step procedure to find P(By | S) is as follows:
Stept: P(B,and S)y=P(S|1B|)P(B;)=.15x.20= .03
Step2: P(S)=.119

03
Step3: P(B|S)= T)E = 252
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The three-step procedure to find P(B, | S) is as follows:
Step 1: P(B,and S)=P(§|B;) P(B,) = .10 x 25 = .025
Step 2: P(Sy=.119

025
Step 3 P(B|S) = 22 = 210
P AT

The three-step procedure 1o find P(B; | S) is as follows:
Step1: P(Byand S)=P(S|By) P(B;) =.12x .35 =.042
Step2: P(S)y=.119

042

Step 3 P(B.|S)= o2 = 353
P S =g

The three-step procedure to find P(By | S) is as follows:
Step1: P(Byand S)=P(S|By)P(By)=.11 x 20=.022
Step2: P(S)=.119

022

Step 3: P(By|S)= === = 185
ep 3 P(Bdl 119

We can conclude that 25.2% of the social sccurity recipients are from the Northeast, 21.0% are
from the Midwest, 35.3% are from the South, and 18.5% are from the West.

PERMUTATIONS AND COMBINATIONS
4.26 Evaluate the following: (a) C§; (b) CB; (¢) PJ; (d) PD.

Ans. Each of the four parts uses the fact that 0! = [.

n' n! . . .
() )= = = 1. since the n! in the numerator and denominator divide out.
On—-0)  1xn!

n! n!
(hy Cp=—————=——=1, since 0! is equal to one and the n! divides out of top and bottom.
n!(n-n)! n!0!
! n!
)y Phl=———=—=1I
(n=0)! n!
" ! n! _nl
(([) P = =—=—-—=n
"n-m! 00

4.27 An exacta wager at the racetrack is a bet where the bettor picks the horses that finish first and
second. A trifecta wager is a bet where the bettor picks the three horses that finish first,
second, and third. (@) In a 12-horse race, how many exactas are possible? (b) In a 12-horse
race. how many trifectas are possible?

Ans.  Since the finish order of the horse is important, we use permutations to count the number of
possible selections.

(«) The number of ordered ways you can select two horses from twelve is

120 12 12x11x10!

—=—= =12x]11=132
(12-2)y! i 10!

12 _
pi =
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{b) The number of ordered ways you can select three horses from twelve is

' 1 ]
12! =l_2.=l2xllxl()x9.=12X“X10=1320
(12-3t 9! 9!

pY =
4.28 A committee of five senators is to be selected from the U.S. Senate. How many different
comimittees are possible?

Ans.  Since the order of the five senators is not important, the proper counting technique is combina-
tions.
100! 100x99x98x97x96x95! 100x 99 x98x 97 x 96
5(100-5)! 120 % 95! - 120
There are 75,287,520 different committees possible.

c= =75,287.520.

USING PERMUTATIONS AND COMBINATIONS TO SOLVE
PROBABILITY PROBLEMS

4.29 Twelve individuals are to be selected to serve on a jury from a group consisting of 10 females
and 15 males. If the selection is done in a random fashion, what is the probability that all 12
are males?

Ans.  Twelve individuals can be selected from 25 in the following number of ways:

C 250 25% 24X 23x22x 2120 x19x 18X 17X 16X 5% 14 x 13!
INVITER 12113

[

ct

After dividing out the common factor, 13!, we obtain the following.

b5 25X 24X 23x 22X 21X 20x 19X 18X 17 x 16X 15 14
12 12X IIXTOX9X8XTX6XSX4X3Ix2xX |

= 5,200,300

The above fraction may need to be evaluated in a zigzag fashion. That is, rather than multiply the
12 terms on top and then the 12 terms on bottom and then divide, do a multiplication, followed by
a division, followed by a multiplication, and so on until all terms on top and bottom are accounted

. . . 150 15x14x1 2t 1 3
for. The jury can consist of all males in C}3 = Ot _ Dx14x13x121 _5x 1413 _ s
1213! 1213¢ 6
ways. The probability of an all-male jury is % = (000087. That is, there are about 9 chances

out of 100,000 that an all-male jury would be chosen at random.

4.30 The five teams in the western division of the American conference of the National Football
League are: Kansas City, Oakland, Denver, San Diego, and Seattle. Suppose the five teams are
equally balanced. (a) What is the probability that Kansas City, Seattle, and Denver finish the
season in first, second, and third place respectively? (b) What is the probability that the top
three finishers are Kansas City, Seattle, and Denver?

Ans.  (a) Since the order of finish is specified, permutations are used to solve the problem. There are
5!
P‘;=‘2~'=60 different ordered ways that three of the five tcams could finish the season in first,

second: and third place in the conference. The probability that Kansas City wili finish first, Seatile

will finish second, and Denver will finish third is % = 017
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(h)  Since the order of fimish for the three teams is not specified, combinations are used to solve
5!
the problem. There are Cj§=;—'—= 10 combinations of three teams that could finish in the top
32!

threc. The probability that the top three finishers are Kansas City, Seattle, and Denver is ]% = .10

Supplementary Problems

EXPERIMENT, OUTCOMES, AND SAMPLE SPACE

4.31

4.32

An experiment consists ol using a 25-question test instrument to classify an individual as having either a
type A or a type B personality. Give the sample space for this experiment. Suppose two individuals are
classitied as to personality type. Give the sample space. Give the sample space for three individuals.

Ans.  For one individual, S = {A, B}, where A mecans the individual has a type A personality. and B
means the individual has a type B personality.

For two individuals, $ = {AA, AB, BA, BB}, where AB, for example. is the outcome that the first
individual has a type A personality and the second individual has a type B personality.

For three individuals, S = {AAA, AAB, ABA. ABB, BAA, BAB. BBA. BBB}. where ABA is the
outcome that the first individual has a type A personality, the second has a type B personality, and
the third has a type A.

At a roadblock. state troopers classify drivers as either driving while intoxicated, driving while impaired.
or sober. Give the sample space for the classification of one driver. Give the sample space for two
drivers. How many outcomes are possible for three drivers?

Ans.  Let A be the event that a driver is classified as driving while intoxicated. let B be the event that a
driver is classified as driving while impaired, and let C be the event that a driver is classified as
sober.

The sample space for one driveris S = {A, B, C}.
The sample space for two drivers is S = {AA, AB. AC, BA, BB, BC. CA. CB. CC).

The sample space for three drivers has 27 possible outcomes.

TREE DIAGRAMS AND THE COUNTING RULE

4.33

4.34

An experiment consists of inspecting four items selected from a production line and classifying each one
as defective, D, or nondefective, N. How many branches would a tree diagram for this experiment have?
Give the branches that have exactly one defective. Give the branches that have exactly onc nondefective.

Ans. The tree would have 2% = 16 branches which would represent the possible outcomes for the
experiment,
The branches that have exactly one defective are DNNN, NDNN, NNDN. and NNND.
The branches that have exactly one nondefective are NDDD, DNDD. DDND. and DDDN.

An experiment consists of sclecting one card from a standard deck. tossing a pair of dice, and then
flipping a coin. How many outcomes arc possible for this experiment?

Ans.  According to the counting rule, there are 52 x 36 x 2 = 3,744 possible outcomes,



CHAP. 4] PROBABILITY 85

EVENTS, SIMPLE EVENTS, AND COMPOUND EVENTS
4.35 An experiment consists of rolling a single die. What are the simple events for this experiment?

Ans.  The simple events are the outcomes {1}, {2}, {3}, {4}, {5}, and {6}, where the number in braces
represents the number on the turned up facc after the die is rolled.

4.36 Suppose we consider a baseball game betwecen the New York Yankees and the Detroit Tigers as an
experiment. [s the event that the Tigers beat the Yankees one 1o nothing a simple event or a compound
event? Is the event that the Tigers shut out the Yankees a simple event or a compound event? (A shutout
is a game in which one of the teams scores no runs.)

Ans. The event that the Tigers shut out the Yankees one to nothing is a simple event because it
represents a single outcome. The event that the Tigers shut out the Yankees is a compound event
because it could be a one to nothing shutout, or a two to nothing shutout, or a three to nothing
shutout, etc.

PROBABILITY

4.37 Which of the following are permissible values for the probability of the event E?

3 3 -5
(a) — by - (¢)0.0 () —
4 2 7

Ans. (a) and (c) are permissible values, since they are between 0 and 1 inclusive. (b) is not permissible
because it exceeds one. (d) is not permissible because it is negative.

4.38 An experiment is made up of three simple events A, B, and C. If P(A) = x, P(B) = y, and P(C) = z, and
x +y+z=1, can you be sure that a valid assignment of probabilitics has been made?

Ans. No. Suppose x =.75, y = .75, and z = -5, for example. Then x + y + z = 1, but this is not a valid
assignment of probabilities.

CLASSICAL, RELATIVE FREQUENCY, AND SUBJECTIVE PROBABILITY DEFINITIONS

4.39 If a U.S. senator is chosen at random, what is the probability that he/she is from one of the 48 contiguous
states?

Ans. The are 96 senators from the 48 contiguous states and a total of 100 from the 50 states. The
qe .96
probability is ;= = 96.
4.40 In an actuarial study, 9.875 females out of 10,000 females who are age 20 live to be 30 years old. What is
the probability that a 20-year-old female will live to be 30 years old?

9.875
10.000

Ans.  Using the relative frequency definition of probability, the probability is = 088.

4.41 Casino odds for sporting events such as football games, fights, etc. are examples of which probability
definition?

Ans. subjective definition of probability

MARGINAL AND CONDITIONAL PROBABILITIES

4.42 Table 4.9 gives the joint probability distribution for a group of individuals in a sociological study.
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Table 4.9
Welfare recipicnt
High school graduate No Yes
No A5 25
Yes .55 .05

(a) Find the marginal probability that an individual in this study is a welfare recipient.

(h) Find the marginal probability that an individual in this study is not a high school graduate?

{¢) U an individual is a welfare recipient, what is the probability that he/she is not a high school
graduate?

{hy W an individual is a high school graduate. what is the probability that he/she is a welfare recipient?

Ans. (a) .25+ .05= 30 {¢) == 83

05
by 15+ .25 = 40 W 22 o83
00

Sixty percent of the registered voters in Douglas County are Republicans. Fifteen percent of the
registered voters in Douglas County are Republican and have incomes above $250,000 per year. What
percent of the Republicans who are registered voters in Douglas County have incomes above $230,000
per year?

15 . . . . .
Ans. m = .25 Twenty-five percent of the Republicans have incomes above $250.000.

MUTUALLY EXCLUSIVE EVENTS

4.44

With reference 10 the sociological study described in probiem 4.42, are the cvents {high school graduate }
and { weltare recipient} mutually exclusive?

Ans.  No, since 5% of the individuals in the study satis{y both events.
Do mutually exclusive events cover all the possibilities in an experiment?

Ans.  No. This is true only when the mutually exclusive events are also complementary.

DEPENDENT AND INDEPENDENT EVENTS

4.46

4.47

If two events are mutually exclusive, are they dependent or independent?

Ans. It A and B are two nontrivial events (that is, they have a nonzero probability) and if they are
mutually exclusive. then P(A | B) = 0. since if B occurs, then A cannot occur. But since P(A) 1s
positive, P(A | B) # P(A). and the events must be dependent.

Seventy-five percent of all Americans live in a metropolitan area. Eighty percent of all Americans
consider themselves happy. Sixty percent of all Americans live in a metropolitan area and consider
themselves happy. Are the events {lives in a metropolitan area} and {considers themselves happy)
independent or dependent events?

Ans. Let A be the event {live in a metropolitan area} and let B be the event {consider themselves

P(A and B 60 ‘
happy}. P(A|B) = (—P(\—g)—-) = % = .75 = P(A}. and hence A and B arc independent events.

COMPLEMENTARY EVENTS

4.48

What is the sum of the probabilities of two complementary events?
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Ans. one

4.49 The probability that a machine used to make computer chips is out of control is .001. What is the
complement of the event that the machine is out of control and what is the probability of this event?

Ans. The complementary cvent is that the machine is in control. The probability of this event is .999.

MULTIPLICATION RULE FOR THE INTERSECTION OF EVENTS

4.50 In a particular state, 20 percent of the residents are classified as senior citizens. Sixty percent of the
senior citizens of this state are receiving social security payments. What percent of the residents are
senior citizens who are receiving social security payments?

Ans. Let A be the event that a resident 1s a senior citizen and let B be the event that a resident is
recetving social sccurity payments. We are given that P(A) = .20 and P(B | A) = .60. P(A and B) =
P(A) P(B | A) = .20 x .60 = .12. Twelve percent of the residents are semor citizens who are
receiving social security payments.

4.51 IfE,,E,,...,E,arenindependent cvents, then P(E; and E, and E; ... and E,) is equal to the product
of the probabilities of the n events. Use this probability rule to answer the following.
(a) Find the probability of tossing five heads in a row with a coin.
(b) Find the probability that the face 6 turns up every time in four rolls of a die.
(c) If 43 percent of the population approve of the president’s performance, what is the probability that
all 10 individuals in a telephone poll disapprove of his performance.

Ans. (a) (.5)5=.03l25
(b) (é)“:.ooo77

(¢y (.57)'°=.00362
ADDITION RULE FOR THE UNION OF EVENTS
4.52 Events A and B are mutually exclusive and P(A) = .25 and P(B) = .35. Find P(A and B) and P(A or B).

Ans.  Since A and B are mutually exclusive, P(A and B) = 0. Also P(A or B) = .25 + .35 = .60.

4.53 Fifty percent of a particular market own a VCR or have a cell phone. Forty percent of this market own a
VCR. Thirty percent of this market have a cell phone. What percent own a VCR and have a cell phone?

Ans. P(A and B) = P(A) + P(B) - P(Aor B)=.3 + .4 - .5 = .2, and therefore 20% own a VCR and a
cell phone.

BAYES' THEOREM

4.54 In Arkansas, 30 percent of all cars emit excessive amounts of pollutants. The probability is 0.95 that a car
cmitting excessive amounts of pollutants will fail the state’s vehicular emission test, and the probability is
0.15 that a car not emitting excessive amounts of pollutants will also fail the test. If a car fails the
emission test, what is the probability that it actually emits excessive amounts of emissions?

Ans. Let A be the cvent that a car emits excessive amounts of pollutants, and B the event that a car fails
the emission test. Then, P(A) = .30. P(A%) = .70, P(B | A) = .95, and P(B | A°) = .15. We are asked
to find P(A | B). The three-step procedure results in P(A | B) =.73.
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In a particular community, 15 percent of all adults over 50 have hypertension. The health service in this

community correctly diagnoses 99 percent of all such persons with hypertension. The health service

incorrectly diagnoses S percent who do not have hypertension as having hypertension.

{@) Find the probability that the health service will diagnose an adult over 50 as having hypertension.

(6) Find the probability that an individual over 50 who is diagnosed as having hypertension actually has
hypertension.

Ans.  Let A be the event that an individual over 50 in this community has hypertension, and let B be the
event that the health service diagnoses an individual over 50 as having hypertension. Then, P(A) =
15, P(AS) = .85, P(B| A) =.99, and P(B | A%) = .05.
(@) P(B)=.15%x.99+ .85%.05=.19
(b) Using the three-step procedure, P(A | B) = .78

PERMUTATIONS AND COMBINATIONS

4.56

4.57

4.58

How many ways can three letters be selected from the English alphabet if:

(a) The order of selection of the three letters is considered important, i.e., abc is different from cba, for
example.

(b) The order of selection of the three letters is not important?

Ans. (a) 15,600 (b) 2,600

The following teams comprise the Atlantic division of the Eastern conference of the National Hockey

League: Florida, Philadelphia, N.Y. Rangers, New Jersey, Washington, Tampa Bay, and N.Y. Islanders.

(a) Assuming no teams are tied at the end of the season, how many different final standings are possible
for the seven teams?

(P) Assuming no ties, how many different first-, second-, and third-place finishers are possible?

Ans. (a) 5,040 b) 210

A criminologist selects five prison inmates from 30 volunteers for more intensive study. How many such
groups of five are possible when selected from the 307

Ans. 142,506

USING PERMUTATIONS AND COMBINATIONS TO SOLVE PROBABILITY PROBLEMS

4.59

4.60

Three individuals are to be randomly selected from the 10 members of a club to serve as president, vice
president, and treasurer. What is the probability that Lana is selected for president, Larry for vice
president, and Johnny for treasurer?

Ans. % = -—l-— = 00138
P; 720

A sample of size 3 is selected from a box which contains two defective items and 18 nondefective items.
What is the probability that the sample contains one defective item?

CIxC¥  2x153 306

= = = 268
c¥ 1,140 1,140

Ans.




Chapter 5

Discrete Random Variables

RANDOM VARIABLE

A random variable associates a numerical value with each outcome of an experiment. A random
variable is defined mathematically as a real-valued function defined on a sample space, and is
represented as a letter such as X or Y.

EXAMPLE 5.1 For the experiment of flipping a coin twice, the random variable X is defined to be the number
of tails to appear when the experiment is performed. The random variable Y is defined to be the number of
heads minus the number of tails when the experiment is conducted. Table 5.1 shows the outcomes and the
numerical value each random variable assigns to the outcome. These are two of the many random variables
possible for this experiment.

Table 5.1
Qutcome Value of X Value of Y
HH 0 2
HT 1 0
TH 1 0
TT 2 -2

EXAMPLE 5.2 An experimental study involving diabetics measured the following random variables: fasting
blood sugar, hemoglobin, blood pressure, and triglecerides. These random variables assign numerical values to
each of the individuals in the study. The numerical values range over different intervals for the different random
variables.

DISCRETE RANDOM VARIABLE

A random variable is a discrete random variable if it has either a finite number of values or
infinitely many values that can be arranged in a sequence. We say that a discrete random variable
may assume a countable number of values. Discrete random variables usually arise from an
experiment that involves counting. The random variables given in Example 5.1 are discrete, since
they have a finite number of different values. Both of the variables are associated with counting.

EXAMPLE 5.3 An experiment consists of observing 100 individuals who get a flu shot and counting the
number X who have a reaction. The variable X may assume 101 different values from O to 100. Another
experiment consists of counting the number of individuals W who get a flu shot until an individual gets a flu
shot and has a reaction. The variable W may assume the values 1, 2, 3, . . .. The variable W can assume a
countably infinite number of values.

CONTINUOUS RANDOM VARIABLE

A random variable is a continuous random variable if it is capable of assuming all the values in
an interval or in several intervals. Because of the limited accuracy of measuring devices, no random

89
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variables are truly continuous. However, we may treat random variables abstractly as being
continuous.

EXAMPLE 5.4 The following random variables are considered continuous random variables: survival time of
cancer patients, the time between release from prison and conviction for another crime, the daily milk yield of
Holstein cows, weight loss during a dietary routine, and the household incomes for single-parent households in a
sociological study.

PROBABILITY DISTRIBUTION

The probability distribution of a discrete random variable X is a list or table of the distinct
numerical values of X and the probabilities associated with those values. The probability distribution
is usually given in tabular form or in the form of an equation.

EXAMPLE 5.5 Table 5.2 lists the outcomes and the values of X, the sum of the up-turned faces for the
experiment of rolling a pair of dice. Table 5.2 is used (o build the probability distribution of the random variable
X. This table lists the 36 possible outcomes. Only one outcome gives a value of 2 for X. The probability that
X =2 is | divided by 36 or .028 when rounded to three decimal places. We write this as P(2) = .028. The
probability that X = 3, P(3), is equal to 2 divided by 36 or .056. The probability distribution for X is given in
Table 5.3.

Table 5.2
Outcome Value of X Qutcome Value of X Outcome Value of X
(1) 2 3, 4 (5, 1) 6
(1,2) 3 (3,2) 5 (5.2) 7
(1,3) 4 (3,3) 6 5.3) 8
(1,4) 5 (3,4) 7 (5. 4) 9
(1, 5) 6 3,5) 8 (5,5 10
(1.6) 7 3,6) 9 (5, 6) 11
2, 1) 3 “,n 5 (6, 1) 7
2,2) 4 4, 2) 6 (6, 2) 8
(2,3) 5 4.3) 7 (6, 3) 9
(2.4) 6 4,4) 8 (6, 4) 10
(2,5) 7 “4,5) 9 (6, 5) 11
(2, 6) 8 (4,6) 10 (6, 6) 12
Table 5.3
X 2 3 4 5 6 7 8 10 11 12
P(x) ] .028 .056 .083 .111 .139 .167 .139 083 056 .028
The probability distribution, P(x) = P(X = x) satisfies formulas (5.7) and (5.2).
P(x) 20 foreach value x of X 5.0
Z P(x)=1 where the sum is over all values of X (5.2)

Notice that the values for P(x) in Table 5.3 are all positive, which satisfies formula (5.71), and
that the sum equals | except for rounding errors.

X
EXAMPLE 5.6 P(x) = —15 , x= 1,2, 3, 4 is a probability distribution since P(1) = .1, P(2) = 2, P(3) = .3, and

P(4) = .4 and (5.1) and (5.2) are both satisfied.



CHAP. 3] DISCRETE RANDOM VARIABLES 91

EXAMPLE 5.7 It is known from census data that for a particular income group that 10% of housecholds have
no children, 25% have one child, 50% have two children, 10% have threc children, and 5% have four children.
If X represents the number of children per houschold for this income group, then the probability distribution of
X is given in Table 5.4.

Table 5.4
X 0 1 2 3 4
P(x) 10 25 .50 .10 05

The event X = 2 is the event that a household in this income group has at least two children and means that
X =2, 0r X =3, or X = 4. The probability that X 2 2 is given by

P(X22)=P(X=2)+P(X=3)+P(X=4)=50+.10+.05= 65

The event X < | is the event that a household in this income group has at most one child and is equivalent
10 X =0, or X = L. The probability that X £ 1 is given by

PX<H=PX=0)+P(X=1)=.10+.25= 35

The event 1 € X < 3 is the event that a household has between one and three children inclusive and is
equivalent to X = 1, or X =2, or X = 3. The probability that | € X < 3 is given by

PI<X<3H)=PX=1H+P(X=2)+P(X=3)=25+.50+.10=85

The above discussion may be summarized by stating that 65% of the households have at least two children,
35% have at most one child, and 85% have between one and three children inclusive.

MEAN OF A DISCRETE RANDOM VARIABLE

The mean of a discrete random variable is given by
p=Zx P(x) where the sum is over all values of X (5.9

The mean of a discrete random variable is also called the expected value, and is represented by E(X).
The mean or expected value will also often be referred to as the population mean. Regardless of
whether it is called the mean, the expected value, or the population mean, the numerical value is
given by formula (5.3).

EXAMPLE 5.8 The mean of the random variable in Example 5.5 is found as follows.

X 2 3 4 5 6 7 8 9 10 11 12
P(x) .028 .056 083 BER 139 167 139 A1 083 056 028
xP(x) | .056 168 332 .555 834  1.169 L.112 999 .830 616 .336

The sum of the row labeled xP(x) is the mean of X and is equal to 7.007. If fractions arc used in place of
decimals for P(x), the value will equal 7 exactly. In other words E(x) = 7. The long-term average value for the
sum on the dice is 7. The mean value of the sum on the dice for the population of all possible rolls of the dice
equals 7. If you were to record all the rolls of the dice at Las Vegas. the average value would equal 7.

EXAMPLE 5.9 The mean number of children per houschold for the distribution given in Example 5.7 is found
as follows.
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x | 0 1 2 3 4
P(x) 10 25 50 10 .05
XP(x) 0 25 1.00 .30 .20

The sum of the row labeled xP(x), 1.75, is the mean of the distribution. For this population of houscholds. the
mecan number of children per household is 1.75. Notice that the mean does not have to equal a value assumed by
the random variable.

STANDARD DEVIATION OF A DISCRETE RANDOM VARIABLE

The variance of a discrete random variable is represented by o’ and is defined by
6’ = Z (x - W)’ P(x) (5.4)
The variance is also represented by Var(X) and may be calculated by the alternative formula given by
Var(X):0‘2=).“.x2P(x)—p.2 (5.5)
The standard deviation of a discrete random variable is represented by ¢ or sd(X) and is given

by
6 =sd (X) = yVar(X) (5.6)

EXAMPLE 5.10 A social researcher is interested in studying the family dynamics caused by gender makeup.
The distribution of the number of girls in families consisting of four children is as follows: 6.25% of such
families have no girls, 25% have one girl, 37.5% have two girls, 25% have three girls, and 6.25% have four
girls. Table 5.5 illustrates the computation of the variance of X, the number of girls tn a family having four
children. The standard deviation is the square root of the variance and equals one.

Table 5.5

X P(x) xP(x) X~ (x —p)’ (x — W’P(x)
1] 0.0625 00 -2 4 0.25

| 0.25 0.25 -1 1 0.25

2 0.375 0.75 0 0 0.0

3 0.25 0.75 1 1 0.25

4 0.0625 0.25 2 4 0.25

Total 1.0 p=2 Zx-w)=0 Var(x) = |

Table 5.6 illustrates the computation of the components needed when using the alternative formula (5.5) to
compute the variance of X. Using formula (5.5), the variance is Var(x) = £ x’ P(x) - uz =5-4=1, and the
standard deviation 1s also equal to one. We sce that formulas (5.4) and (5.5) give the same results for the
standard deviation. The mean number of girls in families of four children equals 2 and the standard deviation is
equal to 1.

Table 5.6

X P(x) xP(x) sz(x)

0 0.0625 0.0 0.0

! 0.25 0.25 0.25

2 0.375 0.75 1.5

3 0.25 0.75 2.25

4 0.0625 0.25 1.0

Total 1.0 u=20 2 x’P(x) =S
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BINOMIAL RANDOM VARIABLE

A binomial random variable is a discrete random variable that is defined when the conditions of
a binomial experiment are satisfied. The conditions of a binomial experiment are given in Table 5.7.

Table 5.7

Conditions of a Binomial Experiment
There are n identical trials.
Each trial has only two possible outcomes.
The probabilitics of the two outcomes remain constant for cach trial.
The trials are independent.

BN

The two outcomes possible on each trial are called success and failure. The probability
associated with success is represented by the letter p and the probability associated with failure 1s
represented by the letter g, and since one or the other of success or fatlure must occur on each trial, p
+ q must equal one, i.e., p+ q= 1. When the conditions of the binomial experiment are satisfied, the
binomial random variable X is defined to equal the number of successes to occur in the n trials. The
random variable X may assume any one of the whole numbers from zero to n.

EXAMPLE 5.11 A balanced coin is tossed 10 times, and the number of times a head occurs is represented by
X. The conditions of a binomial experiment are satisfied. There are n = 10 identical trials. Each trial has two
possible outcomes, head or tail. Since we are interested in the occurrence of a head on a trial, we equate the
occurrence of a head with success, and the occurrence of a tail with failure. We see that p = .5 and g = .5. Also.
it is clear that the Irials are independent since the occurrence of a head on a given toss is independent of what
occurred on previous tosses. The number of heads to occur in the 10 tosses, X. can equal any whole number
between 0 and 10. X is a binomial random variable withn =10 and p = .5.

EXAMPLE 5.12 A balanced die is tossed five times, and the number of times that the face with six spots on it
faces up is counted. The conditions of a binomial experiment are satisfied. There are five identical trials. Each
trial has two possible outcomes since the face 6 turns up or a face other than 6 turns up. Since we are interested

in the face 6, we equate the face 6 with success and any other face with failure. We sce that p = % and q = % :

Also, the outcomes from toss to toss are independent of one another. The number of times the face 6 turns up, X,
canequal 0, 1, 2, 3. 4, or 5. X is a binomial random variable withn =35 and p = .167.

EXAMPLE 5.13 A manufacturer uses an injection mold process to produce disposable razors. One-half of one
percent of the razors are defective. That is, on average, 500 out of every 100,000 razors are defective. A quality
control technician chooses a daily sample of 100 randomly selected razors and records the number of defectives
found in the sample in order to monitor the process. The conditions of a binomial experiment are satisfied.
There are 100 identical trials. Each trial has two possible outcomes since the razor is either defective or non-
defective. Since we cre recording the number of defectives, we equate the occurrence of a defective with success
and the occurrence of a nondefective with failure. We see that p = .005 and q = .995. The number of defectives
in the 100, X, can equal any whole number between 0 and 100. X is a binomial random variable with n = 100
and p = .005.

BINOMIAL PROBABILITY FORMULA

The binomial probability formula is used to compute probabilities for binomial random
variables. The binomial probability formula is given in

n !
P(x) =[ ]p‘q‘""" = —9—'-p‘q‘"'” forx=0,1,...,n (5.7
X

x!'(n—x)!
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n

The symbol [ ] is discussed in Chapter 4 and represents the number of combinations possible when

X

x items are selected from n.

EXAMPLE 5.14 A die is rolled three times and the random variable X is defined to be the number of times
the face 6 turns up in the three tosses. X is a binomial random variable that assumes one of the values 0, 1. 2, or
3. In this binomial experiment, success occurs on a given trial if the face 6 turns up and failure occurs if any

other face turns up. The probability of success is p = é =.167 and the probability of failure is q = 2 =.833. In

order to help understand why the binomial probability formula works, the binomial probabilities will be
computed using the basic principles of probability first and then by using formula (5.7).

To find P(0). note that X = 0 means that no successes occurred, that is, three failures occurred. Because of
the independence of trials, the probability of three failures is .833 x 833 x 833 = (.833)" = 578. That is. the
probability that the face 6 does not turn up on any of the three tosses is .578.

To find P(1). note that X = | means that one success and two failures occurred. One success and two
failures occur if the sequence SFF, or the sequence FSF, or the sequence FFS occurs. The probability of SFF is
167 x 833 x 833 = .1159. The probability of FSF is .833 x .167 x .833 = .1159. The probability of FFS is
833 x .833 x .167 = .1159. The three probabilitics for SFF, FSF, and FFS are added because of the addition
rule for mutually exclusive events. Therefore, P(X = 1) = P(1) = 3 x .1159 = .348. The probability that the face
6 turns up on one of the three tosses is .348.

To find P(2). note that X = 2 means that two successes and one failure occurred. Two successes and one
failure occur if the sequence FSS or the sequence SFS or the sequence SSF occurs. The probability of FSS is
833 x .167 x .167 = .0232. The probability of SFS is .167 x .833 x .167 = .0232. The probability of SSF is
167 x 167 x .833 = .0232. The probabilities for FSS, SES, and SSF are added because of the addition rule for
mutually exclusive events. Therefore, P(X = 2) = P(2) = 3 x 0232 = .070. The probability that the face 6 turns
up on two of the three tosses 1s .070.

To find P(3), note that X = 3 means that three successes occurred. The probability of three consecutive
successes is .167 x 167 x .167 = (.167)" = .005. There are five chances in a thousand of the face 6 turning up on
each of the three tosses.

Using the binomial probability formula, we {ind the four probabilities as follows:

3!
P0) = ——(.167)" (.833) = (.833)" = 578
03

3 X
Pil)= —(.167) (833)* = 3 x .167 x (.833)* = .348

12t

3 ,
P(2) = ——(.167)’ (.833)! = .070
21!

3!
P(3)= — (167 (.833)° =.005
310!

This example illustrates how much work the binomial probability formula saves us when solving problems
involving the binomial distribution. The distribution for the variable in Example 5.14 is given in Table 5.8,

Table 5.8
X 0 1 2 3
P(x) 578 348 070 005

In formula (5.7), The term p*q™ ™" gives the probability of x successes and (n ~ x) failures. The
n! . . . .
term ——— counts the number of different arrangements which are possible for x successes and
xUn-x)!

(n — x) failures. The role of these terms is illustrated in Example 5.14.
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EXAMPLE 5.15 Fifty-seven percent of companies in the U.S. use nctworking to recruit workers. The
probability that in a survey of ten companies exactly half of them use networking to recruit workers is

o
P(§)= — (57)'(43)" = 223
stst

TABLES OF THE BINOMIAL DISTRIBUTION

Appendix 1 contains the table of binomial probabilities. This table lists the probabilities of x for
n = 1 to n = 25 for selected values of p.

EXAMPLE 5.16 If X represents the number of girls in families having four children. then X is a binomial
random variable with n = 4 and p = .5. Using formula (5.7), the distribution of X is determined as follows:

4! 41 \ 4 ,
P0)= — (.5)°(.5)" = (.5)" = .0625 P()=— (5)' (5= 25 P(2)= —— (5% (5)'= 375
0!4! 113! 212!
4! 4!
P3)=— (5 (5 =25 Pd)= — (.5)" (5)° = 0625
i 410!

Table 5.9 contains a portion of the table of binomial probabilities found in Appendix 1. The numbers in bold
print indicates the portion of the table from which the binomial probability distribution for X is obtained. The
probabilities given are the same ones obtained by using formula (5.7).

Table 5.9
P
n 40 .50 60
4 4296 0625 0256

3456 .2500 1536
3456 3750 3456
1536 .2500 3456
0256 .0625 .1296

B [ [N [ 1 &2 [0

EXAMPLE 5.17 Eighty percent of the residents in a large city feel that the government should allow more
than one company to provide local telephone service. Using the table of binomial probabilities, the probability
that at Jeast five in a sample of ten residents feel that the government should allow more than one company to
provide local telephone service is found as follows. The event “at least five” means five or more and 1s
equivalentto X =5orX=60orX=7 or X =8 or X =9 or X = 10. The probabilitics are added because of the
addition law for mutually exclusive events.

P(X 2 5)=P(5) + P(6) + P(7) + P(8) + P(9) + P(10)
P(X 25)=.0264 + .0881 + .2013 + .3020 + .2684 + .1074 = 9936

Statistical software is used to perform binomial probability computations and to some extent has
rendered binomial probability tables obsolete. Minitab contains routines for computing binomial
probabilities. Example 5.18 illustrates how to use Minitab to compute the probability for a single
value or the total distribution for a binomial random variable.

EXAMPLE 5.18 The following Minitab output shows the binomial probability computations given in
Examples 5.15 and 5.16. The binomial probabilities are shown in bold type.
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MTB > # Minitab computation for Example 5.15 #
MTB > pdf 5;
SUBC > binomial n = 10 p = .57.

Probability Density Function
Binomial with n = 10 and p = 0.570000

X P(X =x)
5.00 0.2229

MTRB > # Minitab computation for Example 5.16 #
MTB > pdf;
SUBC > binomial n=4 and p = .5.

Probability Density Function
Binomial with n = 4 and p = 0.500000

X P(X = x)
0 0.0625
i 0.2500
2 0.3750
3 0.2500
4 0.0625

MEAN AND STANDARD DEVIATION OF A BINOMIAL RANDOM VARIABLE

The mean and variance for a binomial random variable may be found by using formulas (5.3) and
(5.4). However, in the case of a binomial random variable, shortcut formulas exist for computing the
mean and standard deviation of a binomial random variable. The mean of a binomial random variable
is given by

L= np (5.8)

The variance of a binomial random variable is given by
o = npq 3.9
EXAMPLE 5.19 The mean for the binomial distribution given in Example 5.18 using formula (5.3) is
R=XxP(x)=0x.0625+1x.25+2x.375+3x.25+4x.0625=2
The mean using the shortcut formula (5.8) is
p=np=4x.5=2
The variance for the binomial distribution given in Example 5.18 using formula (5.4) is
O =ZxP(x)-pn=0x.0625+1x.25+4x 375+9x.25+16x.0625-4=1
The variance using the shortcut formula (5.9) is
o =npg=4x(5)x(5)=1

EXAMPLE 5.20 Chemotherapy provides a 5-year survival rate of 80% for a particular type of cancer. In a
group of 20 cancer patients receiving chemotherapy for this type of cancer, the mean number surviving after 5
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years is L = 20 x .8 = 16 and the standard deviation is 6 = ¥20 x .8 x .2 = 1.8. On the average, |6 patients
will survive, and typically the number will vary by no more than two from this figure.

POISSON RANDOM VARIABLE

The binomial random variable is applicable when counting the number of occurrences of an
event called success in a finite number of trials. When the number of trials is large or potentially
infinite, another random variable called the Poisson random variable may be appropriate. The
Poisson probability distribution is applied to experiments with random and independent occurrences
of an event. The occurrences are considered with respect to a time interval, a length interval, a fixed
area or a particular volume.

EXAMPLE 5.21 The number of calls to arrive per hour at the reservation desk for Regional Airlines is a
Poisson random variable. The calls arrive randomly and independently of one another. The random variable X is
defined to be the number of calls arriving during a time interval equal to one hour and may be any number from
0 to some very large value.

EXAMPLE §.22 The number of defects in a 10-foot coil of wire is a Poisson random variable. The defects
occur randomly and independently of one another. The random variable X is defined to be the number of defects
in a 10-foot coil of wire and may be any number between 0 and some very large value. The interval in this
example is a length interval of 10 feet.

EXAMPLE 5.23 The number of pinholes in 1-yd? picces of plastic is a Poisson random variable. The pinholes
occur randomly and independently of one another. The random variable X is defined to be the number of pin-
holes per square yard piece and can assume any number between O and a very large value. The interval in this
example is an area of 1 yd*.

POISSON PROBABILITY FORMULA

The probability of x occurrences of some event in an interval where the Poisson assumptions of
randomness and independence are satisfied is given by formula (5.10), where A is the mean number
of occurrences of the event in the interval and the value of e is approximately 2.71828. The value of e
is found on most calculators and powers of e are easily evaluated. Tables of Poisson probabilities are
found in many statistical texts. However, with the wide spread availability of calculators and
statistical software, they are being less widely utilized.

X, -A
P(x) =

forx=0,1,2, ... (5.10)

x!
The mean of a Poisson random variable is given by
u=2A (5.1h
The variance of a Poisson random variable is given by
a’=A (5.12)
EXAMPLE 5.24 The number of small pinholes in sheets of plastic are of concern 1o a manufacturer. If the

number of pinholes is too large, the plastic is unusable. The mean number per square yard is equal to 2.5. The 1-
yd® sheets are unusable if the number of pinholes exceeds 6. The probability of interest is P(X > 6), where X
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represents the number of pinholes in a 1-yd® sheet. This probability is found by finding the probability of the
complementary event and subtracting it from 1.

P(X>6)=1~-P(X<6)

The command cdl of Minitab can be used to find P(X < 6). The following Minitab output illustrates how
this is accomplished.

MTB > cdf 6;
SUBC > poisson mean = 2.5.

Cumulative Distribution Function
Poisson with mu = 2.50000

X P(X <= x)
6.00 0.9858

PX>6)=1-P(X<6)=1-.9858 =.0142

By multiplying .0142 by 100 we see that 1.42% of the plastic sheets are unusable.

EXAMPLE 5.25 The Poisson distribution approximates the binomial distribution closely when n > 20 and p <
.05. A machine produces items of which 1% are defective. In a sample of 150 items selected from the output of
this machine, the probability of two or fewer defectives in the sample is P(X < 2) and is found by the command
cdf 2; when using Minitab. The following Minitab output gives the binomial probability that X < 2.

MTB > cdf 2;
SUBC > binomial n = 150 p = .01.

Cumulative Distribution Function
Binomial with n = 150 and p = 0.0100000

X P(X <= x)
2.00 0.8095

The mean number of defectives in a sample of 150 is np = 150 x .01 = 1.5. The Poisson probability that X < 2
where A = 1.5 is given by the following Minitab output.

MTB > cdf 2;
SUBC > poisson mean = 1.5,

Cumulative Distribution Function
Poisson with mu = 1.50000

x P(X<=x)
2.00 0.8088

The binomial probability of the event X < 2 ts .8095 and the Poisson approximation is .8088. Notice that the
Poisson approximation is very close to the binomial probability.

HYPERGEOMETRIC RANDOM VARIABLE

The hypergeometric random variable is used in situations where success or failure is possible on
each trial but where there is not independence from trial to trial. The lack of independence from trial
to trial distinguishes the hypergeometric distribution from the binomial distribution. The hyper-
geometric random variable applies in situations where there are N items, of which k are classified as
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successes and N — k are classified as failures. A sample of size n <k is selected from the N items and
X is defined to equal the number of successes in the n items selected. X is a hypergeometric random
variable which can equal any whole number from O to n.

EXAMPLE 5.26 A sociologist randomly selects 5 individuals from a group consisting of 10} male single
parents and 15 female single parcnts. The random variable X is defined to equal the number of male single
parents in the 5 selected individuals. In this example, N =25, k= 10, N -k = 15, and n = 5. The number of male
single parents in the 5 selected is a hypergcometric random variable. If this hypergeometric random variable is
represented by X, then X may assume any one of the values 0, 1,2. 3.4, or 5.

EXAMPLE 5.27 A box contains § defective and 25 acceptable computer monitors. Three of the monitors are
randomly selected and X is defined to be the number of defective monitors in the three. X is a hypergeometric
random variable with N = 30, k = 5, N - k = 25, and n = 3. X may assume any one of the values 0. I, 2, or 3.

HYPERGEOMETRIC PROBABILITY FORMULA

When n items are selected from N items of which k are successes and N — k are failures, the
random variable X, defined to equal the number of successes in the n selected items, 15 a
hypergeometric random variable. The probability distribution of X is given by the hypergeomerric
probability formula shown in formula (5.13).

(k]X(N—kj k! (N-K)!
Py = XL ANTX) xR M OMN R0t 0! 201, L n (513

N _ NP
[n) n!(N - n)!

EXAMPLE 5.28 A police department consists of 25 officers of whom S are minorities. Three officers are
randomly selected to meet with the mayor. Let X be the number of minorities in the three selected to meet with
the mayor. X is a hypergeometric random variable with N = 25. k = 5, N - k = 20, and n = 3. The probabulity

distribution of X is derived as follows:
)
X
] 2 _5x190

5 20
0 8 3 I x 1140
= = .496

PO} = = 4¢ P([) = = 413
) 25 2300 th 25 2300
3 3
5 20 5 20
2 x 1 10 x 20 3 8 0 10x1
P(2)= = =.087 P(3) = = =.004
2) 25 2300 ) 25 2300
3 3

The probability distribution of X is given in Table 5.10. Tt is highly likely that at most one of the three will be a
minority. The probability that X € 1 1s .909.

Table 5.10
X 0 1 2 K]
P(x) .496 413 087 004

EXAMPLE 5.29 The binomial distribution approximates the hypergeometric distribution whenever n £ .05SN.
A box contains 200 computer chips, of which 7 are defective. The probability of finding one defective in a
sample of 5 randomly selected chips is given by the following hypergeometric probability computation.
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L)
x
1 4 ) 7x56031.760

[200] T 2535650040
5

P(l)=

Since n £ .05 x 200 = 10, the probability may be approximated by using the binomial distribution. The five
selections of the computer chips may be viewed as n = 5 trials. The probability of success, selecting a defective

chip. is p = —— = .035, and q = .965. The binomial probability of one defective in the five chips is given as
psp= Sy p g

follows:

5!
P(1)= —— (.035)' (.965)" = .152
114!

The approximation is very good when n £ .05N, as shown in this example.

Solved Problems

RANDOM VARIABLE

5.1 Let X represent the number of boys in families having three children. List all possible birth
order permutations for families having three children and give the value of X for each
outcome.

Ans. Table 5.11 gives the outcomes and the value X assigns to each outcome.

Table 5.11

Qutcome Value of X

BBB 3
BBG 2
BGB 2
BGG l
GBB 2
1
1
0

GBG
GGB
GGG

5.2 For the experiment of rolling three dice, X is defined to be the sum of the three dice. What are
the unique values assumed by X?

Ans.  The values for X range from 3, corresponding to the outcome (1. 1, 1) to 18, corresponding to the
outcome (6, 6, 6). The unique values are 3,4,5,6.7,8,9, 10, I1, 12, 13, 14, 15, 16, 17, and 8.

DISCRETE RANDOM VARIABLE

5.3 A telemarketing company administers an aptitude test consisting of 25 problems to potential
employees. A variable of interest to the company is X, the number of problems worked
correctly. How many different values are possible for X?
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54

Ans. 26, since an individual can get from 0 to 25 correct.

A random variable assigns a single number to each outcome of an experiment. Is it true that
each value of a random variable corresponds to a single outcome?

Ans.  No. Consider the outcomes and values of X given in Table 5.11. The value X = | corresponds to
the three outcomes BGG, GBG. and GGB for cxample.

CONTINUOUS RANDOM VARIABLE

55

5.6

Identify the continuous random variables in parts (a) through (e).

(a) The time that an individual is logged onto the internet during a given week

() The number of domestic violence calls responded to per day by the Chicago police
department

(c) The mortality rate for women who used estrogen therapy for at least a year starting in 1969

(d) The daily room rate for luxury/upscale hotels in the U.S.

(e) The number of executions per state since 1975

Ans. Parts (a) and (d) are continuous random variables. Time and money are almost always considered
continuous even though in practice they arc probably discrete.

Is it possible to give a probability value to each individual value of a continuous random
variable?

Ans.  No. It is not possible to give an individual probability to each value of a continuous variable since
the variable may assume an uncountably infinite number of diffcrent values. Instead, probabilities
are assigned o an interval of values for a continuous random variable.

PROBABILITY DISTRIBUTION

5.7

58

According to the registrar’s office at the University of Nebraska at Omaha (UNO), during the
current semester, 9% of the students are registered for 3 credit hours, 13% are registered for 6
credit hours, 16% are registered for 9 credit hours, 21% are registered for 12 credit hours, 26%
are registered for 15 credit hours, 13% are registered for 18 credit hours, and 2% are registered
for 21 credit hours. If the random variable X represents the number of credit hours per student
at UNQ, give the probability distribution for X.

Ans.  The probability distribution for X is given in Table 5.12.

Table 5.12
X 3 6 9 12 15 18 21
P(x) 09 13 16 21 .26 .13 02

An experiment consists of rolling a die and flipping a coin. The coin has the number 1 stamped
on one side and the number 2 stamped on the other side. The random variable Y is defined to
equal the sum of the number showing on the coin plus the number showing on the die after the
experiment is conducted. Give the probability distribution for Y.
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Ans.  Table 5.13 gives the outcomes for the experiment as well as the values the random variable Y
assigns to the outcomes. From Table 5.13, the probability distribution given in Table 5.14 is

determined.
Table 5.13
Qutcome Value of Y
(coin=1,die=1) 2
(coin =1, die = 2) 3
(coin = 1, die = 3) 4
(coin=1,dic = 4) 5
(coin=1,die = 5) 6
(coin= 1, die = 6) 7
(coin=2,die=1) 3
(com=2,die=2) - 4
(coin = 2, dic = 3) 5
(coin = 2, die = 4) 6
(coin =2, die=5) 7
(coin=2,dic=6) 8

Y = 2 corresponds to one of twelve equally likely outcomes. Therefore P(2) equals 17'5 =.083. Y=

3 corresponds to two of twelve equally likely outcomes. Therefore P(3) equals % = .167. The

other probabilities are found in a similar fashion.

Table 5.14
y 2 3 4 5 6 7 8
Py) | 083 167 167 167 167 167 083

MEAN OF A DISCRETE RANDOM VARIABLE

5.9 A roulette wheel has 18 red, 18 black. and 2 green slots. You bet $10 on red. If red comes up,
you get your $10 back plus $10 more. If red does not come up, you lose your $10. Let random
variable P represent your profit when playing this roulette wheel. Find the mean value of P.

Ans.  The distribution of P 1s given in table 5.15. The probability of a $10 loss. i.e., P = =10, 1s % =

526, and the probability of a $10 gain is = 474
Table §.15

p 10 10
Pip) | 526 474

The mean profit s u = Z xP(x) = 10 % .526 + 10 x 474 = -52. Your average loss is 52 cents per
play of the rouletlie wheel.

5.10 The distribution of the number of children per household for households receiving Aid to
Dependent Children (ADC) in a large eastern city is as follows: Five percent of the ADC
households have one child, 35% have 2 children, 30% have 3 children, 20% have 4 children,
and 10% have 5 children. Find the mean number of children per ADC household in this city.

Ans. The meanis u=2ZxP(x) =1 x .05 +2x .35 +3 x .30 +4 x.20+ 5 x .10 = 2.95. The mean is
about 3 per household.
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STANDARD DEVIATION OF A DISCRETE RANDOM VARIABLE

5.11 Find the standard deviation of the profit when playing the color red on the roulette wheel
described in problem 5.9.

Ans. The variance is given by X*P(x) - p* = 100 x .526 + 100 x .474 — 2704 = 99.7296, and the
standard deviation is ¥99.7296 = $9.97.

5.12 Find the standard deviation of the number of children per ADC household for the distribution
given in problem 5.10.

Ans. The variance is given by £ x’P(x) - u> = 1 x 05+ 4 x .35 +9x .30+ 16 x .20 + 25 x .10 - 2.95° =
1.1475 and the standard deviation is ¥1.1475 = 1.07.

BINOMIAL RANDOM VARIABLE

5.13 Ninety percent of the residents of Stanford, California, twenty-five years of age or older have
at least a bachelor’s degree. Three hundred residents of Stanford twenty-five years or older are
selected for a poll concemning higher education. If X represents the number in the 300 who
have at least a bachelor’s degree, give the conditions necessary for X to be a binomial random
variable and identify n, p, and q.

Ans. The main condition we need to be concerned about is that the 300 residents be selected
independently. There are 300 identical trials and each trial has only two possible outcomes. We
may identify success with having at least a bachelor’s degree and failure with having less than a
bachelor’s degree. If the respondents are chosen randomly and independently, then the
probabilities of success and failure should remain constant. Pollsters use standard techniques to
ensure independence of individuals selected. The values of n, p, and q are 300, .90, and .10
respectively.

5.14 A box contains 20 items, of which 25% are defective. Three items are randomly selected and
X, the number of defectives in the three selected items, is determined. Explain why X is not a
binomial random variable with n = 3 and p = .25.

Ans.  The probabilities p and q do not remain constant from trial to trial. Suppose we are interested in
the probability that X = 3; that is, we are interested in the probability of getting three consecutive
defectives. The probability that the first one is defective is .25. The probability that the second is

defective after selecting a defective on the first selection is % = .21, and the probability that the

third is defective after selecting defectives on the first two selections is % = .17. The binomial

model assumes that the probability p remains constant at p = .25. In this experiment, p does not
remain constant, but changes from .25 to .21 to .17.

BINOMIAL PROBABILITY FORMULA

5.15 Approximately 12% of the U.S. population is composed of African-Americans. Assuming that
the same percentage is true for telephone ownership, what is the probability that when 25
phone numbers are selected at random for a small survey, that S of the numbers belong to an
African-American family?



104

5.16

DISCRETE RANDOM VARIABLES [CHAP. 5

Ans. Let X represent the number of phone numbers in the 25 belonging to African-Americans. Then, X
has a binomial distribution with n = 25 and p = .12. The probability P(X = 5) is given as follows:

25! s 20
PX=3)= —— (.12)" (.88)" =.1025
5120t

It is estimated that 42% of women ages 45 to 54 are overweight. If 20 females between 45 and
54 are randomly selected, what is the probability that one-half of them are overweight?

Ans. Let X represent the number of women in the 20 who are overweight. Then, X has a binomial
distribution with n = 20 and p = .42. The probability P(X = 10) is given as follows:

20! 10 10
P(X = 10) = —— (42)'°(.58)"° =.1359
10!10!

TABLES OF THE BINOMIAL DISTRIBUTION

5.17

5.18

Sixty percent of teenagers who drink alcohol do so because of peer pressure. Use the table of
binomial probabilities to find the probability that in a sample of 15 teenagers who drink, 5 or
fewer do so because of peer pressure.

Ans. Table 5.16 shows the portion of the table needed to compute P(X < 5).

P(X £5) = .0000 + .0000 + .0003 + .0016 + .0074 + .0212 = 0305

Table 5.16
n X p=.60
.0000
.0000
.0003
0016
0074
0212

Wb WN—O

A domestic homicide is one in which the victim and the killer are relatives or involved in a
relationship. Suppose 40% of all murders are domestic homicides. A criminal justice study
randomly selects 10 murder cases for investigation. Use the table of binomial probabilities to
find the probability that between one and four inclusive of the murder cases will be domestic
homicide cases.

Ans. Table 5.17 shows the portion of the table needed to compute P(1 < X < 4).

P(1£X<4)=.0403 +.1209 + .2150 + .2508 = .6270

Table 5.17
n X p=.40
10 1 0403
2 1209
3 2150
4 .2508
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MEAN AND STANDARD DEVIATION OF A BINOMIAL RANDOM VARIABLE

5.19 Seventy-five percent of employed women say their income is essential to support their family.
Let X be the number in a sample of 200 employed women who will say their income is
essential to support their family. What is the mean and standard deviation of X?

Ans. X is a binomial random variable with n = 200 and p =.75. The mean is i = np = 200 x .75 = 150,
and the standard deviation is 0 = /npq = /375 =6.12.

5.20 A binomial distribution has a mean equal to 8 and a standard deviation equal to 2. Find the
values for n and p.

Ans. The following equations must hold: 8 = np and 4 = npq. Substituting 8 for np in the second
equation gives 4 = 8q, which gives q = .5. Sincep+q=1, p=1-.5=.5. Substituting .5 for p in
the first equation gives n(.5) = 8, and it follows that n = 16.

POISSON RANDOM VARIABLE

5.21 Consider the number of customers arriving at the Grover street branch of Industrial and
Federal Savings and Loan during a one-hour interval. What assumptions concerning the
arrivals of customers are necessary in order that X, the number of customers arriving in a one
hour interval, be a Poisson random variable?

Ans.  The assumptions necessary are that the arrivals be random and independent of one another.

5.22 Why are the arrival of patients at a physician’s office and the arrival of commercial airplanes
at an airport not Poisson random variables?

Ans. Because of appointment times to see a physician, the arrivals are not random. Because of
scheduled arrivals of commercial airplanes, the arrivals are not random.

POISSON PROBABILITY FORMULA

5.23 The mean number of patients arriving at the emergency room of University Hospital on
Saturday nights between 10:00 and 12:00 is 6.5. Assuming that the patients arrive randomly
and independently, what is the probability that on a given Saturday night, 5 or fewer patients
arrive at the emergency room between 10:00 and 12:00?

Ans.  Let X represent the number of patients to arrive at the emergency room of University Hospital
x 65

between 10:00 and 12:00. The probability formula for X is P(x) = . The probability of the

x!
event that X <5 is P(0) + P(1) + P(2) + P(3) + P(4) + P(5). Each of these probabilities contain the
common term ¢, which may be factored out to give the following as the probability of the event

of interest.

0 1 2 3 4 5
px <) =ee3(85, 65, 65 65" 65' 65'y
0! 1! 2! 3! 4! 5t

P(X <5)=.0015(1 + 6.5 +21.125 + 45.7708 + 74.7760 + 96.6809) = .369
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The solution using Minitab is as follows.

MTB > cdf 5,

SUBC > Poisson 6.5.
Cumulative Distribution Function
Poisson with mu = 6.50000

X P(X <= x)
5.00 0.3690

When working problems involving the Poisson random variable, it is important to remember
that the interval for the mean number of occurrences and the interval for X must be equal. If
they are not, the mean should be redefined to make them equal. This problem illustrates this
important point.

The mean number of patients arriving at the emergency room of University Hospital on
Saturday nights between 10:00 and 12:00 1s 6.5. Assuming that the patients arrive randomly
and independently, what is the probability that on a given Saturday night, 2 or fewer patients
arrive at the emergency room between 11:00 and 12:00?

Ans. Let X be the number of patients to arrive at the emergency room of University Hospital on
6.5

Saturday nights between [1:00 and 12:(). The mean for X is — = 3.25, and the event of interest
2

1s X 2.
e 1253950 03253950 3253942
PX<2)= + + =.369
0! it 2!

HYPERGEOMETRIC RANDOM VARIABLE

5.25

5.26

A box contains 10 red marbles and 90 blue marbles. Five marbles are selected randomly from
the 100 in the box. Let X be the number of blue marbles in the five selected marbles. Identify
the values for N, k, N ~ k, and n in the hypergeometric distribution which corresponds to X.

Ans.  The total number of marbles is N = [00. The number of blue marbles (successes) is k = 90. The
number of red marbles (failures) is N — k = 10. The sample size isn =5,

In problem 5.25, consider the event X = 2. This is the event that five marbles are selected and 2

are blue and 3 are red.

(a) How many ways may 5 marbles be selected from 100 marbles?

(») How many ways may 2 blue marbles be selected from 90 blue marbles?

(¢) How many ways may 3 red marbles be selected from 10 red marbles?

(d) How many ways may 3 red marbles be selected from 10 red marbles and 2 blue marbles be
selected from 90 blue marbles?

100" 90 10
Ans. (a) =75,287520 (b) =4,005 (c) =120
5 2 3,

(d) 120 x 4,005 = 480,600
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HYPERGEOMETRIC PROBABILITY FORMULA

5.27 Computec, Inc. manufactures personal computers. There are 40 employees at the Omaha plant
and 15 employees at the Lincoln plant. Five employees of Computec. Inc. are randomly
selected to fill out a benefits questionnaire.

{a) What is the probability that none of the five selected are from the Lincoin plant?
(b) What is the probability that all five of the selected employees are from the Lincoln plant?

[15]{40] (ISMM))
0)L5) 1x658008 SN0/ 3003x1

= =.189 (») =
(55) 3,478,761 [ 55) 3,478,761

5 5

=.000863

Ans.  (a)

5.28 What is the probability of getting S face cards when 5 cards are selected from a deck of 527

Ans. A deck of cards consists of 12 face cards and 40 nonface cards. Let X represent the number of
face cards in the 5 cards sclected. The event in which we are interested ts X = 5. The probability is

1240
SN0)  7192x1
(52] " 2,598.960
5

PX=5)= = .000305

Supplementary Problems

RANDOM VARIABLE

5.29 A taste test is conducted involving 35 individuals. Random variable X is the number in the 35 who prefer
a locally produced nonalcoholic beer to a national brand. What are the possible values for X?

Ans. The whole numbers 0 through 35

5.30 A psychological experiment was conducted in which the time to traverse a maze was recorded for each of
five dogs. The times were 4, 6, 8. 9. and 12 minutes. Two of the times were randomly selected and the
difference X = largest of the pair — smallest of the pair was recorded. Give all possible pairs of possible
selections, and the value of X for each outcome.

Ans. See Table 5.18.
Table 5.18
Qutcome Value of X
(4.6)
(4, 8)
(4,9)
(4, 12)
(6, 8)
(6,9)
(6.12)
8.9
(8,12)
9, 12)

[\

Wk = N W N0 A
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DISCRETE RANDOM VARIABLE

5.31 A die is tossed until the face 6 turns up. Let X be the number of tosses needed until the face 6 first turns
up. Give the possible values for the variable X.

Ans. The possible values are the positive integers. That is, the possible values are 1,2, 3, ... .

5.32 Identify the discrete random variables in parts (a) through (e).
(a) The number of arrests during a 10-day period during which the police apply a Zero-tolerance
strategy
(h) The time workers have spent with their current employer
(¢} The number of nurse practitioners per state
(d) The career lifetime of major league baseball players
(e¢) The number of executions of death row inmates per year in the U.S,

Ans. (a), (¢), and (e)

CONTINUOUS RANDOM VARIABLE

5.33 Identify the continuous random variables in the following list.
(a) Weight of individuals in kg
(b) Serum cholesterol level in mg/dl
(¢) Length of intravenous therapy in hours
(d) Body mass index in Iv(g/m2
(e) Cardiac output in liters/minute

Ans.  All five are continuous.

5.34 What is the primary difference between a discrete random variable and a continuous random variable?

Ans. There are values between the possible values of a discrete random variable which are not possible
values for the random variable. This is not generally true for a continuous random variable.

PROBABILITY DISTRIBUTION

5.35 Suppose Table 5.19 gives the number in thousands of students in grades 9 through 12 for public schools
in the United States. Let X represent the grade level. Give the probability distribution for X.

Table 5.19
Grade 9 10 11 12
Frequency 3,525 3,475 3,050 2,950

Ans.  The distribution is given in Table 5.20.

Table 5.20
X 9 10 I1 12
P(x) 271 .267 .245 227

5.36 Which of the following are probability distributions? For those which arc not, tell why they are not.
(a)

x -4 -1 0 3 8
P(x) 1 2 4 3 2
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(b)

P(x) | .8 N 05 .05

(¢)

X -20 10 0 10 15 20 50
Px) | .1 2 3 2 1 2 -1

(dy P(x)=.2x*,x=1.2

Ans.  Parts (b) and (d) are probability distributions. Part (@) is not because L P(x) = 1.2, Part (c¢) is not
P(50) < 0.
MEAN OF A DISCRETE RANDOM VARIABLE

5.37 The number of personal computers per household in the United States has the probability distribution
shown in Table 5.21. Find the mean number of personal computers per household.

Table 5.21
X 0 1 2
P(x) .30 .55 A5

Ans. n=0.85

5.38 Based on a large survey, the distribution in Table 5.22 was found for the number of pounds individuals
desired Lo lose. Find the mean number of pounds they desired to losc.

Table 5.22
pounds 0 5 15 25 50
percent 33 21 1 25 10

Ans. p=1395

STANDARD DEVIATION OF A DISCRETE RANDOM VARIABLE

5.39 Find the standard deviation of the number of personal computers per household for the distribution given
in Table 5.21.

Ans. o =0.65
5.40 Find the standard deviation of the number of pounds desired to be lost.

Ans. o =15.55

BINOMIAL RANDOM VARIABLE

5.41 Thirty percent of the trees in a national forest are infested with a parasite. Fifty trees are randomly
selected from this forest and X is defined to equal the number of trees in the 50 sampled that are infested
with the parasite. The infestation is uniformly spread throughout the forest. Identify the values for n, p,
and q.

Ans. n=50,p=.30,andq=.70
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5.42 Suppose in problem 5.41 that we define Y to be the number of trees in the 50 sampled that are not
infested with the parasite. Then Y is a binomial random variable.
(a) What are the values of n, p, and q for Y?
(b) The event X = 20 is equivalent to the event that Y = a. Find the value for a.

Ans. (a) n=50,p=.70,and g = .30
by a=30

BINOMIAL PROBABILITY FORMULA

5.43 The Dallas—Fort Worth Airport claims that 85% of their flights are on time. If the claim is correct, what is
the probability that in a sample of 20 flights at the Dallas—Fort Worth Airport that 15 or more of the
sample flights are on time?

Ans. 9327

5.44 A psychological study involving the troops in the Bosnia peacekeeping force was conducted. If 12
percent of the 21,496 troops are females, what is the probability that in a sample of 50 randomly selected
individuals that five or fcwer are female?

Ans. 4353

TABLES OF THE BINOMIAL DISTRIBUTION

5.45 There are approximately 3,000 inmates on death row. Forty percent of the death row inmates are African-
American. Twenty of the death row inmates are randomly selected for a sociological study. Use the table
of binomial probabilities to find the probability that most of the selected tnmiates are African-American.

Ans. 1275

5.46 Ten percent of the Rentwheels car-rental fleet are equipped with cellular phones. If five of the cars are
randomly sciected, what is the probability that none are equipped with a cellular phone?

Ans.  .5905

MEAN AND STANDARD DEVIATION OF A BINOMIAL RANDOM VARIABLE

5.47 It is conjectured that 60% of the deaths from melanoma can be prevented by a skin self-exam. If this
conjecture is correct, how many of the 7,000 deaths due to this skin cancer would be prevented per year
on the average? What is the standard deviation associated with the number of deaths prevented?

Ans. 4200 41

5.48 Fifteen percent of the machinery and equipment at businesses is more than 10 years old. In a randomly
selected sample of 35 businesses, how many would you expect to have machinery or equipment that is
more than 10 years old? What standard deviation is associated with this expected number?

Ans. 525 2.11
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POISSON RANDOM VARIABLE

5.49

5.50

Give four examples of a Poisson random variable.

Ans. 1. The number of telephone calls received per hour by an office

2. The number of keyboard errors per page made by an individual using a word processor
3. The number of bacteria in a given culture
4.

The number of imperfections per yard in a roll of fabric

What are the potential values of a Poisson random variable?

Ans. 0,1.2,...

POISSON PROBABILITY FORMULA

5.51

5.52

Suppose the mean number of earthquakes per year is 13. What is the probability of 20 or more
earthquakes in a given year?

Ans.  .0427

The number of plankton in a liter of lake water has a mean value of 7. What is the probability that the
number of plankton in a given liter is within one standard deviation of the mean?

Ans.  .6575

HYPERGEOMETRIC RANDOM VARIABLE

5.53

5.54

Since 1977 twenty-four states have executed at least one death row inmate. In a study concerning capital
punishment, ten of the fifty states are randomly selected. Let X represent the number of states in the ten
that have executed at least one death row inmate. Identify success and failure. What are the values of N,
k, N -k, and n.

Ans.  Success is that at least one death row inmate has been executed since 1977. Failure is that no
execution has occurred in the state since 1977. N=50, k=24, N-k=26.and n = 10.

If success and failure are interchanged in problem 5.53, how is X changed and whal are the values of N,
k, N -k, and n for X?

Ans. X is the number of states in the ten that have executed no one since 1977. N=50, k=26, N-k =
24, and n = 10.

HYPERGEOMETRIC PROBABILITY FORMULA

5.55

Thirty diabetics have volunteered for a medical study. Ten of the diabetics have high blood pressure. Five
are selected for a preliminary screening for the study. What is the probability that none of the five
selected have high blood pressure if the selection is done randomly?

Ans. 1088

A box of manufactured products contains 20 items. Three of the items are defective. Let X represent the
number of defectives in three randomly selected from the box. Give the probability distribution for X and

nk
find the mean value for X using the probability distribution. Show that the mean is also given by g = —.
N
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Ans.

X 0 1 2 3
P(x) .596491 .357895 044737 000877




Chapter 6

Continuous Random Variables and
Their Probability Distributions

UNIFORM PROBABILITY DISTRIBUTION

A continuous random variable is a random variable capable of assuming all the values in an
interval or several intervals of real numbers. Because of the uncountable number of possible values,
it is not possible to list all the values and their probabilities for a continuous random variable in a
table as is true with a discrete random variable. The probability distribution for a continuous random
variable is represented as the area under a curve called the probability density function, abbreviated
pdf. A pdf is characterized by the following rwo basic properties: The graph of the pdf is never below
the x axis and the 1otal area under the pdf always equals 1.

The probability density function shown in Fig. 6-1 is a uniform probabiliry distribution. This
pdf represents the distribution of flight times between Omaha, Nebraska, and Memphis, Tennessee.
The flight time is represented by the letter X. The graph shows that the flight times range from 90 to
100 minutes. The distance from the x axis to the graph remains constant at 0.10 and since the area of
a rectangle is given by the length times the width, the area under the pdf is 10 x 0.10 = 1. Note that
this pdf has the two basic properties given above. The graph of the pdf is never below the x axis and
the total area under the pdf is equal to [.

f(x)
*{

010

90 100
Fig. 6-1
The representation of Fig. 6-1 by an equation is given as follows.

J 90 <x <100
f(x) =
0 elsewhere

In general. if a random variable X is uniformly distributed over the interval from a to b, then the
pdf is given by formula (6.7).

! a<x<b
f(x)=<(b-a) 6.0

0 elsewhere

113
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EXAMPLE 6.1 The probability that a flight takes between 92 and 97 minutes is represented as P(92 < X < 97)
and is cqual to the shaded arca shown in Fig. 6-2. The rectangular shaded area has a width equal to 5 and a

length cqual to .1 and the area is equal to 5 x .1 =.5. That is, 50 percent of the flights between Omaha and
Memphis will take between 92 and 97 minutes.
f(x)
|
0.10 o
i
| |
90 92 97 100
Fig. 6-2

MEAN AND STANDARD DEVIATION FOR THE UNIFORM
PROBABILITY DISTRIBUTION

The mean value for a random variable having a uniform probability distribution over the interval
from a to b is given by

= 0.2
i 5 (0.2)
The variance for a uniform random variable is given by
RV
02 = (b—a) (63)
12

EXAMPLE 6.2 The weights of 10-pound bags of potatoes packaged by Idaho Farms Inc. are uniformly
distributed between 9.75 pounds and 10.75 pounds. The distribution of weights for these bags is shown in Fig.
6-3.

f(x)

1.00

975 10.75
Fig. 6-3

a+b 975+10.75

Using formula (6.2), we sce that the mean weight per bag is pL =

2 2
) S (b-a)’ ! .
formula (6.3). the standard deviation is G = T = ,|— = 0.29. If X represcnts the weight per bag, then
12

= 10.25 pounds and using
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P(X > 10.0) corresponds to the proportion of bags that weigh more than 10 pounds. This probability is shown in
Fig. 6-4. The ,haded rectangle has dimensions 1 and 0.75 and the area is 1 x 0.75 = (.75. Seventy-five percent
of the bags weigh more than 10 pounds. To help ensurc consumer satisfaction, Idaho Farms instructs their
employees (o try and never underfill if possible. This is reflected in the average weight of 10.25 pounds per bag.

f(x)

1.00 —

9.75  10.00 10.75
Fig. 6-4
The probability associated with a single value for a continuous random variable is always equal
to zero, since there is no area associated with a single point. That is, the probability that X = a is
given by
P(X=a)=0 (6.4)
NORMAL PROBABILITY DISTRIBUTION
The most important and widely used of all continuous distributions is the normal probability

distribution. Figure 6-5 shows the pdf for a normal distribution having mean @t and standard
deviation ©.

f(x)

u X

Fig. 6-5

Table 6.1 gives some of the main properties of the normal curve shown in Fig. 6-5. Figure 6-6
shows two different normal curves with the same mean but different standard deviations. The larger
the standard deviation, the more disperse are the values about the mean.
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Table 6.1
Properties of the Normal Probability Distribution
I. The total area under the normal curve is equal to onc.
The curve is symmetric about P and the area under the curve on each side of the
mean cquals 0.5.
The tails of the curve extend indefinitely.
Each pair of values for p and ¢ determine a different normal curve.
The highest point on a normal curve occurs at the mean.
The mean, median, and mode are all equal for a normal curve.
The mean locates the center of the curve and can be any real number. negative,
positive. or 7ero.
8. The standard deviation is positive, and determines the shape of the normal curve.
The larger the standard deviation, the wider and flatter the curve.
9. 68.26% of the arca under the curve is within 1 standard deviation of the mean,
95.44% of the area is within 2 standard deviations, and 99.72% of the arca is within
3 standard deviations of the mean.

2

Nownse W

f(x)

Fig. 6-6

Figure 6-7 shows two normal curves having equal standard deviations but different means. The
normal curve with mean equal to 66 represents the distribution of adult female heights and the
normal curve with mean equal to 70 represents the distribution of adult male heights.

f(x)

66 70

Fig. 6-7

The equation of the pdf of a normai curve having mean [ and standard deviation G is given in
formula (6.5).
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f(x) = ¢xmwr/2e? (6.5)

1
Jlno
The two constants in the formula, e and &, are important constants in mathematics. The constant e is
equal to 2.718281828 . . . and the constant T is equal to 3.141592654 . . . . The equation of the pdf
for the normal curve is not used a great deal in practice and is given here for the sake of
completeness.

STANDARD NORMAL DISTRIBUTION

The standard normal distribution is the normal distribution having mean equal to 0 and standard
deviation equal to 1. The letter Z is used to represent the standard normal random variable. The
standard normal curve is shown in Fig. 6-8. The curve is centered at the mean, 0, and the z-axis is
labeled in standard deviations above and below the mean.

f(z)

-

-

1
—_———————1
-3 -2 -1 0 1 2 3

Fig. 6-8

Appendix 2 contains the standard normal distribution table. This table gives areas under the
standard normal curve for the variable Z ranging from O to a positive number z. Some examples will
now be given to illustrate how to use this table.

EXAMPLE 6.3 Table 6.2 illustrates how to use the standard normal distribution table to find the area under
the standard normal curve between z = 0 and z = 1.65. Figure 6-9 shows the corresponding area as the shaded
region under the curve. The value 1.65 may be written as 1.6 + .05, and by locating 1.6 under the column
labeled z and then moving to the right of 1.6 until you come under the .05 column you find the area .4505. This
is the area shown in Fig. 6-9. We express this area as P(0 < Z < 1.65) = .4505.

Table 6.2
Z 00 01 05 09
0.0 0000 .0040 0199 .0359
0.1 0398 0438 0596 .0753
0.2 0793 .0832 0987 141
1.6 4452 4463 4505 .4545
3.0 4987 4987 4989 .4990
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f(z)

0 1.65
Fig. 6-9

EXAMPLE 6.4 The area under the standard normal curve between 7z = —1.65 and z = O is represented as
P(-1.65 < Z <0) and is shown in Fig. 6-10. By symmetry, the following probabilities arc equal.

P(-1.65<Z<0)=P0<Z<1.65)
From Example 6.3, we know that P(0 < Z < 1.65) = 4505 and therefore. P(~1.65 < Z < 0) = .4505.
f(z)
|

| N
| \

1.65 0
Fig. 6-10

EXAMPLE 6.5 The area under the standard normal curve between 7 = =1.65 and 7z = 1.65 is represented by
P(-1.65 <Z < 1.65) and is shown in Fig. 6-11. The probability P(-1.65 < Z < 1.65) is expressible as

P(-1.65<Z<1.65)=P(-1.65<Z<0)+P(0<Z<1.65)

The probabilities on the right side of the above cquation are given in Examples 6.3 and 6.4, and their sum is
equal to .9010. Therefore. P(-1.65 < Z < 1.65) = 9010.

f(z)
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EXAMPLE 6.6 The probability of the event Z < 1.96 is represented by P(Z < 1.96) and is shown in Fig. 6-12.

Fig. 6-12

The arca shown in Fig. 6-12 is partitioned into two parts as shown in Fig. 6-13. The darker of the (two areas is
equal to P(Z < 0) = .5, since it is one-half of the total area. The lighter of the two areas is found in the standard
normal distribution table to be .4750. The sum of the two areas is .5 + .4750 = .9750. Summarizing,

P(Z<196)=P(Z<0)+P(0<Z<196)=.5+.4750= 9750
f(z)

—

[

0 1.96
Fig. 6-13

Z

The probability in Example 6.6 can also be found by using CDF of Minitab as foilows:

MTB > cdf 1.96;

SUBC > normal O 1.

Cumulative Distribution Function

Normal with mean = 0 and standard deviation = 1.00000

X P(X <=x)
1.9600 0.9750

0 1.96
Fig. 6-14
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In order to find the probability P(Z> 1.96), shown in Fig. 6-14, we use the complement of the event Z>1.96
and the result for P(Z < 1.96) given above as follows.

P(Z>196)=1-P(Z<1.96)=1-.9750=.0250

STANDARDIZING A NORMAL DISTRIBUTION

In order to find areas under a normal distribution having mean p and standard deviation o, the
normal distribution must be standardized. A normal random variable X having mean | and standard
deviation o is converted or transformed to a standard normal random variable by the formula given
in (6.6).

Z= (6.6)

EXAMPLE 6.7 Figure 6-15 shows the distribution of adult male weights for a particular age group. The
weights, X, are normally distributed with mean 170 pounds and standard deviation equal to 15 pounds. The
x—p  215-170

o 15
weighs 215 pounds is 3 standard deviations above average. The standardized value for 170 pounds is zero, and
the standardized value for 125 pounds is -3.

standardized value for the weight X =215isz= = 3. For this age group, an individual who

f(x)
_*
-
- T T T T T T T x
125 170 215
Fig. 6-15

APPLICATIONS OF THE NORMAL DISTRIBUTION

The fact that many real-world phenomena are normally distributed leads to numerous appli-
cations of the normal distribution. Applications of the normal distribution usually involve finding
areas under a normal curve. To find the area between two values of x for a normal distribution, first
convert both values of x to their respective z values. Then find the area under the standard normal
curve between those two z values. The area between the two 7 values gives the area between the
corresponding x values.

EXAMPLE 6.8 In a study involving stress-induced blood pressure, volunteers played a computer game called
the color-word interference task. The game was set so that everyone made errors about 17% of the time. The
average increase in systolic blood pressure was 10 points of systolic pressure, and the standard deviation was 3
points. The percent experiencing an increase of 16 points or more is found by evaluating P(X > 16) and
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multiplying by 100. The probability is shown as the shaded area in Fig. 6-16. The z value corresponding to x =

16-10
l6isz= = 2. The area shown in Fig. 6-16 is the same as the area shown in Fig. 6-17.
f(x)
—
X
10 16
Fig. 6-16

The equality of the areas in Figures 6-16 and 6-17 is expressible in terms of probability as follows:
P(X > 16)= P(Z>2)

Using the standard normal distribution table, we find that P(Z > 2) = .5 — 4772 = .0228. The percent
experiencing an increase of 16 systolic points or more is 2.28%.

f(z)

0
Fig. 6-17

2

EXAMPLE 6.9 The time between release from prison and conviction for another crime for individuals under

40 is normally distributed with a mean equal to 30 months and a standard deviation equal to 6 months. The

percentage of these individuals convicted for another crime within two years of their release from prison is

represented as P(X < 24) times 100. The probability is shown as the shaded area in Fig. 6-18. The event X < 24
X-30 24-30

P < . = —1. The probability P(Z < -1) is shown as the shaded area in Fig. 6-19.

is equivalent to Z =

)

Fig. 6-18
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The shaded area shown in Fig. 6-19 is P(Z < ~1), and by symmetry P(Z < ~1) = P(Z > 1). The probability
P(Z> 1) is found using the standard normal distribution table as .5 — .3413 = .1587. That is P(X < 24) =
P(Z <-1)=.1587 or 15.87% commit a crime within two years of their release.

f(z)

-1 0
Fig. 6-19

EXAMPLE 6.10 A study determined that the difference between the price quoted to women and men for used

cars is normally distributed with mean $400 and standard deviation $50. To clarify, let X be the amount quoted

to a woman minus the amount quoted to a man for a given used car. Then, the population distribution for X is

normal with g = $400 and ¢ = $50. The percent of the time that quotes for used cars are $275 to $500 more for

women than men is given by P(275 < X < 500) times 100. The probability P(275 < X < 500) is shown as the
275-400

shaded area in Fig. 6-20. The Z value corresponding to X = 275 is z = ———— = -2.5 and the Z value
50
. 500 - 400 - : -
corresponding 1o X =500 is z = —-5-0—— =2.0. The probability P(-2.5 < Z < 2.0) is shown in Fig. 6-21.
f(_| X)
- e e e, K8 x
275 400 500
Fig. 6-20

The probability P(-2.5 < Z < 2.0) is found using the standard normal distribution table. The probability is
expressed as P(-2.5 < Z < 2.0) =P(-2.5 < Z < 0) + P(0 < Z < 2.0). By symmetry, P(-2.5<Z<0) = P(0<Z<2.5)
= 4938 and P(0 < Z < 2.0) = .4772. Therefore, P(-2.5 < Z < 2.0) = .4938 + 4772 = 971. P(275 < X < 500) =
P(-2.5 <Z < 2.0)= 971, or 97.1% of the time the quotes for used cars will be between $275 and $500 more for
women than for men.
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Fig. 6-21

DETERMINING THE Z AND X VALUES WHEN AN AREA UNDER THE
NORMAL CURVE IS KNOWN

In many applications, we are concerned with finding the z value or the x value when the area
under a normal curve is known. The following examples illustrate the techniques for solving these

type problems.

EXAMPLE 6.11 Find the positive value z such that the area under the standard normal curve between 0 and z
is .4951. Figure 6-22 shows the area and the location of z on the horizontal axis. Table 6.3 gives the portion of
the standard normal distribution table needed to find the z value.

f(z)

0 z

Fig. 6-22

We search the interior of the table until we find .4951, the area we are given. This area is shown in bold print in
Table 6.3. By going to the beginning of the row and top of the column in which .4951 resides, we see that the

value for 7 is 2.58.

Table 6.3
z 00 0l .. .05 .. .08
00 ] .0000 0040 .. 019 .. 0319
0.1 | .0398 0438 .. 0596 .. 0714
02 10793 0832 .. 0987 .. 1103
35 | 4938 4940 .. 4946 .. 4951
30 | 4987 4987 .. 4980 ..  .4990
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To find the value of negative z such that the arca under the standard normal curve between O and z equals
4951, we find the value for positive 7z as above and then take z to be —2.58.

EXAMPLE 6.12 The mean number of passengers that fly per day is equal to 1.75 million and the standard
deviation is 0.25 million per day. If the number of passengers flying per day is normally distributed, the
distribution and ninety-fifth percentile, Pos, is as shown in Fig. 6-23. The shaded area is equal to 0.95. We have
a known area and need to find Pys. a value of X. Since we must always use the standard normal tables to solve
problems involving any normal curve, we first draw a standard normal curve corresponding to Fig. 6-23. This is
shown in Fig. 6-24.

f(x)

Fig. 6-23

Using the technique shown in Exaniple 6.11, we find the area .4500 in the interior of the standard normal
distribution table and find the value of z to equal 1.645. There is 95% of the area under the standard normal
curve to the left of 1.645 and there is 95% of the area under the curve in Fig. 6-23 to the left of Pys. Therefore if

Pgs—1.75
Pys is standardized, the standardized value must equal 1.645. That is, 2 1645 and solving for Pgs we
25

find Pos = 1.75 + .25 x 1.645 = 2.16 million.
f(2)
5000

0 zZ
Fig. 6-24
The value of z in Fig. 6-24 can also be found by using INVCDF of Minitab as follows.

MTB > invcdf .95,

SUBC > normal O 1.

Inverse Cumulative Distribution Function

Normal with mean = 0 and standard deviation = 1.00000

P(X <= x) X
0.9500 1.6449
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NORMAL APPROXIMATION TO THE BINOMIAL DISTRIBUTION

Figure 6-25 shows the binomial distribution for X, the number of heads to occur in 10 tosses of a
coin. This distribution is shown as the shaded area under the histogram-shaped figure. Superimposed
upon this binomial distribution is a normal curve. The mean of the binomial distribution is p = np =

10 x .5 = 5 and the standard deviation of the binomial distribution is ¢ = \[npq =J10x 5x 5 =

«/E = [.58. The normal curve, which is shown, has the same mean and standard deviation as the
binomial distribution. When a normal curve is fit to a binomial distribution in this manner, this is
called the normal approximation to the binomial distribution. The shaded area under the binomial
distribution is equal to one and so is the total area under the normal curve.
The normal approximation to the binomial distribution is appropriate whenever np = 5 and
ng 3.
f(x)

T T T X
0 5 10

Fig. 6-25

EXAMPLE 6.13 Using the table of binomial probabilitics, the probability of 4 to 6 heads inclusive is as
follows: P(4 £ X €£6)=.2051 + .246! + 2051 = 6563, This is the shaded area shown in Fig. 6-26.

P(x)

i

I
0 35 6.5 10
Fig. 6-26

The normal approximation to this area is shown in Fig. 6-27. To account for the area of all three rectangles, note
that X must go from 3.5 to 6.5. The area under the normal curve for X between 3.5 and 6.5 is found by

35-5 65-5
determining the area under the standard normal curve for Z between z = ? =-95and z = —%— =95
1. L.
This area is 2 x .3289 = .6578. Note that the approximation, .6578, is extremely close to the exact answer,

.6563.
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f(x)

0 3.5 6.5 10
Fig. 6-27

EXAMPLE 6.14 To aid in the carly detection of breast cancer women are urged to perform a self-exam
monthly. Thirty-eight percent of American women perform this exam monthly. In a sample of 315 women, the
probability that 100 or fewer perform the exam monthly is P(X < 100). Even Minitab has difficulty performing
this extremely difficult computation involving binomial probabilitics. However, this probability is quite easy to
approximate using the normal approximation. The mean value for X is g = np = 315 x .38 = 119.7 and the

standard deviation is 6 = {npq = V315 x 38 x .62 = 8.61. A normal curve is constructed with mean 119.7
and standard deviation 8.61. In order to cover all the area associated with the rectangle at X = 100 and all those
less than 100, the normal curve area associated with x less than 100.5 is found. Figure 6-28 shows the normal
curve area we need to {ind.

f(x)

100.5 119.7
Fig. 6-28

The corresponding arca under the standard normal curve is shown in Fig. 6-29. The area under the standard
normal curve for Z < -2.23 is .5000 - .4871 = .0129. The probability is extremely small that 100 or fewer in the
315 will perform the breast examination cach month.

(2)
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EXPONENTIAL PROBABILITY DISTRIBUTION

The exponential probability distribution is a continuous probability distribution that is useful in
describing the time it takes to complete some task. The pdf for an exponential probability distribution

is given by formula (6.7), where [ is the mean of the probability distribution and e = 2.71828 to five
decimal places.

f(x) = &e""“ forx >0 6.7)

The graph for the pdf of a typical exponential distribution is shown in Fig. 6-30.

f(x)

Fig. 6-30

EXAMPLE 6.15 The exponential random variable can be used to describe the following characteristics: the

time between logins on the internet, the time between arrests for convicted felons, the lifetimes of electronic
devices, and the shelf life of fat {ree chips.

PROBABILITIES FOR THE EXPONENTIAL PROBABILITY DISTRIBUTION

A standardized table of probabilities does not exist for the exponential distribution and to find
areas under the exponential distribution curve requires the use of calculus. However, formula (6.8)
is useful in solving many problems involving the exponential distribution.

P(X<a)=1-¢"™" 6.8)
The area corresponding to the probability given in formula (6.8) is shown as the shaded area in Fig.

6-31.
f(x)

Fig. 6-31
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EXAMPLE 6.16 Suppose the time till death after infection with HIV, the AIDS virus, is exponentially
distributed with mean equal to 8 years. If X represents the time till death after infection with HIV, then the
percent who die within five years after infection with HIV is found by multiplying P(X < 5) by 100. The
probability is found as follows: P(X < 5) = 1 — ¢ ® = 1 — .535 = .465. Using CDF of Minitab, we have the
following as an alternative solution.

MTB > cdf 5,

SUBC > exponential 8.
Cumulative Distribution Function
Exponential with mean = 8.00000

X P(X <=x)
5.0000 0.4647

To find the percent who live more than 10 years, we multiply P(X > 10) by 100. In order to utilize formula
(6.8), we use the complementary rule for probabilities. This rule allows us to write P(X > 10) as follows:

PX>10)=1-P(X<10) =1-(1-e'P)=¢'P =287

That is, 28.7% of the individuals live more than 10 years after infection. This probability is shown as the shaded
area in Fig. 6-32.

f(x)

Fig. 6-32

To find the percent who live between 2 and 4 years after infection, we multiply P(2 < X < 4) by 100. To use
formula (6.8) to find this probability, we express P(2 < X < 4) as follows:

P2<X<4)=P(X<4)-PX<2)=(-e?)-(l-eP)=eP-e’=.172

That is, 17.2% live between 2 and 4 years after infection. This probability is shown as the shaded area in Fig.
6-33.
f(x)
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Solved Problems

UNIFORM PROBABILITY DISTRIBUTION

6.1 The price for a gallon of whole milk is uniformly distributed between $2.25 and $2.75 during
July in the U.S. Give the equation and graph the pdf for X, the price per gallon of whole milk
during July. Also determine the percent of stores that charge more than $2.70 per gallon.

2 225<x<275

. The graph is shown in Fig. 6-34.
0 elsewhere

Ans. The equation of the pdf is f(x) = {

f(x) f(x)

X £ X
2.25 2.75 225 2.70 2.75

Fig. 6-34 Fig. 6-35

The percent of stores charging a higher price than $2.70 is P(X > 2.70) times 100. The probability
P(X > 2.70) is the shaded area in Fig. 6-35. This area is 2 x .05 = .10. Ten percent of all milk
outlets sell a gallon of milk for more than $2.70.

6.2 The time between release from prison and the commission of another crime is uniformly
distributed between 0 and 5 years for a high-risk group. Give the equation and graph the pdf
for X, the time between release and the commission of another crime for this group. What
percent of this group will commit another crime within two years of their release from prison?

2 0<x<S$§

Ans. The equation of the pdf is f(x) = . The graph of the pdf is shown in Fig. 6-36. The
0 elsewhere

percent who commit another crime within two years is given by P(X < 2) times 100. This
probability is shown as the shaded area in Fig. 6-37, and is equal to 2 x .2 = 4. Forty percent will
commit another crime within two years.

f(x) f(x)

Fig. 6-36 Fig. 6-37
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MEAN AND STANDARD DEVIATION FOR THE UNIFORM
PROBABILITY DISTRIBUTION

6.3

6.4

Find the mean and standard deviation of the milk prices in problem 6.1. What percent of the
prices are within one standard deviation of the mean?

, a+b 2254275
Ans.  The mean is given by = 5 = 5 = 2.50 and the standard deviation is given by

- a)° 75 = 2.25)° ,
\/(b l2a) = ‘F2 L 122 25) =.144. The one standard deviation interval about the mean goes

from 2.36 to 2.64 and the probability of the interval is (2.64 — 2.36) x 2 = .56. Fifty-six percent of
the prices are within one standard deviation of the mean.

Find the mean and standard deviation of the times between release from prison and the
comimission of another crime in problem 6.2. What percent of the times are within two
standard deviations of the mean?

. atb 045 L (b - a)?

Ans. The meanis given by it = T = T = 2.50 and the standard deviation is given by T
5 -0)° L

= BT = 1.44. A 2 standard deviation interval about the mean goes from —.38 to 5.38 and

100% of the times are within 2 standard deviations of the mean.

NORMAL PROBABILITY DISTRIBUTION

6.5

6.6

The mean net worth of all Hispanic individuals aged 51-61 in the U.S. is $80,000, and the
standard deviation of the net worths of such individuals is $20,000. If the net worths are
normally distributed, what percent have net worths between: (a) $60,000 and $100,000; (b)
$40,000 and $120,000; (¢) $20,000 and $140,000?

Ans. (a) 68.26% have net worths between $60,000 and $100,000.
(b) 95.44% have net worths between $40,000 and $120,000.
(¢) 99.72% have net worths between $20,000 and $140,000.

If the median amount of money that parents in the age group 51-61 gave a child in the last
year is $1,725 and the amount that parents in this age group give a child is normally
distributed, what is the modal amount that parents in this age group give a child?

Ans. Since the distribution is normally distributed, the mean, median, and mode are all equal.
Therefore, the modal amount is also $1,725.

STANDARD NORMAL DISTRIBUTION

6.7

Express the areas shown in the following two standard normal curves as a probability
statement and find the area of each one.
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6.8

f(z)

0 1.83 -1.87 1.87

Ans.  The area under the curve on the left is represented as P(0 < Z < [.83) and from the standard
normal distribution table is equal to .4664. The area under the curve on the right is represented as
P(-1.87 < Z < 1.87) and from the standard normal distribution table is 2 x .4693 = .9386.

Represent the following probabilities as shaded areas under the standard normal curve and
explain in words how you find the areas: (a) P(Z < -1.75); (b) P(Z < 2.15).

Ans.  The probability in part (a) is shown as the shaded area in Fig. 6-38 and the probability in part (b)
is shown in Fig 6-39.

To {ind the shaded area in Fig. 6-38, we note that P(Z < —1.75) = P(Z > 1.75) because of the
symmetry of the normal curve. In addition, P(Z > 1.75) = .5 - P(0 < Z < 1.75) since the total area
to the right of 0 is .5. From the standard normal distribution table, P(0 < Z < 1.75) is equal to
.4599. Therefore, P(Z < -1.75) = P(Z > 1.75) = .5 - .4599 = .0401.

To find the shaded area in Fig. 6-39, we note that P(Z < 2.15) = P(Z < 0) + P(0 < Z < 2.15). The
probability P(Z < 0) = .5 because of the symmeltry of the normal curve. From the standard normal
distribution table, P(Q0 < Z < 2.15) = .4842. Therefore, P(Z < 2.15) = .5 + .4842 = 9842. The
solution to part (b} using Minitab is as follows:

MTB > ¢df 2.15;

SUBC > normal 0 1,

Cumulative Distribution Function

Normal with mean = 0 and standard deviation = {.00000

X P(X <= x)
2.1500 0.9842

Fig. 6-38
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STANDARDIZING A NORMAL DISTRIBUTION

6.9 The distribution of complaints per week per 100,000 passengers for all airlines in the U.S. is
normally distributed with it = 4.5 and ¢ = 0.8. Find the standardized values for the following
observed values of the number of complaints per week per 100,000 passengers: («) 6.3; (b) 2.5;

(c)4.5. (d) 8.0.
. _ x—yu 63-45
Ans. (a) The standardized value for 6.3 is found by 2= —— = —8- =225
[0 R
) . X—p  25-45
() The standardized value for 2.5 is found by 7= ——— = T =-2.50
(o) .
) o x—|H  45-45
(c) The standardized value for 4.5 is found by 7z = ——— = T =0.00
(o) .
. . x-p  80-45
(d) The standardized value for 8.0 is found by z = —— = ———— =438
(o)

6.10 Personal injury awards are normally distributed with a mean equal to $62,000 and a standard
deviation equal to $13,500. Find the amount of the award corresponding to the following
standardized values: (a) 2.0; (b) -3.0; (¢) 0.0; (d) 4.5.

Ans.

{a) The amount corresponding to standardized value 2.0 is x = p + z6 = 62,000 + 2.0 x 13,500 =
89,000.

(b) The amount corresponding to standardized value -3.0is x = L + z6 = 62,000 - 3.0 x 13,500 =
21,500.

(c) The amount corresponding to standardized value 0.0 is x = p + z0 = 62,000 + 0.0 x 13,500 =
62.000.

(d) The amount corresponding to standardized value 4.5 is x = 1 + z0 = 62,000 + 4.5 x 13,500 =
122.750.

APPLICATIONS OF THE NORMAL DISTRIBUTION

6.11 In a sociological study concerning family life, it is found that the age at first marriage for men
is normally distributed with a mean equal to 23.7 years and a standard deviation equal to 3.5
years. Determine the percent of men for whom the age at first marriage is between 20 and 30
years of age. If X represents the age at first marriage for men, draw a normal curve for X and
show the shaded area for P(20 < X < 30) as well as the corresponding area under the standard
normal curve.

Ans.

The distribution for X is shown in Fig. 6-40. The shaded area represents P(20 < X < 30). The 7

20-237
value corresponding to x = 20 is z= ———— = -1.06 and the z value corresponding to x = 30 is
30-237 o .
z= _—%5_ = 1.80. The area shown in Fig. 6-41 is equal to the area under the curve shown in

Fig. 6-40, that is, P(20 < X < 30) = P(-1.06 < Z < 1.80). Utilizing the standard normal distribution
table, P(-1.06 < Z < 1.80) = .3554 + .4641 = .8195. That is, about 82% of the first marriages for
men occur for men between 20 and 30 years of age.
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f(x) f(z)

20 23.7 30 1.06 0 1.80 z

Fig. 6-40 Fig. 6-41

6.12 The net worth of senior citizens is normally distributed with mean equal to $225,000 and

standard deviation equal to $35,000. What percent of senior citizens have a net worth less than
$300,000?

Ans. Let X represent the net worth of senior citizens in thousands of dollars. The percent of senior
citizens with a net worth less than $300,000 is found by multiplying P(X < 300) times 100. The
probability P(X < 300) is shown in Fig. 6-42. The event X < 300 is equivalent to the event

300-225
Z< —T = 2.14. The probability that Z < 2.14 is represented as the shaded area in Fig. 6-43.

The proﬁahility that Z is less than 2.14 is found by adding P(0 < Z < 2.14) to .5, which equals .5 +
4838 = .9838. We can conclude that 98.38% of the senior citizens have net worths less than
$300,000.

f(x)

225 300

Fig. 6-42 Fig. 6-43

DETERMINING THE Z AND X VALUES WHEN AN AREA UNDER THE
NORMAL CURVE IS KNOWN

6.13 Find the value for positive number a such that P(-a < Z < a) = .95.

Ans. The symmetry of the normal curve implies that P(0 < Z < a) = .4750. This area is found in the
interior of the standard normal distribution table and the 7 value corresponding to this area is 1.96.
The area under the standard normal curve corresponding to —1.96 < Z < 1.96 is .9500.
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6.14 U.S. divorce rates, by county, are normally distributed with mean value equal to 4.5 per 1000
people and standard deviation equal to 1.3 per 1000 people. Find the third quartile for divorce
rates by county per 1000 people. Draw graphs to illustrate your solution.

Ans. The divorce rate is represented by X and its distribution is shown in Fig. 6-44. The third quartile is
represcnted by Q;. The shaded area is equal to .7500. The third quartile for the standard normal
distribution is .67 and is shown in Fig. 6-45. Summarizing, we have P(X < Q3) = P(Z < .67) = .75.

5
=670r(Q3=45+13x.67=

The standardized value of Qi must equal .67. That is,

5.37. Seventy-five percent of the divorce rates are 5.37 or below.

f(x) f(z)

Qs ‘ 67
Fig. 6-44 Fig. 6-45

NORMAL APPROXIMATION TO THE BINOMIAL DISTRIBUTION

6.15 Use Minitab to find the probability of the event that between 8 and 11 heads inclusive occur
when a coin is flipped 20 times. Find the normal approximation to this probability.

Ans. MTB > cdf 11, MTB > cdf 7;
SUBC > binomial 20 .5. SUBC > binomial 20 .5.
Cumulative Distribution Function Cumulative Distribution Function
Binomial with n = 20 and p = 0.500 Binomial with n =20 and p = 0.500
X P(X <=x) X P(X <=x)
11.00 0.7483 7.00 0.1316

To find the probability of the event § € X <11 notethat PR X < 1D =P(X< 1) -P(X<T).
Therefore, P(8 <X < 11)=.7483 - .1316 = .6167.

The mean of the binomial distribution is 1t = np = 20 x .5 = 10, and the standard deviation is 6 =
Jopq = Y5 =2.24. A normal curve with mean equal to 10 and standard deviation 2.24 is fit to the

binomial distribution and the area under this normal curve is found for X ranging between 7.5 and
11.5. This area is shown in Fig. 6-46. The standardized value for x = 7.5 is z = —1.12 and the
standardized value for x = 11.5 is z = .67. The area between z=-1.12 and z = .67 is shown in Fig.
6-47. The area is now found using Minitab.

MTB > cdf 11.5; MTB > cdf 7.5;
SUBC > normal 10 2.24. SUBC > normal 10 2.24.
Cumulative Distribution Function Cumulative Distribution Function
Normal with mean = 10.00 and Normal with mean = 10.00 and
standard deviation = 2.240 standard deviation = 2.240

x P(X <=x) X P(X <= x)

11.50 (.7485 7.50 0.1322
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The area between 7.5 and 11.5 is the difference .7485 — .1322 = .6163.

fix) f(z)

7.5 11.5 -1.12 67
Fig. 6-46 Fig. 6-47

6.16 In the United States, 80% of TV-owning homes also own a VCR. Use the normal approxi-
mation to the binomial distribution to find the probability that 425 or more in a sample of 500
TV-owning homes also own a VCR.

Ans. If we let X represent the number of TV-owning homes which also own a VCR, then we are to find
P(X 2 425). A normal curve having mean = np = 400 and standard deviation = 4/npq = 8.94 is fit

to the binomial and we need to find the area under the normal curve to the right of 424.5. The
solution using Minitab is as follows.

MTB > cdf 424.5;

SUBC > normal 400 8.94.

Cumulative Distribution Function

Normal with mean = 400.00 and standard deviation = 8.94
X P(X <=x)

424.50 0.9969

Since .9969 is the probability that X is less than 424.5, the probability that X exceeds 424.5 is
1 -.9969 = .0031.

EXPONENTIAL PROBABILITY DISTRIBUTION

6.17 Which of the following statements best describes the exponential probability distribution?
(a) The exponential probability distribution is skewed to the right.
(b) The exponential probability distribution is skewed to the left.
{c) The exponential probability distribution is mound shaped.
Ans. (a) The exponential distribution is skewed to the right.

6.18 What is the equation of the exponential pdf having mean equal to 5?

Ans. The equation is {(x) = 2e™ for x 2 0.

PROBABILITIES FOR THE EXPONENTIAL PROBABILITY DISTRIBUTION

6.19 The lifetimes in years for a particular brand of cathode ray tube are exponentially distributed
with a mean of 5 years. What percent of the tubes have lifetimes between 5 and 8 years? Draw
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a graph of the pdf and shade the area which represents the probability of the event 5 < X <8,
where X represents the lifetimes.

Ans. The shaded area in Fig. 6-48 represents P(5 < X < 8). The probability is found as follows:
PG<X<8)=PX<8)-PX<5)=(1-e")-(1-e)y=e'-e"*=.3679 - .2019 = .166.
Approximately 16.6% of the tubes have lifetimes between 5 and 8 years.

f(x)

6.20 For the cathode ray tubes in problem 6.19, use Minitab to determine the percent of tubes that
have lifetimes of less than 10 years.

Ans. MTB > cdf 10;
SUBC > exponential 5.
Cumulative Distribution Function
Exponential with mean = 5.00000
X P(X <=x)
10.00 0.8647

The percentage of tubes having lifetimes less than 10 years is 86.5%.

Supplementary Problems
UNIFORM PROBABILITY DISTRIBUTION

6.21 The RND function is a computer language function which uniformly generates random numbers between
Oand 1.
(a) What percent of the random numbers generated by RND are less than .357
(b) What percent of the random numbers generated by RND are between .20 and .55?
(c) What percent of the random numbers generated by RND are either less than .14 or greater than.81?

Ans. (a) 35%  (b) 35%  (c) 33%

6.22 In a psychological study involving personality types and career selections, it is found that the time
required to complete a task is uniformly distributed over the interval from 5.0 to 7.5 minutes.
(a) What is the probability that the task is completed in less than 4 minutes?
(b) What is the probability that the task is completed in 7.0 or more minutes?
(c) What is the probability that it requires more than 10.0 minutes to complete the task?

Ans. (@) 0O b) 2 (c) O
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MEAN AND STANDARD DEVIATION FOR THE UNIFORM PROBABILITY DISTRIBUTION

6.23 What is the mean and standard deviation of the random numbers generated by RND in problem 6.21?
Ans. p=.50 c=.29

6.24 What percent of the distribution in problem 6.23 is included within one standard deviation of the mean?

Ans. 57.6%

NORMAL PROBABILITY DISTRIBUTION

6.25 The heights of adult males are normally distributed with a mean equal to 70 inches and a standard
deviation equal to 3 inches. Give the pdf for the normal curve describing this distribution.

| 2
Ans. f(x) = —==¢""""9"18 £or all values of x
s 100 32w

6.26 A normal distribution has mean equal to a and standard deviation equal to b and ¢ is a positive number. If
it is known that P(X > a + ¢) = d, find the following probabilities:
(@) PX<a+c¢) (b) P(X<a-c) (¢) Pla-c<X<a+c) (d) PO<X<a+c¢)

Ans. (a) 1 -d (b) d () 1-2d (d) 5-d

STANDARD NORMAL DISTRIBUTION

6.27 Find the following probabilities concerning the standard normal random variable Z.
(a) P(0<Z<2.13) (b) P(-1.45<Z<2.10) (c) P(Z>2.88) (d) P(Z>2-201)

Ans. (a) 4834 (b) .9086 (c) .0020 (d) 9778

6.28 Find the probabilities of the following events involving the standard normal random variable Z.
(a) Z>4.50 (b) 4.00<Z<5.50 (c) Z<-1.250rZ>2.135
d) Z<115andZ>-1.15 (e) Z<-245andZ>1.11 (H the complement of Z < 1.44

Ans. (a) approx 0 (b) approx 1 (c) .1150 (d) .7498 (e) O (H 0749

STANDARDIZING A NORMAL DISTRIBUTION

6.29 The marriage rate per 1,000 population per county has a normal distribution with mean 8.9 and standard
deviation 1.7. Find the standardized values for the following masriage rates per 1,000 per county.
(a) 6.5 (b) 8.8 (c) 125 d) 135

Ans. (a) -1.41 (b) -0.06 (¢) 2.12 (d) 2.71

6.30 The hospital cost for individuals involved in accidents who do not wear seat belts is normally distributed
with mean $7,500 and standard deviation $1,200.
(a) Find the cost for an individual whose standardized value is 2.5.

(b) Find the cost for an individual whose bill is 3 standard deviations below the average.

Ans. (a) $10,500 (b) $3,900
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APPLICATIONS OF THE NORMAL DISTRIBUTION

6.31 The average TV-viewing time per week for children ages 2 to 11 is 22.5 hours and the standard deviation
is 5.5 hours. Assuming the viewing times are normally distributed, find the following.
(a) What percent of the children have viewing times less than 10 hours per week?
() What percent of the children have viewing times between 15 and 25 hours per week?
(c) What percent of the children have viewing times greater than 40 hours per week?

Ans. (a) 1.16% (b) 58.67% (¢) less than 0.1%

6.32 The amount that airlines spend on food per passenger is normally distributed with mean $8.00 and
standard deviation $2.00.
{a) What percent spend less than $5.00 per passenger?
(h) What percent spend between $6.00 and $10.00?
(¢) What percent spend more than $12.50?

Ans. (a) 6.68% (b) 68.26% (¢) 1.22%

DETERMINING THE Z AND X VALUES WHEN AN AREA UNDER THE NORMAL
CURVE IS KNOWN

6.33 Find the value of a in each of the following probability statements involving the standard normal variable

VA
(a) P(O<Z <a)=.4616 (b) P(Z < a)=.8980 (¢) P(~a<Z < a)= 8612
(d) P(Z<a)=.1894 (e) P(Z>a)=.1894 (H P(Z=a)=.5000

Ans. (a) 1.77 (b) 1.27 (c) 1.48 (d)-0.88 (e) 0.88 (fH no solutions

6.34 The GMAT test is required for admission to most graduate programs in business. In a recent year, the
GMAT test scores were normally distributed with mean value 550 and standard deviation 100.
(a) Find the first quartile for the distribution of GMAT test scores.
(b) Find the median for the distribution of GMAT test scores.
(¢) Find the ninety-fifth percentile for the distribution of GMAT test scores.

Ans. (a) 483 (b) 550 (c) 715

NORMAL APPROXIMATION TO THE BINOMIAL DISTRIBUTION

6.35 For which of the following binomial distributions is the normal approximation to the binomial
distribution appropriate?
(a) n=15,p=.2 (b) n=40,p=.1 (¢) n=500,p=.05 (d) n=50,p=.3

Ans.  (¢) and (d)

6.36 Thirteen percent of students took a college remedial course in 1992-1993. Assuming this is still true,
what is the probability that in 350 randomly selected students:
(a) Less than 40 take a remedial course
() Between 40 and 50, inclusive, take a remedial course
(¢) More than 55 take a remedial course

Ans. (a) .1711 (&) 6141  (¢) .0559



CHAP. 6] CONTINUOUS RANDOM VARIABLES 139

EXPONENTIAL PROBABILITY DISTRIBUTION

6.37 The random variable X has an exponential distribution with pdf f(x) =.1¢""*, for x > 0. What is the mean
for this random variable?

Ans. 10
6.38 What is the largest value an exponential random variable may assume?

Ans. There is no upper limit for an exponential distribution.

PROBABILITIES FOR THE EXPONENTIAL PROBABILITY DISTRIBUTION

6.39 The time that a family lives in a home between purchase and resale is exponentially distributed with a
mean equal to 5 years. Let X represent the time between purchase and resale. (a) Find P(X < 3).(b) Find
P(X > 5).
Ans. (a) 4512  (b) .3679

6.40 The time between orders received at a mail order company are exponentially distributed with a mean
equal to 0.5 hour. What is the probability that the time between orders is between 1 and 2 hours?

Ans. .1170



Chapter 7

Sampling Distributions

SIMPLE RANDOM SAMPLING

In order to obtain information about some population, either a census of the whole population is
taken or a sample is chosen from the population and the information is inferred from the sample.
The second approach is usually taken, since it is much cheaper to obtain a sample than to conduct a
census. In choosing a sample, it is desirable to obtain one that is representative of the population.
The average weight of the football players at a college would not be a representative estimate of the
average weight of students attending the college, for example. A simple random sample of size n
from a population of size N is one selected in such a way that every sample of size n has the same
chance of occurring. In simple random sampling with replacement, a member of the population can
be selected more than once. In simple random sampling without replacement, a member of the
population can be selected at most once. Simple random sampling without replacement is the most
common type of simple random sampling.

EXAMPLE 7.1 Consider the population consisting of the world's five busiest airports. This population
consists of the following: A: Chicago O'Hare, B: Atlanta Hartsfield, C: London Heathrow, D: Datlas—Fort
Worth. and E: Los Angeles Intl. The number of possible samples of size 2 from this population of size S is given

50 8
by the combination of 5 items selected two at a lime. that is. [2]= —— = [0. In simple random sampling, each
213!

possible pair would have probability 0.1 of being the pair selected. That is, Chicago O'Hare and Atlanta
Hartsfield would have probability 0.1 of being chosen, Chicago O’Hare and London Heathrow would have
probability 0.1 of being chosen, etc. One way of ensuring that each pair would have an equal chance of being
selected would be to write the names of the {ive airports on separate sheets of paper and select two of the sheets
randomly from a box.

USING RANDOM NUMBER TABLES

The technique of writing names on slips of paper and selecting them from a box is not practical
for most real world situations. Tables of random numbers are available in a variety of sources. The
digits 0 through 9 occur randomly throughout a random number table with each digit having an equal
chance of occurring. Table 7.1 is an example of a random number table. This particular table has 50
columns and 20 rows. To use a random number table, first randomly select a starting position and
then move in any direction to select the numbers.

EXAMPLE 7.2 The money section of USA Toduy gives the 1,900 most active New York Stock Exchange
issues. The random numbers in Table 7.1 can be used to randomly select 10 of these issues. Imagine that the
issues are numbered from 000! to 1900. Suppose we randomly decide to start in row 1 and columns 21 through
24. The four-digit number located here is 0345. Reading down these four columns and discarding any numbcr
exceeding 1900, we obtain the following eight random numbers between 0001 and 1900: 0345, 1304, 0990,
1580, 1461, 1064, 0676, and 0347. To obtain our other two numbers, we proceed to row 1 and columns 26
through 29. Reading down this ¢column, we find 1149 and 1074. To obtain the 10 stock issues, we read down the
columns and select the ones located in positions 345, 347, 676, 990, 1064, 1074, 1149, 1304, 1461, and 1580.

140
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Table 7.1
Random Numbers (25 rows, 50 columns)
01-05 06-10 11-15 16-20 21-25 26-30 31-35 36-40 41-45 46-50
87032 26561 44020 06061 03453 22484 55858 61768 12676 29353
98340 94192 81975 69931 13047 28533 34529 02625 11020 65106
70363 95651 64089 31921 09900 81554 53640 92109 00459 09599
09749 91862 12659 63079 91937 58272 90766 09950 27996 29679
84223 87730 91759 93041 48757 89477 84221 38566 96274 29195

27190 92922 86046 09124 42493 26551 76639 15763 18068 38998
47087 68993 24807 70755 36834 19522 59510 83888 51540 39119
47335 69753 44311 33070 15800 92668 78460 39356 91692 34824
31031 52240 10346 02133 42534 84923 44548 75222 89959 92119
60072 37318 07550 04411 43925 11499 93024 72791 60190 29692

90202 45248 84967 67293 14612 99573 69573 98695 51303 44925
91887 83092 39204 23539 98551 48427 25425 43864 10714 08308
08264 04860 05919 28393 21460 28370 43026 78296 58382 08276
46655 67610 35334 44369 10649 10744 50515 01372 55081 31121
30428 33957 53553 22925 06766 37433 45349 46565 47011 46762

55238 40718 83328 97613 23119 77718 16016 58590 03726 03091
64993 84882 03067 19953 21077 27665 10583 62587 36875 00638
90420 80152 10418 26576 4036l 82421 61952 62713 04890 01032
44621 76402 04778 58739 03474 00570 28368 60340 95227 39059
15988 94013 71898 05785 72883 17772 57471 75775 95202 06545

USING THE COMPUTER TO OBTAIN A SIMPLE RANDOM SAMPLE

Most computer statistical software packages can be used to select random numbers and to some
extent have replaced random number tables. As the capability and availability of computers continue
to increase, many of the statistical tables are becoming obsolete.

EXAMPLE 7.3 Minitab can be used to select the random sample of stock issues in Example 7.2. The
commands are as follows.

MTB > set ¢l

DATA > 1:1900
DATA > end

MTB > sample 10 ¢l ¢2
MTB > print ¢2

Data Display
C2
1227 969 1834 1441 423 897 824 664 414 77

The first three lines of command put the numbers 1 through 1900 into column I. The command on the fourth
line asks for a sample of size 10 from the numbers in column ¢l and asks that the selected numbers be placed
into column ¢2. The print command causes the random numbers to be printed. These arc the numbers of the 10
stocks to be selected.
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SYSTEMATIC RANDOM SAMPLING

Systematic random sampling consists of choosing a sample by randomly selecting the first
element and then selecting every kth element thereafter. The systematic method of selecting a sample
often saves time in selecting the sample units.

EXAMPLE 7.4 In order to obtain a systematic sample of 50 of the nation’s 3,143 counties, divide 3,143 by S0
to obtain 62.86. Round 62.86 down to obtain 62. From a list of the 3,143 counties, select one of the first 62
counties at random. Suppose county number 35 is selected. To obtain the other 49 counties, add 62 to 35 to
obtain 97, add 2 x 62 to 35 to obtain 159, and continue in this fashion until the number 49 x 62 + 35 = 3,073 is
obtained. The counties numbered 35, 97, 159, . . ., 3073 would represent a systematic sample from the nations
counties.

CLUSTER SAMPLING

In cluster sampling, the population is divided into clusters and then a random sample of the
clusters are selected. The selected clusters may be completely sampled or a random sample may be
obtained from the selected clusters.

EXAMPLE 7.5 A large company has 30 plants located throughout the United States. In order to access a new
total quality plan, the 30 plants are considered to be clusters and five of the plants are randomly selected. All of
the quality control personnel at the five selected plants are asked to evaluate the total quality plan.

STRATIFIED SAMPLING

In stratified sampling, the population is divided into strata and then a random sample is selected
from each strata. The strata may be determined by income levels, different stores in a supermarket
chain, different age groups, different governmental law enforcement agencies, and so forth.

EXAMPLE 7.6 Super Value Discount has 10 stores. To assess job satisfaction, one percent of the employees
at each of the 10 stores are administered a job satisfaction questionnaire. The 10 stores are the strata into which
the population of all employees at Super Value Discount are divided. The results at the 10 stores are combined
to evaluate the job satisfaction of the employees.

SAMPLING DISTRIBUTION OF THE SAMPLING MEAN

The mean of a population, W, is a parameter that is often of interest but usually the value of p is
unknown. In order to obtain information about the population mean, a sample is taken and the sample
mean, X, is calculated. The value of the sample mean is determined by the sample actually selected.
The sample mean can assume several different values, whereas the population mean is constant. The
set of all possible values of the sample mean along with the probabilities of occurrence of the
possible values is called the sampling distribution of the sampling mean. The following example will
help illustrate the sampling distribution of the sample mean.

EXAMPLE 7.7 Suppose the five cities with the most African-American-owned businesses measured in
thousands is given in Table 7.2.
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Table 7.2
Number of African-American-
City owned businesses, in thousands
A: New York 42
B: Washington, D.C. 39
C: Los Angeles 36
D: Chicago 33
E: Atlanta 30

If X represents the number of African-American-owned businesses in thousands for this population consisting of
five cities, then the probability distribution for X is shown in Table 7.3.

Table 7.3
X 30 33 36 39 42
P(x) 2 2 2 2 2

The population meanis p = Z xP(x)=30x .2 + 33 x .2 + 36 x .2 + 39 x .2 + 42 x .2 = 36, and the variance is
given by 67 = Ex* P(x) - 2 =900 x .2 + 1089 x .2 + 1296 x .2 + 1521 x .2 + 1764 x .2 ~ 1296 = 1314 - 1296
= 18. The population standard deviation is the square root of 18, or 4.24.

The number of samples of size 3 possible from this population is equal to the number of combinations
i

5!
possible when selecting three cities from five. The number of possible samples is C3 = 331 = 10. Using the

letters A, B, C, D, and E rather than the name of the cities, Table 7.4 gives all the possible samples of three
cities, the sample values, and the means of the samples.

Table 7.4
Number of businesses Sample mean
Samples in the samples X
A,B,C 42,39, 36 39
A,B,D 42,39,33 38
A,B,E 42, 39, 30 37
ACD 42, 36, 33 37
A, C.E 42,36, 30 36
A, D E 42,33,30 35
B.C,D 39, 36, 33 36
B,C,E 39, 36, 30 35
B,D.E 39, 33,30 34
C,D,E 36, 33, 30 33

The sampling distribution of the mean is obtained from Table 7.4. For random sampling, each of the
samples in Table 7.4 is equally likely to be selected. The probability of selecting a sample with mean 39 is .1
since only one of 10 samples has a mean of 39. The probability of selecting a sample with mean 36 is .2, since
two of the samples have a mean equal to 36. Table 7.5 gives the sampling distribution of the sample mean.

Table 7.5
X 33 34 35 36 37 38 39
P(X) . A 2 2 2 A A
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SAMPLING ERROR

When the sample mean is used to estimate the population mean, an error is usually made. This
error is called the sampling error, and is defined to be the absolute difference between the sample
mean and the population mean. The sampling error is defined by

sampling error = l X - | 7.hH

EXAMPLE 7.8 In Example 7.7, the population of the five cities with the most African-American-owned
businesses is given. The mean of this population is 36. Table 7.5 gives the possible sample means for all
samples of size 3 selected from this population. Table 7.6 gives the sampling errors and probabilities associated
with all the different sample means.

Table 7.6
Sample mean Sampling error Probability
33 3 .
34 2 ]
35 1 2
36 0 2
37 1 2
38 2 1
39 3 1

From Table 7.6, it is seen that the probability of no sampling error in this scenario is .20. There is a 60% chance
that the sampling error is | or less.

MEAN AND STANDARD DEVIATION OF THE SAMPLE MEAN

Since the sample mean has a distribution, it is a random variable and has a mean and a standard
deviation. The mean of the sample mean is represented by the symbol p; and the standard deviation
of the sample mean is represented by oz . The standard deviation of the sample mean is referred to as
the standard error of the mean. Example 7.9 illustrates how to find the mean of the sample mean and
the standard error of the mean.

EXAMPLE 7.9 In Example 7.7, the sampling distribution of the mean shown in Table 7.7 was obtained.

Table 7.7
X 33 34 35 36 37 38 39
P(X) A .1 2 2 2 1 .1

The mean of the sample mean is found as follows:
My =ZXP(X)=33x.14+34x.1+35x24+36x.2+37x.2+38x.1+39x.1=36
The variance of the sample mean is found as follows:
02 = LX°P(X) - ui
O = 1089 x .1+ 1156 x .1 + 1225 x .2 + 1296 x .2 + 1369 x .2 + 1444 x .1 + 1521 x .1 ~ 1296 =3

The standard error of the mean, oy, is equal to Y3 =173
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The relationship between the mean of the sample mean and the population mean is expressed by
p’i =J (72)

The relationship between the variance of the sample mean and the population variance is
expressed by formula (7.3), where N is the population size and n is the sample size.

2 N-n
:—G——)(
n N-1

>t b

o (7.3)

EXAMPLE 7.10 In Example 7.7, the population consisting of the five cities with the most African-American-
owned businesses was introduced. The population mean, W, is equal to 36 and the variance, o is equal to 18. In
Example 7.9, the mean of the sample mean, {5, was shown to equal 36 and the variance of the sample mean,
o3, was shown to equal 3. It is seen that p = . = 36, illustrating formula (7.2). To illustrate formula (7.3), note
that

2 N- -
o TN _ 18 373 4
3 5-1

>l

The standard error of the mean is found taking the square root of both sides of formula (7.3), and
is given by

7.4

-n

The term is called the finite population correction factor. If the sample size n is less than 5%

of the population size, i.e., n < .05N, the finite population correction factor is very near one and is
omitted in formula (7.4). If n < .O5N, the standard error of the mean is given by

=2 7.5
o T (7.5)

EXAMPLE 7.11 The mean cost per county in the United States to maintain county roads is $785 thousand per
year and the standard deviation is $55 thousand. Approximately 4% of the counties are randomly selected and
the mean cost for the sample is computed. The number of counties is 3,143 and the sample size is 125.The
standard error of the mean using formula (7.4) is:

=4.91935 x .98 = 4.82 thousand

55 3,143-125
1

+ = X
ox %5 3143-1

The standard error of the mean using formula (7.5) is:

Oy = ——e
V125

Ignoring the finite population correction factor in this case changes the standard error by a small amount.

= 4.92 thousand
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SHAPE OF THE SAMPLING DISTRIBUTION OF THE SAMPLE MEAN
AND THE CENTRAL LIMIT THEOREM

If samples are selected from a population which is normally distributed with mean p and
standard deviation O, then the distribution of sample means is normally distributed and the mean of
o
Vn

the distribution of the sample means is normal or bell-shaped regardless of the sample size.

The central limit theorem states that when sampling from a large population of any distribution
shape, the sample means have a normal distribution whenever the sample size is 30 or more.
Furthermore, the mean of the distribution of sample means is p; =y, and the standard deviation of

this distribution is pu; = M, and the standard deviation of this distribution is oz = . The shape of

.. . . Y .. .
this distribution ts o = T It is important to note that when sampling from a nonnormal
n

distribution, X has a normal distribution only if the sample size s 30 or more. The central limit
theorem is illustrated graphically in Figure 7-1.

f(x)

|

u
Fig. 7-1

Figure 7-1 illustrates that for samples greater than or equal to 30, X has a distribution that is bell-
shaped and centers at i. The spread of the curve is determined by ox.

EXAMPLE 7.12 If a large number of samples each of size n, where n is 30 or more, are selected and the
means of the samples are calculated, then a histogram of the means will be bell-shaped regardiess of the shape
of the population distribution from which the samples are selected. However, if the sample size is less than 30,
the histogram of the sample means may not be bell-shaped unless the samples are selected from a bell-shaped
distribution.

APPLICATIONS OF THE SAMPLING DISTRIBUTION
OF THE SAMPLE MEAN

The distribution properties of the sample mean are used to evaluate the results of sampling, and
form the underpinnings of many of the statistical inference techniques found in the remaining
chapters of this text. The examples in this section illustrate the usefulness of the central limit
theorem.

EXAMPLE 7.13 A government report states that the mean amount spent per capita for police protection for
cities exceeding 150,000 in population is $500 and the standard deviation is $75. A criminal justice research
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study found that for 40 such randomly selected citics, the average amount spent per capita for this sample for
police protection is $465. If the government report is correct, the probability of finding a sample mean that is
$35 or more below the national average is given by P(X < 465). The central limit theorem assures us that
because the sample size exceeds 30, the sample mean has a normal distribution. Furthermore, if the government

75
V40
— 465-500
under the normal curve for X is the same as the area to the left of Z = —6—— = -2.95. We have the
118
following equality. P(X < 465) = P(Z < -2.95) = .0016. This result suggests that either we have a highly
unusual sample or the government claim 1s incorrect. Figures 7-2 and 7-3 illustrate the solution graphically.

report is correct, the mean of X is $500 and the standard error is = $11.86. The area to the left of $465

“’il {(!)

A\ |

Fig. 7-2 Fig. 7-3

In Example 7.13, the value 465 was transformed to a z value by subtracting the population mean 500 from 465,
and then dividing by the standard error 11.86. The equation for transforming a sample mean to a z value is
shown in formula (7.6):

(7.6)

EXAMPLE 7.14 A machine fills containers of coffee labeled as 113 grams. Because of machine variability,
the amount per container is normally distributed with it = 113 and ¢ = 1. Each day, 4 of the containers are
selected randomly and the mean amount in the 4 containers is determined. If the mean amount in the four
containers is either less than 112 grams or greater than 114 grams, the machine is stopped and adjusted. Since
the distribution of fills is normally distributed, the sample mean is normally distributed even for a sample as
small as four. The mean of the sample mean is 5 = 113 and the standard error is ¢z = .5. The machine is
adjusted if X < 112 or if X > 114. The probability the machine is adjusted is equal to the sum P(X < 112) +

P(x > 114) since we add probabilities of events connected by the word or. To evaluate these probabilities, we
use formula (7.6) to express the events involving X in terms of z as follows:

=P(z < -2.00) =.0228

P(X < 112)=p("_5”3< ”2;”3)

14-113
L 5' ) = P(z>2.00) = 0228

P(X > 114):?("_5“3

The probability that the machine is adjusted is 2 x .0228 = .0456. It is seen that if this sampling technique is
used to monitor this process, there is a 4.56% chance that the machine will be adjusted even though it is
maintaining an average fill equal to 113 grams.
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SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION

A population proportion is the proportion or percentage of a population that has a specified
characteristic or attribute. The population proportion is represented by the letter p. The sample
proportion is the proportion ot percentage in the sample that has a specified characteristic or
attribute. The sample proportion is represented by either the symbol p or p. We shall use the symbol
P to represent the sample proportion in this text.

EXAMPLE 7.15 The nation’s work force at a given time is 133,018,000 and the number of unemployed is

7,355.000
7.355.000. The proportion unemployed is p = —————— = .055 and the jobless rate is 5.5%. A sample of
133,018,000

size 65,000 1s selected from the nation’s work force and 3,900 are unemployed in the sample. The sample

proportion unemployed 1s p = ——— = .06 and the sample jobless rate is 6%.
65.000

The population proportion p is a parameter measured on the complete population and is constant
over some time interval. The sample proportion P s a statistic measured on a sample and is
considered to be a random variable whose value is dependent on the sample chosen. The set of all
possible values of a sample proportion along with the probabilities corresponding to those values is
called the sampling distribution of the sample proportion.

EXAMPLE 7.16 According to recent data, the nation’s five most popular theme parks are shown in Table 7.8.
The table gives the name of the theme park and indicates whether or not the attendance exceeds 10 million per
year.

Table 7.8
Theme park Attendance exceeds 10 million
A: Disneyland (Anaheim) yes
B: Magic Kingdom {Disncy World) yes
C: Epcot (Disney World) yes
D: Disney/MGM Studios (Disney World) no
E: Universat Studios Florida (Orlando) no

For this population of size N = 5, the proportion of theme parks with attendance exceeding 10 millionisp= : =

.60 or 60%. There are 5 samples of size 4 possible when selected from this population. These samples, thc
theme parks exceeding 10 million (yes or no), the sample proportion, and the probability associated with the
sample proportion, are given in Table 7.9.

Table 7.9
Sample Exceeds 10 million Sample proportion Probability
A.B.C.D y.y.y.n 5 2
A.B.CE y.y.y.n 75 2
A,B.DE y.y,n.n 50 2
A C. DE y.y,n.n 50 2
B,C,D,E Y.y, n,n 50 2

For cach sample, the sampling error, |p -7 . is either .10 or .15. From Table 7.9, it is seen that the probability
associated with sample proportion .75 is .2 + .2 = .4 and the probability associated with sample proportion .50 is
2 +.2 +.2 =.6. The sampling distribution for p is given in Table 7.10.



CHAP. 7] SAMPLING DISTRIBUTIONS 149

Table 7.10
P 50 75
P(P) 6 4

For larger populations and samples, the sampling distribution of the sample proportion ts more difficult to
construct, but the technique is the same.

MEAN AND STANDARD DEVIATION OF THE SAMPLE PROPORTION

Since the sample proportion has a distribution, it is a random variable and has a mean and a
standard deviation. The mean of the sample proportion is represented by the symbol ; and the

standard deviation of the sample proportion is represented by op. The standard deviation of the

sample proportion is called the standard error of the proportion. Example 7.17 illustrates how to
find the mean of the sample proportion and the standard error of the proportion.

EXAMPLE 7.17 For the sampling distribution of the sample proportion shown in Table 7.10, the mean is
M= X PP(P) = 5x.6+.75x.4=0.6
The variance of the sample proportion is

& = L P°PG) - pf = 25% .6+ .5625 x 4 - 36 =0.015

The standard error of the proportion, G5, is equal to ¥0.015 =0.122.

The relationship between the mean of the sample proportion and the population proportion is
expressed by
Mz =P (7.7)

The standard error of the sample proportion is related to the population proportion, the population
size, and the sample size by

p(1-p) JN—n 5
= 8
P \{ n X N-1I (7.:8)

-n

The term is called the finite population correction factor. If the sample size n is less than 5%

of the population size, i.e., n < .05N, the finite population correction factor is very near one and is
omitted in formula (7.8).
If n < .0SN, the standard error of the proportion is given by formula (7.9), where g =1 - p.

Op = (7.9)

n

EXAMPLE 7.18 [n Example 7.16, dealing with the five most popular theme parks, it was shown that p = 0.6
and in Example 7.17, it was shown that p; = 0.6 illustrating formula (7.7). In Example 7.17 it was also shown

that ¢; = V0015 =0.122. To illustrate formula (7.8), note that
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- N- . 4 -4
‘/p(l p) XJ n =\/6x w |2 =vJ0015=0.122= o;

n N-1 4 5-1

EXAMPLE 7.19 Suppose 80% of all companies use c-mail. In a survey of 100 companies, the standard error

. . . o 8 x .2 . .
of the sample proportion using ¢-mail is 6; = "ﬂ = 1} 100 = .04. The finite population correction factor
n

1s not needed since there ts a very large number of companies, and it is reasonable to assume that n < .OSN.

SHAPE OF THE SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION
AND THE CENTRAL LIMIT THEOREM

When the sample size satisfies the inequalities np > 5 and nq > 5, the sampling distribution of the
sample proportion is normally distributed with mean equal to p and standard error ;. This result is

sometimes referred to as the central limit theorem for the sample proportion. This result is illustrated
in Fig. 7-4.

EXAMPLE 7.20 Approximately 20% of the adults 25 and older have a bachelor’s degree in the United States.
If a large number of samples of adults 25 and older, each of size 100, were taken across the country, then the
sample proportions having a bachelor’s degree would vary from sample to sample. The distribution of sample

istri i 20x
proportions would be normally distributed with a mean equal to 20% and a standard error equal to ‘, 10:0 =

4%. According to the empirical rule, approximately 68% of the sample proportions would fall between 16% and
249, approximately 95% of the sample proportions would fall between 12% and 28%, and approximately
99.7% would fall between 8% and 32%. The sample proportion distribution may be assumed to be normally
distributed since np = 20 and ng = 80 are both greater than 5.

f(p)
—
—
- P
p
Fig. 7-4

APPLICATIONS OF THE SAMPLING DISTRIBUTION
OF THE SAMPLE PROPORTION

The theory underlying the sample proportion is utilized in numerous statistical applications. The
margin of error, control chart limits, and many other useful statistical techniques make use of the
sampling distribution theory connected with the sample proportion.
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EXAMPLE 7.21 It is estimated that 42% of women and 36% of men ages 45 to 54 are overweight, that is,
20% over their desirable weight. The probability that one-half or more in a sample of 50 women ages 45 to 54
are overweight is expressed as P(p 2 .5). The distribution of the sample proportion is normal since np = 50 x

A2 =21>5and nq=50x.58 =29 > 5. The mean of the distribution is .42 and the standard error is o; = ‘,ﬂ
n

’.4 . o - . -
= —25):)—-5§ =.07. The probability, P(p 2 .5), is shown as the shaded area in Fig. 7-5.

— W
42 5
Fig. 7-5
To find the area under the normal curve shown in Fig. 7-5, it is necessary to transform the value .5 to a standard
. 5 - 42 . — .
normal value. The value for zis z = 0 - }1.14. The arca to the right of p = .5 is cqual to the area to the

right of z = 1.14 and is given as follows.

P(p 2.5)=P(z > 1.14)=.5-3729= 1272

In Example 7.21, the p value equal to .5 was transformed to a z value by subtracting the mean
value of p from .5 and then dividing the result by the standard error of the proportion. The equation
for transforming a sample proportion value to a z value is given by

(7.10)

EXAMPLE 7.22 It is estimated that | out of 5 individuals over 65 have Parkinsonism, that is, signs of
Parkinson’s disease. The probability that 5% or less in a sample of 100 such individuals have Parkinsonism is
represented as P(p < 15%). Since np = 100 x .20 =20 > 5 and nq = 100 x .80 = §0 > 5, it may be assumed that

o — . . } f20>< 80
P has a normal distribution. The mean of p is 20% and the standard error is o5 = 2] = o0 = 4%.
n

Formula (7. 10) is used to find an event involving 7 which is equivalent 1o the event p < 15. The event p < 15
P-20 15-20

<
4

is equivalent to the event z = = ~1.25, and therefore we have P(p < 15%) = P(z < -1.25) =

.5 —.3944 = |1056.



152 SAMPLING DISTRIBUTIONS [CHAP. 7
Solved Problems

SIMPLE RANDOM SAMPLING

7.1 The top nine medical doctor specialties in terms of median income are as follows: radiology,

7.2

surgery, anesthesiology, obstetrics/gynecology, pathology, internal medicine, psychiatry,
family practice, and pediatrics. How many simple random samples of size 4, chosen without
replacement, are possible when selected from the population consisting of these nine
specialties? What is the probability associated with each possible simple random sample of
size 4 from the population consisting of these nine specialties?

9 91
Ans:  The number of possible samples is equal to (4] = —— = 126. Each possible sample has proba-

415!

bility - = 00794 of being selected.

In problem 7.1, how many of the 126 possible samples of size 4 would include the specialty
pediatrics?

Ans:  The number of samples of size 4 which include the specialty pediarrics would equal the number of
ways the other three specialties in the sample could be selected from the other eight specialties in
8) 8!
the population. The number of ways to select 3 from 8 is (3)= —— = 56. One such sample is the
315!
sample consisting of the following: (radiology, surgery, pathology, pediatrics). There are 55 other
such samples containing the specialty pediatrics.

USING RANDOM NUMBER TABLES

Table 7.11

1. Alabama 18. Kentucky 35. North Dakota
2. Alaska 19. Louisiana 36. Ohio

3. Arizona 20. Maine 37. Oklahoma

4. Arkansas 21. Maryland 38. Oregon

5. California 22. Massachusetts 39. Pennsylvania
6. Colorado 23. Michigan 40. Rhode Island
7. Connecticut 24. Minnesota 41. South Carolina
8. Delaware 25. Mississippi 42. South Dakota
9. District of Columbia 26. Missouri 43. Tennessee
10. Florida 27. Montana 44. Texas
1. Georgia 28. Nebraska 45. Utah
12. Hawaii 29. Nevada 46. Vermont
13. Idaho 30. New Hampshire 47. Virginia
14. linois 31. New Jersey 48. Washington
15. Indiana 32. New Mexico 49. West Virginia
16. lowa 33. New York 50. Wisconsin
17. Kansas 34. North Carolina S1. Wyoming

7.3

Use Table 7.1 of this chapter to obtain a sample of size 5 from the population consisting of the
50 states and the District of Columbia. Assume that the 51 members of the population are
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74

listed in alphabetical as shown in Table 7.11. Start with the two digits in columns 11 and 12,
and line 1 of Table 7.1. Read down these two columns until five unique states have been
selected. Give the numbers and the selected states.

Ans: The random numbers are 44, 12, 24, 10, and 07. From an alphabetical listing of the 50 states and
the District of Columbia in Table 7.11, the following sample is obtained: (Connecticut, Florida,
Hawaii, Minnesota, and Texas)

The random numbers in Table 7.1 are used to select 15 faculty members from an alphabetical
listing of the 425 faculty members at a university. The total faculty listing goes from Q01:
Lawrence Allison to 425: Carol Ziebarth. A random start position is determined to be columns
31 through 33 and line 1. Read down these columns until you reach the end. Then go to
columns 36 through 38, line 1 and read down these columns until you reach the end. If
necessary, go to columns 41 through 43 and line 1 and read down these columns until you
obtain 15 unique numbers. Give the 15 numbers which determine the 15 selected faculty
members.

Ans:  The numbers, in the order obtained from Table 7.1 are: 345, 254, 160, 105, 283, 026, 099, 385,
157, 393, 013, 126, 110, 004, and 279.

USING THE COMPUTER TO OBTAIN A SIMPLE RANDOM SAMPLE

7.5

7.6

In reference to problem 7.3, use Minitab to obtain a sample of 5 of the 50 states plus the
District of Columbia.

Ans: MTB > setcl
DATA > 1:51
DATA > end
MTB > sample 5 cl c2
MTB > print c2

Data Display
C2
3 21 38 44 36

From the alphabetical listing of the states shown in Table 7.11, the following sample is obtained:
(Arizona, Maryland, Ohio, Oregon, and Texas)

Texas is the only state which is common to the samples obtained in problems 7.3 and 7.5.

In reference to problem 7.4, use Minitab to obtain a sample of 15 of the 425 faculty members.

Ans: MTB >setcl
DATA > 1:425
DATA > end
MTB > sample 15 c1 c2
MTB > sort ¢2 put into c3
MTB > print c3

Data Display

C3

58 73 (i1 112 187 228 239 283 285 319 322 325 364 384 1394

The faculty member corresponding to number 283 is the only one that is common to the samples
obtained in problems 7.4 and 7.6.
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SYSTEMATIC RANDOM SAMPLING

7.7 In reference to problem 7.3, choose a systematic sample of S of the 50 states plus the District
of Columbia.

Ans: Divide 51 by 5 to obtain 10.2. Round 10.2 down to 10 and select a number randomly between 1
and 10. Suppose the number 7 is obtained. The other 4 members of the sample are 17, 27, 37, and
47. From the alphabetical listing of the states given in Table 7.11, the following sample is selected:

(Connecticut, Kansas, Montana, Oklahoma, Virginia)

CLUSTER SAMPLING

7.8 A large school district wishes to obtain a measure of the mathematical competency of the
junior high students in the district. The district consists of 40 different junior high schools.
Describe how you could use cluster sampling to obtain a measure of the mathematical
competency of the junior high school students in the district.

Ans: Randomly select a small number, say 5, of the 40 junior high schools. Then administer a test of
mathematical competency to all students in the 5 selected schools. The test results from the 5
schools constitute a cluster sample.

STRATIFIED SAMPLING

7.9 Refer to problem 7.8. Explain how you could use stratified sampling to determine the
mathematical competency of the junior high students in the district.

Ans: Consider each of the 40 junior high schools as a stratum. Randomly select a sample from each
junior high proportional to the number of students in that junior high school and administer the
mathematical competency test to the selected students. Note that even though stratified sampling
could be used, cluster sampling as described in problem 7.8 would be easier to administer.

SAMPLING DISTRIBUTION OF THE SAMPLING MEAN

7.10 The five cities with the most African-American-owned businesses was given in Table 7.2 and

is reproduced below.
Table 7.2
Number of African-American-owned
City businesses, in thousands
A: New York 42
B: Washington, D.C. 39
C: Los Angeles 36
D: Chicago 33
E: Atlanta 30

List all samples of size 4 and find the mean of each sample. Also, construct the sampling
distribution of the sample mean.
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Ans: Table 7.12 lists the 5 samples of size 4, along with the sample values for each sample, and the
mean of each sample, and Table 7.13 gives the sampling distribution of the sample mean.

Table 7.12
Number of businesses
Samples in the samples Sample mean

A, B,C,D 42, 39, 36, 33 37.50
A,B,CE 42, 39, 36, 30 36.75
A,B,D,E 42, 39, 33,30 36.00
A,C,D,E 42,36, 33,30 35.25
B,C,D,E 39, 36, 33, 30 34.50

Table 7.13

X 3450 3525 3600 3675 37.50
P(Xx) 2 2 2 2 2

7.11 Consider sampling from an infinite population. Suppose the number of firearms of any type per
household in this population is distributed uniformly with 25% having no firearms, 25%
having exactly one, 25% having exactly two, and 25% having exactly three. If X represents the
number of firearms per household, then X has the distribution shown in Table 7.14.

Table 7.14
X 0 1 2 3
P(x) | .25 25 25 25

Give the sampling distribution of the sample mean for all samples of size two from this

population.
Table 7.15
Possible sample values
x; and x; Sample mean Probability
0,0 0 0625
0,1 0.5 0625
0,2 1.0 0625
0,3 1.5 0625
1,0 05 0625
1,1 1.0 0625
1,2 1.5 .0625
1,3 20 0025
2,0 1.0 0625
2,1 1.5 0625
2,2 2.0 .0625
2,3 2.5 .0625
3,0 1.5 .0625
3.1 2.0 .0625
3,2 25 .0625
3,3 3.0 0625

Ans:  Suppose x; and x; represents the two possible values for the two households sampled. Table 7.15
gives the possible values for x; and x,, the mean of the sample values, and the probability
associated with each pair of sample values. Since there are 16 different possible sample pairs each

one has probability 1_16 = .0625. The possible values for the sample mean are 0, 0.5, 1.0, 1.5, 2.0,
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2.5, and 3.0. The probability associated with each sample mean value can be determined from
Table 7.15. For example, the sample mean equals 1.5 for four different pairs and the probability
for the value 1.5 is obtained by adding the probabilities associated with (0, 3), (1, 2), (2. 1), and
(3, 0). That is, P(X = 1.5) = .0625 + .0625 + 0625 + .0625 = .25. The sampling distribution is
shown in Table 7.16.
Table 7.16
X 0 0.5 1.0 1.5 2.0 2.5 3.0
P(x) | 0625 1250 1875 2500 1875 1250 .0625
SAMPLING ERROR

7.12 Give the sampling error associated with each of the samples in problem 7.10.

Ans:

The mean number of African-American-owned businesses for the five cities is 36,000. There are
five different possible samples as shown in Table 7.17. Each of the sample means shown in Table
7.17 is an estimate of the population mean. The sampling error is [ X - 361, and is shown for each
sample in the last column in Table 7.17.

Table 7.17
Samples Sample mean Sampling error
A B.C.D 37.50 .50
A.B.C.E 36.75 0.75
A.B,DE 36.00 0
A.C,D.E 35.25 0.75
B,C,D,E 34.50 1.50

7.13 Give the minimum and the maximum sampling error encountered in the sampling described in
problem 7.11 and the probability associated with the minimum and maximum sampling error.

Ans:

The population described in problem 7.11 has a uniform distribution and the mean is as follows:
M=0x.25+1x%x.25+2x.25+3x.25=[.5. The minimum error is 0 and occurs when X = [.5.
The probability of a sampling ertor equal to 0 is equal to the probability that the sample mean is
equal to 1.5 which is .25 as shown n Table 7.16. The maximum sampling error is 1.5 and occurs
when X = 0 or X = 3.0. The probability associated with the maximum sampling error is .0625 +
0625 = .125.

MEAN AND STANDARD DEVIATION OF THE SAMPLE MEAN

7.14 Find the mean and variance of the sampling distribution of the sample mean derived in
problem 7.10 and given in Table 7.13. Venfy that formulas (7.2) and (7.3) hold for this
problem.

Ans:

Table 7.13 is reprinted below for ease of reference. The mean of the sample mean is
My =Z XP(X)=3450x.2+3525%x.2+36.00x.2+3675x.2+37.50x.2=36
The variance of the sample mean is 62 = £ X°P(X) - pu2.

L XP(X) = 119025 x .2 + 1242.5625 x .2 + 1296 x .2 + 1350.5625 x .2 + 1406.25 x .2
=1297.125 and p: = 1296, and therefore 0% =1297.125 - 1296 = 1.125.
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Table 7.13
X 3450 3525 3600 3675 3150
P(Xx) .2 2 2 2 2

In Example 7.7 it is shown that u = 36 and 6" = 18. Formula (7.2) is verified since p = p; = 36.

. N-n 18 5-4 2
To verify formula (7.3), note that — X = —x—— = 1.125= o%.
n N-1 4 5-1

7.15 Find the mean and variance of the sampling distribution of the sample mean derived in
problem 7.11 and given in Table 7.16. Verify that formulas (7.2) and (7.3) hold for this
problem.

Ans:

Table 7.16 is reprinted below for ease of reference. The mean of the sample mean is

Hz =ZX P(X)
=0x.0625+05%.125+ 1 x. 1875+ 1.5%x .25 +2x .1875 + 2.5 x .125 + 3 x .0625
= 1.5. The variancc of the sample mean is 0% = TXP(X)- u%.

ZXP(X)=0x.0625+.25%x.125+ 1 x.1875 +2.25% .25 + 4 x .1875 + 6.25 x .125 + 9 x .0625
=2.875and ui =2.25, and thereforc 6% = 2.875 - 2.25 = 0.625.

Table 7.16
X 0 0.5 1.0 1.5 20 2.5 3.0
P(x) | .0625 .1250 .1875 2500 .1875 .1250 .0625

In order to venfy formulas (7.2) and (7.3), we need to find the values for p and o in problem
7.11. The population distribution was given in table 7.14 and is shown below.

Table 7.14
X 0 | 2 3
P(x) .25 .25 .25 .25

The population mean st =Z xP(x) = 0x .25 + | x .25 + 2 x .25 + 3 x .25 = 1.5, and the variance
is given by 6° = Zx'P(x) - p? =0x .25 + 1 x 25 + 4 x .25 + 9 x .25 - 2.25 = 1.25.

Formula (7.2) is verified, since p = H; = 1.5. To verify formula (7.3), note that since the

z 125
population is infinite, the finite population correction factor is not needed and S - - 0625
n 2

= o%. Anytime the population is infinite, the finite population correction factor is omitted and

formula (7.3) simplifies to 0’% = —.
n

SHAPE OF THE SAMPLING DISTRIBUTION OF THE MEAN
AND THE CENTRAL LIMIT THEOREM

7.16 The portfolios of wealthy people over the age of 50 produce yearly retirement incomes which
are normally distributed with mean equal to $125,000 and standard deviation equal to $25,000.
Describe the distribution of the means of samples of size 16 from this population.
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Ans: Since the population of yearly retirement incomes are normally distributed, the distribution of
sample means will be normally distributed for any sample size. The distribution of sample means
o 25,000

The mean age of nonresidential buildings is 30 years and the standard deviation of the ages of
nonresidential buildings is 5 years. The distribution of the ages is not normally distributed.
Describe the distribution of the means of samples from the distribution of ages of non-
residential buildings for sample sizes n = 10 and n = 50.

Ans:  The distribution type for the sample mean is unknown for small samples, i.e., n < 30. Therefore we

cannot say anything about the distribution of X when n = 10. For large samples, i.e,, 230, the
central limit theorem assures us that X has a normal distribution. Therefore, for n = 50, the sample

years.

APPLICATIONS OF THE SAMPLING DISTRIBUTION OF
THE SAMPLE MEAN

7.18

In problem 7.16, find the probability of selecting a sample of 16 wealthy individuals whose
portfolios produce a mean retirement income exceeding $135,000.

Ans: We are asked to determine the probability that X exceeds $135,000. From problem 7.16, we know
that X has a normal distribution with mean $125,000 and standard error $6,250. The event

. _ X —125,000  135,000-125,000 ,
X > 135,000 is equivalent to the event z = > = 1.60. Since the
6,250 6,250

event x > 135,000 is equivalent to the event z > 1.60, the two events have equal probabilities.
That is, P(x > 135,000) = Z > 1.60). Using the standard normal distribution table, the
probability P(z > 1.60) is equal to .5 — .4452 = 0548. That is, P(X > 135.000) = P(Z > 1.60) =
.0548.

7.19 In problem 7.17, determine the probability that a random sample of 50 nonresidential buildings

will have a mean age of 27.5 years or less.

Ans: We are asked to determine P(X < 27.5). From problem 7.17, we know that X has a normal
distribution with mean 30 years and standard error (0.707 years. Since the event X < 27.5 is

x-30 275-30 _
equivalent to the event z = < = -3.54, we have P(X < 27.5) = P(z < -3.54).
707 707

From the standard normal distribution table, the probability is less than .001.

SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION

7.20 Approximately 8.8 million of the 12.8 million individuals receiving Aid to Families with

Dependent children are 18 or younger. What proportion of the individuals receiving such aid
are 18 or younger?



CHAP. 7] SAMPLING DISTRIBUTIONS 159

Ans: The population consists of all individuals receiving Aid to Families with Dependent Children. The
proportion having the characteristic that an individual receiving such aid is 18 or younger is

8.8
represented by p and is equal to 1—2—8 =(.69.

7.21 Table 7.18 describes a population consisting of five states and indicates whether or not there is
at least one woman on death row for that state.

Table 7.18
State At least one woman on death row
A: Alabama yes
B: California yes
C: Colorado no
D: Kentucky no
E: Nebraska no

For this population 40% of the states have at least one woman on death row, that is, p = 0.4.
List all samples of size 2 from this population and find the proportion having at least one
woman on death row for each sample. Use this listing to derive the sampling distribution for
the sample proportion.

Ans: Table 7.19 lists all possible samples of size 2, indicates whether or not the states in the sample
have at least one woman on death row, gives the sample proportion {or each sample, and gives the
probability for each sample.

Table 7.19
At least one woman Sample
Sample on death row proportion Probability
A B y. ¥y 1 A
A, C y, n 5 A
A D y. n ] 1
AE y, n .5 A
B,C vy, n 5 1
B,D y, n 5 N
B,E y, n 5 A
C. D n,n 0 .1
C.E nn 0 A
D, E n, n 0 5

From Table 7.19, it is seen that p takes on the values 0, .5, and | with probabilities .3, .6, and .1,
respectively. The probability that P = 0 is obtained by adding the probabilities for the samples (C,
D), (C, E), and (D, E) sincep = 0 if any one of these samples is selected. The other two
probabilities are obtained similarly. Table 7.20 gives the sampling distribution forp .

Table 7.20
P 0 5 1
P(P) 3 .6 A

MEAN AND STANDARD DEVIATION OF THE SAMPLE PROPORTION

7.22 Find the mean and variance of the sample proportion in problem 7.21 and verify that formula
(7.7) and formula (7.8) are satisfied.
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Ans: The mean of the sample proportion is Hp= ZPP(P) =0x 3+ .5x .6+ 1x.1=.4,and the

variance of the sample proportion is o‘% = 3p P(p) - p; =0x.3+.25x.6+1x.1-(4)
= .09. Formula (7.7} is satisfied since “a = p = 4. To verify formula (7.8), we need to show that

1- N- . . L
o5 = J pd-p) xJ N rl‘ . Since the variance of the sample proportion is .09, the standard
n -

deviation is the square root of .09 or .3. Therefore, to verify formula (7.8), all we need do is show
that the right-hand side of the equation equals .3.

p(1-p) J _J4x6 J5-2= _
\[ V5o T30

7.23 Suppose 5% of all adults in America have 10 or more credit cards. Find the standard error of
the sample proportion in a sample of 1,000 American adults who have 10 or more credit cards.

Ans:  Since the sample size is less than 5% of the population size, the standard error is g5 = \’E‘_ =
n

05 x 95
1,000

= 0.0069.

SHAPE OF THE SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION
AND THE CENTRAL LIMIT THEOREM

7.24 A sample of size n is selected from a large population. The proportion in the population with a
specified characteristic is p. The proportion in the sample with the specified characteristic is
P . In which of the following does P have a normal distribution?

(@ n=20,p=9 (B)n=15p=4 () n=100, p=.97 (d) n=1000,p=.01

Ans: (a) np= 18, and nq = 2. Since both np and nq do not exceed 5, we are not sure that the
distribution of p is normal.

(b) np =6, and nq = 9. Since both np and nq exceed 5, the distribution of P is normal.

(¢) np = 97, and nq = 3. Since both np and nq do not exceed 5, we are not sure that the
distribution of P is normal.

(d) np =10, and nq = 990. Since both np and nq exceed S, the distribution of p is normal.

APPLICATIONS OF THE SAMPLING DISTRIBUTION
OF THE SAMPLE PROPORTION

7.25 Approximately 15% of the population is left-handed. What is the probability that in a sample
of 50 randomly chosen individuals, 30% or more in the sample will be left-handed? That is,
what is the probability of finding 15 or more left-handers in the 507

Ans: The sample proportion, P, has a normal distribution since np = 50 x .15 =7.5 > 5 and nq = 50 x
.85 =42.5> 5. The mean of the sample proportion is 15% and the standard error is g5 = J_pﬂ =
n

15x85
50

= 5.05%. To find the probability that p 2 30%, we first transform p to a standard
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Hp
O%

normal by the transormation z = as follows. The inequality p 2 30 is equivalent to z =

P- -1
P 15>30 5

505 505
P(z 22.97)= .5~ .4985 = .0015. That is, 15 or more left-handers will be found in a sample of 50

individuals only about 0.2% of the time.

= 2.97. Because p 2 30 is equivalent to z 2 2.97 we have P(p 2 30) =

7.26 Suppose 70% of the population support the ban on assault weapons. What is the probability

that between 65% and 75% in a poll of 100 individuals will support the ban on assault
weapons?

Ans: We are asked to find P(65 < P < 75). The sample proportion p has a normal distribution with

’ ’ 0x3
mean 70% and standard error oj 70x30 =458%. The event 65 < P <75 is

65-170 70 75- 70
equivalent to the event < or -1.09 < z < 1.09 and since these events are

458 458 458
equivalent, they have equal probabilities. That is, P(65 < P < 75) = P(-1.09 < z < 1.09) = 2 x

3621 =.7242.
Supplementary Problems
SIMPLE RANDOM SAMPLING
7.27 Rather than have all 25 students in her Statistics class complete a teacher evaluation form, Mrs. Jones
decides to randomly select three students and have the department chairman interview the three
concerning her teaching after the course grade has been given. How many different samples of size 3 can
be selected?
Ans. 2,300
7.28 USA Today lists the 1900 most active New York stock exchange issues. How many samples of size three

are possible when selected from these 1900 stock issues?

Ans. 1,141,362,300

USING RANDOM NUMBER TABLES

7.29

7.30

In a table of random numbers such as Table 7.1 what relative frequency would you expect for each of the
digits 0, 1, 2,3,4,5,6,7, 8, and 9?

Ans. 0.1

The 100 U.S. Senators are listed in alphabetical order and then numbered as 00, 01, . . ., 99. Use Table
7.1 to select 10 of the senators. Start with the two digits in columns 3t and 32 and row 6. The first
selected senator is numbered 76. Reading down the two columns from the number 76, what are the other

9 two-digit numbers of the other selected senators?

Ans. 59,78, 44,93, 69, 25, 43, 50, and 45
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USING THE COMPUTER TO OBTAIN A SIMPLE RANDOM SAMPLE

7.31 Use Minitab to select 25 of the 1900 stock issues discussed in problem 7.28. Give the numbers in
ascending order of the 25 selected stock issues. Assume the stock issues are numbered from 1 to 1900.

Ans. MTB >setcl
DATA > [:1900

DATA > end
MTB > sample 25 from ¢! put into c2
MTB > sort ¢2 put into ¢3

MTB > print c3

Data Display
C3

26 219
1197 1234
1788 1798

238
1238

1870

288

1257

328
1313

423
1532

766 785 943 1006 1187
1562 1613 1639 1728 (784

7.32  Use Minitab to select 50 of the 3143 counties in the United States. Give the numbers in ascending order
of the 50 selected counties. Assume the counties are in alphabetical order and are numbered from 1 to

3143.

Ans. MTB >setcl
DATA > 1:3143

DATA > end
MTB > sample 50 from ¢1 put into ¢2
MTB > sort ¢2 put into ¢3

MTB > print ¢3

Data Display
C3
33 47
652 658
1463 1567
2270 2285
2718 2763

53

764
1630
2306
2862

139
789
1694
2311
2892

SYSTEMATIC RANDOM SAMPLING

265
829
1706
2408
2917

312
949
1818
2414
2975

321 343 444 519 599
964 1063 1134 1209 1300
1848 2021 2048 2138 2143
2463 2487 2513 2658 2701

7.33 Describe how the state patrol might obtain a systematic random sample of the speeds of vehicles along a

stretch of interstate 80.

Ans. Use a radar unit to measure the speeds of systematically chosen vehicles along the stretch of
interstate 80. For example, measure the speed of every tenth vehicle.

CLUSTER SAMPLING

7.34 A particular city is composed of 850 blocks and each block contains approximately 20 homes. Fifteen of
the 850 blocks are randomly selected and each household on the selected block is administered a survey
concerning issues of interest to the city council. How large is the population? How large is the sample?
Whal type of sampling is being used?

Ans.  The population consists of 17,000 households. The sample consists of 300 houscholds. Cluster

sampling is being used.
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STRATIFIED SAMPLING

7.35 A drug store chain has stores located in 5 cities as follows: 20 stores in Los Angeles, 40 stores in New
York, 20 stores in Seattle, 10 stores in Omaha, and 30 stores in Chicago. In order to estimate pharmacy
sales, the following number of stores are randomly selected from the 5 cities: 4 from Los Angeles, 8 from
New York, 4 from Seattle, 2 from Omaha, and 6 from Chicago. What type of sampling is being used?

Ans.  stratified sampling

SAMPLING DISTRIBUTION OF THE SAMPLING MEAN

7.36 The export value in billions of dollars for four American cities for a recent year are as follows: A:
Detroit, 28; B: New York, 24; C: Los Angeles, 22; and D: Seattle, 20. If all possible samples of size 2 are
selected from this population of four cities and the sample mean value of exports computed for each
sample, give the sampling distribution of the sample mean.

Ans. P(X)= é,where X = 21,22, 23,24, 25, or 26.

7.37 Consider a large population of households. Ten percent of the houscholds have no home computer, 60
percent of the households have exactly one home computer, and 30 percent of the households have
exactly two home computers. Construct the sampling distribution for the mean of all possible samples of

size 2.
Ans.
X 0 .5 1 1.5 2
P(X) 01 12 42 .36 .09
SAMPLING ERROR

7.38 In reference to problem 7.36, if the mean of a sample of two cities is used to estimate the mean export
value of the four cities, what are the minimumn and maximum values for the sampling error?

Ans. minimum sampling error = .5 maximum sampling error = 2.5
7.39 In reference to problem 7.37, what are the possible sampling error values associated with samples of two
households used to estimate the mean number of home computers per househoid for the population?

What is the most likely value for the sampling error?

Ans.  2,.3,.7,.8,and 1.2 The most likely value is .2. The probability that the sampling error equals .2 is
42.

MEAN AND STANDARD DEVIATION OF THE SAMPLE MEAN

7.40 Find the mean and variance of the sampling distribution in problem 7.36. Verify that formulas (7.2) and
(7.3) hold for this sampling distribution.

Ans. n=235 o©°=875 =235 o2 =2917

o N-n 875 4-
Hy=p  —x—— = x4—l=2.917=c§

7.41 Find the mean and variance of the sampling distribution in problem 7.37. Verify that formulas (7.2) and
(7.3) hold for this sampling distribution.
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Ans. pu=12 o©°=036 uy=12 ol =018
. &
Mg =} Since the population is infinite, formula (7.3) becomes 63 = —.
n
o 36 s
—=—=0.18= 03.
n 2

SHAPE OF THE SAMPLING DISTRIBUTION OF THE MEAN
AND THE CENTRAL LIMIT THEOREM

7.42  For cities of 100,000 or more, the number of violent crimes per 1,000 residents is normally distributed
with mean equal to 30 and standard deviation equal to 7. Describe the sampling distribution of means of
samples of size 4 from such cities.

Ans.  The means of samples of size 4 will be normally distributed with mean equal to 30 and standard
error equal to 3.5.

7.43 For cities of 100,000 or more, the mean total crime rate per 1,000 residents is 95 and the standard
deviation of the total crime rate per 1,000 is 15. The distribution of the total crime rate per 1,000
residents for cities of 100,000 or more is not normally distributed. The distribution is skewed to the right.
Describe the sampling distribution of the means of samples of sizes 10 and 50 from such cities.

Ans.  For samples of size 50, the central limit theorem assures us that the distribution of sample means is

normally distributed with mean equal to 95 and standard error equal to 2.12. For samples of size
10 from a nonnormal distribution, the distribution form of the sample means is unknown.

APPLICATIONS OF THE SAMPLING DISTRIBUTION OF THE SAMPLE MEAN

7.44 In problem 7.42, find the probability of sclecting four cities of population 100,000 or more whose mean
number of violent crimes per 1,000 residents exceeds 40 violent crimes per 1,000 residents.

Ans.  0.0021
7.45 The mean number of bumped passengers per 10,000 passengers per day is 1.35 and the standard
deviation is 0.25. For a random selection of 40 days, what is the probability that the mean number of

bumped passengers per 10,000 passengers for the 40 days will be between 1.25 and 1.50 ?

Ans. 0.9938

SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION

7.46 The world output of bicycles in 1995 was 114 million. China produced 41 million bicycles in 1995. What
proportion of the world’s new bicycles in 1995 were produced by China?

Ans. p=0.36
7.47 A company has 38,000 employees and the proportion of the employees who have a college degree equals
0.25. In a sample of 400 of the employees, 30 percent have a college degree. How many of the company

employees have a college degree? How many in the sample have a college degree?

Ans.  9.500 of the company employees have a college degree and 120 in the sample have a degree.
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MEAN AND STANDARD DEVIATION OF THE SAMPLE PROPORTION

7.48

7.49

One percent of the vitamin C tablets produced by an industrial process are broken. The process fills
containers with 1,000 tablets each. At regular intervals, a container is selected and 100 of the 1,000
tablets are inspected for broken tablets. What is the mean value and standard deviation of P, where P

represents the proportion of broken tablets in the samples of 100 selected tablets?

— . 01 x 99 1,000 - 100
Ans. The mean value of P is .01 and the standard deviation of p is J X =
100 1,000 -1
0094.

A survey reported that 20% of pregnant women smoke, 19% drink , and 13% use crack cocaine or other
drugs. Assuming the survey results are correct, what is the mean and standard deviation of p. where p is

the proportion of smokers in samples of 300 pregnant women?

—. . —. f 0x8&0
Ans.  The mean value of P is 20% and the standard deviation of p is 2 ;(008 =2.31%.

SHAPE OF THE SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION
AND THE CENTRAL LIMIT THEOREM

7.51

For a sample of size 50, give the range of population proportion values for which p has an approximate
normal distribution.

Ans. 1<p<.9

APPLICATIONS OF THE SAMPLING DISTRIBUTION OF THE SAMPLE PROPORTION

7.52 Thirty-five percent of the athletes who participated in the 1996 summer Olympics in Atlanta are female.

7.53

7.54

What is the probability of randomly selecting a sample of 50 of these athletes in which over half of those
selected are female?

Ans. P(p >50)=P(z>222)=.0132

It is estimated that 12% of Native Americans have diabetes. What is the probability of randomly selecting
100 Native Americans and finding S or fewer in the hundred whom are diabetic?

Ans. P(p <£.05)=P(z<-2.15)=.0158

A pair of dice is tossed 180 times. What is the probability that the sum on the faces is equal to 7 on 20%
or more of the tosses?

Ans. P(p 2.20)=.1170



Chapter 8

Estimation and Sample Size Determination:
One Population

POINT ESTIMATE

Estimation is the assignment of a numerical value to a population parameter or the construction
of an interval of numerical values likely to contain a population parameter. The value of a sample
statistic assigned to an unknown population parameter is called a point estimate of the parameter.

EXAMPLE 8.1 The mean starting salary for 10 randomly selected new graduates with a Masters of Business
Administration (MBA) at Fortune 500 companies is found to be $56,000. Fifty-six thousand dollars is a point
estimate of the mean starting salary for all new MBA degree graduates at Fortune 500 companies. The median
cost for 350 homes selected from across the United States is found to equal $115,000. The value of the sample
median, $115,000, is a point estimate of the median cost of a home in the United States. A survey of 950
households finds that 35% have a home computer. Thirty-five percent is a point estimate of the percentage of
homes that have a home computer.

INTERVAL ESTIMATE

In addition to a point estimate, it is desirable to have some idea of the size of the sampling error,
that 1s the difference between the population parameter and the point estimate. By utilizing the
standard error of the sample statistic and its sampling distribution, an interval estimate for the
population parameter may be developed. A confidence interval is an interval estimate that consists of
an interval of numbers obtained from the point estimate of the parameter along with a percentage that
specifies how confident we are that the value of the parameter lies in the interval. The confidence
percentage is called the confidence level. This chapter is concerned with the techniques for finding
confidence intervals for population means and population proportions.

CONFIDENCE INTERVAL FOR THE POPULATION MEAN: LARGE SAMPLES

According to the central limit theorem, the sample mean, X, has a normal distribution provided
the sample size is 30 or more. Furthermore, the mean of the sample mean equals the mean of the
population and the standard error of the mean equals the population standard deviation divided by
the square root of the sample size. In Chapter 7, the variable given in formula (7.6) (and reproduced
below) was shown to have a standard normal distribution provided n 2 30.

-y

Ox

Z=

(7.6)

Since 95% of the area under the standard normal curve is between z = —1.96 and z = 1.96, and
since the variable in formula (7.6) has a standard normal distribution, we have the result shown in
formula (8.1)

166
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P(-196 < 21 < 196)= 95 8.1
Ox

X -

The inequality, —1.96 < a < 1.96, is solved for p and the result is given in formula (8.2).

Oz
X - 1.960; <L < X + 1.960% (8.2)

The interval given in formula (8.2) is called a 95% confidence interval for the population mean, L.
The general form for the interval is shown in formula (8.3), where z represents the proper value from
the standard normal distribution table as determined by the desired confidence level.

X —-Zoz <U <X +Z0x (8.3)

EXAMPLE 8.2 The mean age of policyholders at Mutual Insurance Company is estimated by sampling the
records of 75 policyholders. The standard deviation of ages is known to equal 5.5 years and has not changed
over the years. However, it is unknown if the mean age has remained constant. The mean age for the sample of

o 55
75 policyholders is 30.5 years. The standard error of the ages is ox = —J—— = —ﬁ? = .635 years. In order to find
n

a 90% confidence interval for |, it is necessary to find the value of z in formula (8.3) for confidence level equal
to 90%. If we let ¢ be the correct value for z, then we are looking for that value of ¢ which satisfies the equation

P(-c < z < ¢) = .90. Or, because of the symmetry of the z curve, we are looking for that value of ¢ which
satisfies the equation P(0 < z < ¢) = .45. From the standard normal distribution table, we find P(0 < z < 1.64) =
4495 and P(Q < z < 1.65) = .4505. The interpolated value for c is 1.645, which we round to 1.65. Figure 8-1
illustrates the confidence level and the corresponding values of z. Now the 90% confidence interval is computed
as follows. The lower limit of the interval is X — 1.650% = 30.5 — 1.65 x .635 = 29.5 years, and the upper limit is
X + 1.6505 = 31.5. We are 90% confident that the mean age of all 250,000 policyholders is between 29.5 and
31.5 years. It is important to note that [t either is or is not between 29.5 and 31.5 years. To say we are 90%
confident that the mean age of all policyholders is between 29.5 and 31.5 years means that if this study were
conducted a large number of times and a confidence interval were computed each time, then 90% of all the
possible confidence intervals would contain the true value of .

f(z)

Total shaded area
is .90.

—1.65 1.65

Fig. 8-1

Since it is time consuming to determine the correct value of z in formula (8.3), the values for the most often
used confidence levels are given in Table 8.1. They are found in the same manner as illustrated in Example 8.2.
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Table 8.1
Confidence level Z value
80 1.28
90 1.65
95 1.96
99 2.58

EXAMPLE 8.3 The 911 response time for terrorists bomb threats was investigated. No historical data existed
concerning the standard deviation or mean for the response times. When & is unknown and the sample size is 30
or more, the standard deviation of the sample itself is used in place of ¢ when constructing a confidence interval
for p. A sample of 35 response times was obtained and it was found that the sample mean was 8.5 minutes and
the standard deviation was 4.5 minutes. The estimated standard error of the mean is represented by sy and is

45
equal to sy = 75—— = J_B—S_ = .76. From Table 8.1, the value for z is 2.58. The lower limit for the 99%
n

confidence interval is X - 2.58 x sy = 8.5~ 2.58 x .76 = 6.54 and the upper limit is 8.5 + 2.58 x .76 = 10.46.
We are 99% confident that the mean response time is between 6.54 minutes and 10.46 minutes. The true value
of | may or may not be between these limits. However, 99% of all such intervals contain p. It is this fact that
gives us 99% confidence in the interval from 6.54 (o 10.46.

For large samples, no assumption is made concerning the shape of the population distribution. If
the population standard deviation is known, it is used in formula (8.3). If the population standard
deviation is unknown, it is estimated by using the sample standard deviation. The value for z in
formula (8.3) is found in the standard normal distribution table or, if applicable, by using Table 8.1.

MAXIMUM ERROR OF ESTIMATE FOR THE POPULATION MEAN

The inequality in formula (8.3) may be expressed as shown:
| X -l <zox (8.4

The left-hand side of formula (8.4) is the sampling error when X is used as a point estimate of L.
The right-hand side of formula (8.4) is the maximum error of estimate or margin of error when X is
used as a point estimate of pt. That is, when X is used as a point estimate of 1, the maximum error of
estimate or margin of error, E, is

E =20 (8.5)

When the confidence level is 95%, z = 1.96 and E = 1.960;. This value of E, 1.9605, is called the 95%
margin of error or simply margin of error when X is used as a point estimate of L.

EXAMPLE 8.4 The annual college tuition costs for 40 community colleges selected from across the United
States are given in Table 8.2. The mean for these 40 sample values is $1396, the standard deviation of the 40

community colleges in the United States is represented by p. A point estimate of [ is given by $1,396. The
margin of error associated with this estimate is 1.96 x 104 = $204. The 95% confidence interval for i, based
upon these data goes from 1396 ~ 204 = $1,192 to 1396 + 204 = $1,600. It is worth noting that the margin of
error is actually * $204, since the error may occur in either direction. Some publications give the margin of error
as E and some give it as + E. We shall omit the * sign when giving the margin of error.
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Table 8.2
1200 850 1750 930
850 3000 1650 1640
1700 2100 900 1320
1500 500 2050 1750
700 500 1780 2500
1200 1950 675 2310
1500 1000 1080 2900
2000 950 680 1875
1950 560 900 1450
750 500 1500 950

To compute the confidence interval for jt using Minitab, set the data given in Table 8.2 into
column cl and use the command standard deviation c1 to compute the sample standard deviation. The
command zinterval 95% confidence, sigma = 655.44, data in cl uses the data in cl to compute a 95%
confidence interval for . The output is shown below. The confidence interval extends from 1193 to 1599. The
intcrval computed in Example 8.4 extends from 1192 to 1600. The difference in the answers is due to rounding.

MTB > set ¢!

DATA > 1200 850 1700 1500 700 1200 1500 2000 1950 750 850
DATA > 3000 2100 500 500 1950 1000 950 560 500 1750 1650
DATA> 900 2050 1780 675 1080 680 900 1500 930 1640 1320
DATA > 1750 2500 2310 2900 1875 1450 950

DATA > end

MTB > standard deviation c1

Column Standard Deviation

Standard deviation of C1 = 655.44
MTB > name c! ‘cost’
MTB > zinterval 95% confidence, sigma = 655.44, data in c1

Confidence Intervals
The assumed sigma = 655

Variable N Mean StDev SEMean 950%C.L
Cost 40 1396 655 104 (1193, 1599)

The width of a confidence interval is equal to the upper limit of the interval minus the lower limit
of the interval. In Example 8.4, the width of the 95% confidence interval is 1599 -~ 1193 = $406.

THE t DISTRIBUTION

o . s . .
When the sample size is less than 30 and the estimated standard error, sy = T is used in place
n

of ox in formula (8.3), the width of the confidence interval for y will generally be incorrect. The ¢
distribution, also known as the Student-t distribution, is used rather than the standard normal
distribution to find confidence intervals for p when the sample size is less than 30. In this section we
will discuss the properties of the t distribution, and in the next section, we will discuss the use of the
t distribution for confidence intervals when the sample size is small. The t distribution is used in
many different statistical applications.

The t distribution is actually a family of probability distributions. A parameter called the degrees
of freedom, and represented by df, determines each separate t distribution. The t distribution curves,
like the standard normal distribution curve, are centered at zero. However, the standard deviation of
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each t distribution exceeds one and is dependent upon the value of df, whereas the standard deviation
of the standard normal distribution equals one. Figure 8-2 compares the standard normal curve with
the t distribution having 10 degrees of freedom. Generally speaking, the t distribution curves have a
lower maximum height and thicker tails than the standard normal curve as shown in Fig. 8-2. All t
distribution curves are symmetrical about zero.

distribution

t distribution
bl e

Fig. 8-2

Appendix 3 gives right-hand tail areas under t distribution curves for degrees of freedom varying
from 1 to 40. This table is referred to as the r distribution table. Table 8.3 contains the rows
corresponding to degrees of freedom equal to 5, 10, 15, 20, and 25 selected from the t distribution
table in Appendix 3.

Table 8.3
Area in the right tail under the t distribution curve
df .10 .05 .025 .01 .005 .001
5 1.476 2.015 2.571 3.365 4.032 5.893
10 1.372 1.812 2.228 2.764 3.169 4.144
15 1.341 1.753 2.131 2.602 2.947 3733
20 1.325 1.725 2.086 2.528 2.845 3.552
25 1.316 1.708 2.060 2.485 2.787 3.450

EXAMPLE 8.5 The t distribution having 10 degrees of freedom is shown in Fig. 8-3. To {ind the shaded area
in the right-hand tail to the right of t = 1.812, locate the degrees of freedom, 10, under the df column in Table
8.3. The t value, 1.812, is located under the column labeled .05 in Table 8.3. The shaded area is equal to .05.
Since the total area under the curve is equal to 1, the area under this curve to the left of t=1.812is 1 -.05 =
.95. The area under this curve between t = —1.812 and t = 1.812is 1 — .05 -.05 = .90, since there is .05 to the
right of t=1.812 and .05 to the left of t = -1.812.

0 1.812

Fig. 8-3
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EXAMPLE 8.6 A t distribution curve with df = 20 is shown in Fig. 8-4. Suppose we wish to find the shaded
area under the curve between t = -2.528 and t = 2.086. From Table 8.3, the area to the right of t = 2.086 is .025.
and the area to the right of t = 2.528 is .01. By symmetry, the area to 