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Fedorenko E, McDermott JH, Norman-Haignere S, Kan-
wisher N. Sensitivity to musical structure in the human brain. J
Neurophysiol 108: 3289 –3300, 2012. First published September
26, 2012; doi:10.1152/jn.00209.2012.—Evidence from brain-dam-
aged patients suggests that regions in the temporal lobes, distinct from
those engaged in lower-level auditory analysis, process the pitch and
rhythmic structure in music. In contrast, neuroimaging studies target-
ing the representation of music structure have primarily implicated
regions in the inferior frontal cortices. Combining individual-subject
fMRI analyses with a scrambling method that manipulated musical
structure, we provide evidence of brain regions sensitive to musical
structure bilaterally in the temporal lobes, thus reconciling the neu-
roimaging and patient findings. We further show that these regions are
sensitive to the scrambling of both pitch and rhythmic structure but
are insensitive to high-level linguistic structure. Our results suggest
the existence of brain regions with representations of musical struc-
ture that are distinct from high-level linguistic representations and
lower-level acoustic representations. These regions provide targets for
future research investigating possible neural specialization for music
or its associated mental processes.
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MUSIC IS UNIVERSALLY and uniquely human (see, e.g., McDermott
and Hauser 2005; Stalinski and Schellenberg 2012; Stevens
2012). A central characteristic of music is that it is governed by
structural principles that specify the relationships among notes
that make up melodies and chords and beats that make up
rhythms (see, e.g., Jackendoff and Lerdahl 2006; Krumhansl
2000; Tillmann et al. 2000 for overviews). What mechanisms
in the human brain process these structural properties of music,
and what can they tell us about the cognitive architecture of
music?

Some of the earliest insights about high-level musical pro-
cessing came from the study of patients with brain damage.
Damage to temporal lobe structures (often in the right hemi-
sphere; Milner 1962) can lead to “amusia,” a deficit in one or
more aspects of musical processing (enjoying, recognizing, and
memorizing melodies or keeping rhythm), despite normal lev-
els of general intelligence and linguistic ability (see, e.g.,
Peretz and Coltheart 2003; Peretz and Hyde 2003). Critically,
some patients with musical deficits demonstrate relatively
preserved lower-level perceptual abilities, such as that of
discriminating pairs or even short sequences of tones (e.g.,
Allen 1878; Di Pietro et al. 2004; Griffiths et al. 1997;
Liegeois-Chauvel et al. 1998; Patel et al. 1998b; Peretz et al.
1994; Phillips-Silver et al. 2011; Piccirilli et al. 2000; Steinke
et al. 2001; Stewart et al. 2006; Warrier and Zatorre 2004;
Wilson et al. 2002). Perhaps the most striking case is that of
patient G.L. (Peretz et al. 1994), who—following damage to

left temporal lobe and fronto-opercular regions—could judge
the direction of note-to-note pitch changes and was sensitive to
differences in melodic contour in short melodies, yet was
unable to tell the difference between tonal and atonal musical
pieces or make judgments about the appropriateness of a note
in a musical context, tasks that are trivial for most individuals
even without musical training (e.g., Bharucha 1984; Dowling
and Harwood 1986). These findings suggest that mechanisms
beyond those responsible for basic auditory analysis are im-
portant for processing structure in music.

Consistent with these patient studies, early brain imaging
investigations that contrasted listening to music with low-level
baselines like silence or noise bursts reported activations in the
temporal cortices (e.g., Binder et al. 2000; Evers et al. 1999;
Griffiths et al. 1999; Patterson et al. 2002; Zatorre et al. 1994).
However, neuroimaging studies that later attempted to isolate
structural processing in music (distinct from generic auditory
processing) instead implicated regions in the frontal lobes.
Two key approaches have been used to investigate the pro-
cessing of musical structure with fMRI: 1) examining re-
sponses to individual violations of musical structure (e.g.,
Koelsch et al. 2002, 2005; Tervaniemi et al. 2006; Tillmann et
al. 2006), using methods adopted from the event-related po-
tential (ERP) literature (e.g., Besson and Faïta 1995; Janata
1995; Patel et al. 1998a), and 2) comparing responses to intact
and “scrambled” music (e.g., Abrams et al. 2011; Levitin and
Menon 2003, 2005). Violation studies have implicated poste-
rior parts of the inferior frontal gyrus (IFG), “Broca’s area”
(e.g., Koelsch et al. 2002; Maess et al. 2001; Sammler et al.
2011), and scrambling studies have implicated the more ante-
rior, orbital, parts of the IFG in and around Brodmann area
(BA) 47 (e.g., Levitin and Menon 2003). Although the viola-
tions approach has high temporal precision and is thus well
suited for investigating questions about the time course of
processing musical structure, such violations sometimes recruit
generic processes that are engaged by irregularities across
many different domains. For example, Koelsch et al. (2005)
demonstrated that all of the brain regions that respond to
structural violations in music also respond to other auditory
manipulations, such as unexpected timbre changes (see also
Doeller et al. 2003; Opitz et al. 2002; Tillmann et al. 2003; see
Corbetta and Shulman 2002 for a meta-analysis of studies
investigating the processing of low-level infrequent events that
implicates a similar set of brain structures; cf. Garza Villarreal
et al. 2011; Koelsch et al. 2001; Leino et al. 2007). We
therefore chose to use a scrambling manipulation in the present
experiment.

Specifically, we searched for regions that responded more
strongly to intact than scrambled music, using a scrambling
procedure that manipulated musical structure by randomizing the
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pitch and/or timing of each note.1 We then asked 1) whether any
of these regions are located in the temporal lobes (as implicated
in prior neuropsychological studies), 2) whether these regions
are sensitive to pitch scrambling, rhythm scrambling, or both,
and 3) whether these regions are also responsive to high-level
linguistic structure2 (i.e., the presence of syntactic and seman-
tic relationships among words). Concerning the latter question,
a number of ERP, magnetoencephalography (MEG), fMRI,
and behavioral studies have argued for overlap in processing
musical and linguistic structure (e.g., Fedorenko et al. 2009;
Hoch et al. 2011; Koelsch et al. 2002, 2005; Maess et al. 2001;
Patel et al. 1998a; Slevc et al. 2009; see, e.g., Koelsch 2005;
Slevc 2012; or Tillmann 2012 for reviews), but double-disso-
ciations in patients suggest at least some degree of indepen-
dence (e.g., Dalla Bella and Peretz 1999; Luria et al. 1965;
Peretz 1993; Peretz and Coltheart 2003). Consistent with the
patient studies, two recent fMRI studies found little response to
music in language-structure-sensitive brain regions (Fedorenko
et al. 2011; Rogalsky et al. 2011). However, to the best of our
knowledge, no previous fMRI study has examined the response
of music-structure-sensitive brain regions to high-level linguis-
tic structure. Yet such regions are predicted to exist by the
patient evidence (e.g., Peretz et al. 1994). We addressed these
research questions by using analysis methods that take into
account anatomical and functional variability (Fedorenko et al.
2010; Nieto-Castañon and Fedorenko 2012), which is quite
pronounced in the temporal lobe (e.g., Frost and Goebel 2011;
Geschwind and Levitsky 1968; Keller et al. 2007; Nieto-
Castañon et al. 2003; Ono et al. 1990; Pernet et al. 2007;
Tahmasebi et al. 2012).

METHODS

Participants. Twelve participants (6 women, 6 men) between the
ages of 18 and 50 yr—students at MIT and members of the surround-
ing community—were paid for their participation. Participants were
right-handed native speakers of English without extensive musical
training (no participant had played a musical instrument for an
extended period of time; if a participant took music lessons it was at
least 5 yr prior to the study and for no longer than 1 yr). All
participants had normal hearing and normal or corrected-to-normal
vision and were naive to the purposes of the study. All protocols were
reviewed and approved by the Internal Review Board at MIT, and all
participants gave informed consent in accordance with the require-
ments of the Internal Review Board. Four additional participants were
scanned but not included in the analyses because of excessive motion,
self-reported sleepiness, or scanner artifacts.

Design, materials, and procedure. Each participant was run on a
music task and then a language task. The entire scanning session
lasted between 1.5 and 2 h.

Music task. There were four conditions: Intact Music, Scrambled
Music, Pitch Scrambled Music, and Rhythm Scrambled Music. Each
condition was derived from musical instrument digital interface
(MIDI) versions of unfamiliar pop/rock music from the 1950s and
1960s. (The familiarity of the musical pieces was assessed informally

by two undergraduate assistants, who were representative of our
subject pool.) A version of each of 64 pieces was generated for each
condition, but each participant heard only one version of each piece,
following a Latin square design. Each stimulus was a 24-s-long
excerpt. For the Intact Music condition we used the original unma-
nipulated MIDI pieces. The Scrambled Music condition was produced
via two manipulations of the MIDI files. First, a random number of
semitones between �3 and 3 was added to the pitch of each note, to
make the pitch distribution approximately uniform. The resulting
pitch values were randomly reassigned to the notes of the piece, to
remove contour structure. Second, to remove rhythmic structure, note
onsets were jittered by a maximum of 1 beat (uniformly distributed),
and note durations were randomly reassigned. The resulting piece had
component sounds like those of the intact music but lacked high-level
musical structure including key, rhythmic regularity, meter, and har-
mony. To examine potential dissociations between sensitivity to pitch
and rhythmic scrambling, we also included two “intermediate” con-
ditions: the Pitch Scrambled condition, in which only the note pitches
were scrambled, and the Rhythm Scrambled condition, in which only
the note onsets and durations were scrambled. Linear ramps (1 s) were
applied to the beginning and end of each piece to avoid abrupt
onsets/offsets. The scripts and sample stimuli are available at
http://www.cns.nyu.edu/~jhm/music_scrambling/.

Our scrambling manipulation was intentionally designed to be
relatively coarse. It has the advantage of destroying most of the
melodic, harmonic, and rhythmic structure of music, arguably pro-
ducing a more powerful contrast than has been used before. Given that
previous scrambling manipulations have not revealed temporal lobe
activations, it seemed important to use the strongest manipulation
possible, which would be likely to reveal any brain regions sensitive
to musical structure. However, the power of this contrast comes at the
cost of some low-level differences between intact and scrambled
conditions. We considered this trade-off to be worthwhile given our
goal of probing temporal lobe sensitivity to music. We revisit this
trade-off in DISCUSSION.

Stimuli were presented over scanner-safe earphones (Sensimetrics).
At the beginning of the scan we ensured that the stimuli were clearly
audible during a brief test run. For eight participants the task was to
press a button after each piece, to help participants remain attentive.
The last four participants were instead asked, “How much do you like
this piece?” after each stimulus. Because the activation patterns were
similar across the two tasks, we collapsed the data from these two
subsets of participants. Condition order was counterbalanced across
runs and participants. Experimental and fixation blocks lasted 24 and
16 s, respectively. Each run (16 experimental blocks—4 per condi-
tion—and 5 fixation blocks) lasted 464 s. Each participant completed
four or five runs. Participants were instructed to avoid moving their
fingers or feet in time with the music or humming/vocalizing with the
music.

Language task. Participants read sentences, lists of unconnected
words, and lists of unconnected pronounceable nonwords. In previous
work we established that brain regions that are sensitive to high-level
linguistic processing (defined by a stronger response to stimuli with
syntactic and semantic structure, like sentences, than to meaningless
and unstructured stimuli, like lists of nonwords) respond in a similar
way to visually versus auditorily presented stimuli (Fedorenko et al.
2010; also Braze et al. 2011). We used visual presentation in the
present study to ensure that the contrast between sentences (structured
linguistic stimuli) and word lists (unstructured linguistic stimuli)
reflected linguistic structure as opposed to possible prosodic differ-
ences (cf. Humphreys et al. 2005). Each stimulus consisted of eight
words/nonwords. For details of how the language materials were
constructed see Fedorenko et al. (2010). The materials are available at
http://web.mit.edu/evelina9/www/funcloc.html.

Stimuli were presented in the center of the screen, one word/
nonword at a time, at the rate of 350 ms per word/nonword. Each
stimulus was followed by a 300-ms blank screen, a memory probe

1 This sort of manipulation is analogous to those used to isolate structure
processing in other domains. For example, contrasts between intact and
scrambled pictures of objects have been used to study object processing (e.g.,
Malach et al. 1995). Similarly, contrasts between sentences and lists of
unconnected words have been used to study syntactic and compositional
semantic processing (e.g., Vandengerghe et al. 2002; Fedorenko et al. 2010).

2 High-level linguistic structure can be contrasted with lower-level linguistic
structure, like the sound structure of the language or the orthographic regu-
larities for languages with writing systems.
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(presented for 1,350 ms), and another blank screen for 350 ms, for a
total trial duration of 4.8 s. Participants were asked to decide whether
the probe appeared in the preceding stimulus by pressing one of two
buttons. In previous work we established that similar brain regions are
observed with passive reading (Fedorenko et al. 2010). Condition
order was counterbalanced across runs and participants. Experimental
and fixation blocks lasted 24 s (with 5 trials per block) and 16 s,
respectively. Each run (12 experimental blocks—4 per condition—
and 3 fixation blocks) lasted 336 s. Each participant completed four or
five runs (with the exception of 1 participant who only completed 2
runs; because in our experience 2 runs are sufficient for eliciting
robust language activations, this participant was included in all the
analyses).

fMRI data acquisition. Structural and functional data were col-
lected on the whole-body 3-T Siemens Trio scanner with a 32-channel
head coil at the Athinoula A. Martinos Imaging Center at the McGovern
Institute for Brain Research at MIT. T1-weighted structural images
were collected in 128 axial slices with 1.33-mm isotropic voxels
(TR � 2,000 ms, TE � 3.39 ms). Functional, blood oxygenation
level-dependent (BOLD) data were acquired with an EPI sequence
(with a 90° flip angle and using GRAPPA with an acceleration factor
of 2), with the following acquisition parameters: thirty-one 4-mm-
thick near-axial slices acquired in the interleaved order (with 10%
distance factor), 2.1 mm � 2.1 mm in-plane resolution, FoV in the
phase encoding (A �� P) direction 200 mm and matrix size 96 mm �
96 mm, TR � 2,000 ms, and TE � 30 ms. The first 10 s of each run
were excluded to allow for steady-state magnetization.

fMRI data analyses. MRI data were analyzed with SPM5 (http://
www.fil.ion.ucl.ac.uk/spm) and custom MATLAB scripts (available
from http://web.mit.edu/evelina9/www/funcloc). Each subject’s
data were motion corrected and then normalized onto a common brain
space [the Montreal Neurological Institute (MNI) template] and resa-
mpled into 2-mm isotropic voxels. Data were smoothed with a 4-mm
Gaussian filter, high-pass filtered (at 200 s), and then analyzed in
several different ways, as described next.

In the first analysis, to look for sensitivity to musical structure
across the brain we conducted a whole-brain group-constrained sub-
ject-specific (GSS, formerly introduced as “GcSS”) analysis (Fe-
dorenko et al. 2010; Julian et al. 2012). Because this analysis is
relatively new, we provide a brief explanation of what it entails.

The goal of the whole-brain GSS analysis is to discover activations
that are spatially similar across subjects without requiring voxel-level
overlap (cf. the standard random-effects analysis; Holmes and Friston

1998), thus accommodating intersubject variability in the locations of
functional activations (e.g., Frost and Goebel 2011; Pernet et al. 2007;
Tahmasebi et al. 2012). Although the most advanced normalization
methods (e.g., Fischl et al. 1999)—which attempt to align the folding
patterns across individual brains—improve the alignment of func-
tional activations compared with traditional methods, they are still
limited because of the relatively poor alignment between cytoarchi-
tecture (which we assume corresponds to function) and macro-
anatomy (sulci/gyri), especially in the lateral frontal and temporal
cortices (e.g., Amunts et al. 1999; Brodmann 1909). The GSS method
accommodates the variability across subjects in the locations of
functional regions with respect to macroanatomy.

The GSS analysis includes the following steps: 1) Individual
activation maps for the contrast of interest (i.e., Intact Music �
Scrambled Music in this case) are thresholded (the threshold level will
depend on how robust the activations are; we typically, including
here, use the P � 0.001 uncorrected level) and overlaid on top of one
another, resulting in a probabilistic overlap map, i.e., a map in which
each voxel contains information on the percentage of subjects that
show an above threshold response. 2) The probabilistic overlap map
is divided into regions (“parcels”) by an image parcellation (water-
shed) algorithm. 3) The resulting parcels are then examined in terms
of the proportion of subjects that show some suprathreshold voxels
within their boundaries and the internal replicability.

The parcels that overlap with a substantial proportion of individual
subjects and that show a significant effect in independent data (see
below for the details of the cross-validation procedure) are considered
meaningful. (For completeness, we include the results of the standard
random-effects analysis in APPENDIX A.)

We focused on the parcels within which at least 8 of 12 individual
subjects (i.e., �67%; Fig. 1) showed suprathreshold voxels (at the
P � 0.001 uncorrected level). However, to estimate the response of
these regions to music and language conditions, we used the data from
all 12 subjects, in order to be able to generalize the results in the
broadest possible way,3 as follows. Each subject’s activation map was
computed for the Intact Music � Scrambled Music contrast using all

3 To clarify: if a functional region of interest (fROI) can only be defined in,
e.g., 80% of the individual subjects, then the second-level results can be
generalized to only 80% of the population (see Nieto-Castañon and Fedorenko
2012 for further discussion). Our method of defining fROIs in each subject
avoids this problem. Another advantage of the approach whereby the top n%
of the voxels within some anatomical/functional parcel are chosen in each
individual is that the fROIs are identical in size across participants.

RH LH R AntTemp

R PostTemp

R Premotor

L AntTemp

L PostTemp

L Premotor

SMA

Fig. 1. Top: music-structure-sensitive parcels projected onto the surface of the brain. The parcels are regions within which most subjects (at least 8 of 12) showed
above threshold activation for the Intact Music � Scrambled Music contrast (P � 0.001; see METHODS for details). Bottom: parcels projected onto axial slices
(color assignment is similar to that used for the surface projection, with less saturated colors). For both surface and slice projection, we use the smoothed MNI
template brain (avg152T1.nii template in SPM).
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but one run of data, and the 10% of voxels with the highest t value
within a given parcel (Fig. 1) were selected as that subject’s fROI. The
response was then estimated for this fROI using the left-out run. This
procedure was iterated across all possible partitions of the data, and
the responses were then averaged across the left-out runs to derive a
single response magnitude for each condition in a given parcel/
subject. This n-fold cross-validation procedure (where n is the number
of functional runs) allows one to use all of the data for defining the
ROIs and for estimating the responses (cf. the Neyman-Pearson
lemma; see Nieto-Castañon and Fedorenko 2012 for further discus-
sion), while ensuring the independence of the data used for fROI
definition and for response estimation (Kriegeskorte et al. 2009).

Statistical tests across subjects were performed on the percent
signal change (PSC) values extracted from the fROIs as defined
above. Three contrasts were examined: 1) Intact Music � Scrambled
Music to test for general sensitivity to musical structure; 2) Intact
Music � Pitch Scrambled to test for sensitivity to pitch-related
musical structure; and 3) Pitch Scrambled � Scrambled Music (both
pitch and rhythm scrambled) to test for sensitivity to rhythm-related
musical structure. The contrasts we used to examine sensitivity to
pitch versus rhythm scrambling were motivated by an important
asymmetry between pitch and timing information in music. Specifi-
cally, pitch information can be affected by the timing and order of
different notes, while rhythm information can be appreciated even in
the absence of pitch information (e.g., drumming). Consequently, to
examine sensitivity to pitch scrambling, we chose to focus on stimuli
with intact rhythmic structure, because scrambling the onsets of notes
inevitably has a large effect on pitch-related information (for example,
the grouping of different notes into chords). For the same reason, we
used conditions whose pitch structure was scrambled to examine the
effect of rhythm scrambling.

Because we observed sensitivity to the scrambling manipulation
across extensive parts of the temporal lobes, we conducted a further
GSS analysis to test whether there are lower-level regions that
respond strongly to sounds but are insensitive to the scrambling of
musical structure. To do so, we searched for voxels in each subject’s
brain that 1) responded more strongly to the Intact Music condition
than to the baseline silence condition (at the P � 0.001, uncorrected,
threshold) but that 2) did not respond more strongly to the Intact
Music condition compared with the Scrambled Music condition (P �
0.5). Steps 1, 2, and 3 of the GSS analysis were then performed as
described above. Also as in the above analysis, we focused on parcels
within which at least 8 of 12 individual subjects (i.e., �67%) showed
voxels with the specified functional properties.

In the second analysis, to examine the responses of the music-
structure-sensitive fROIs to high-level linguistic structure, we used
the same fROIs as in the first analysis and extracted the PSC values
for the Sentences and Word Lists conditions. Statistical tests were
performed on these values. The contrast Sentences � Word Lists was
examined to test for sensitivity to high-level linguistic structure (i.e.,
syntactic and/or compositional semantic structure).

To demonstrate that the Sentences � Word Lists contrast engages
regions that have been previously identified as sensitive to linguistic
structure (Fedorenko et al. 2010), we also report the response profiles
of brain regions sensitive to high-level linguistic processing, defined
by the Sentences � Nonword Lists contrast. We report the responses
of these regions to the three language conditions (Sentences, Word
Lists, and Nonword Lists; the responses to the Sentences and Non-
word Lists conditions are estimated with cross-validation across runs)
and to the Intact Music and Scrambled Music conditions. These data
are the same as those reported previously by Fedorenko et al. (2011),
except that the fROIs are defined by the top 10% of the Sentences �
Nonword Lists voxels, rather than by the hard threshold of P � 0.001,
uncorrected. This change was made to make the analysis consistent
with the other analyses in this report; the results are similar regardless
of the details of the fROI definition procedure.

RESULTS

Looking for sensitivity to musical structure across the brain.
The GSS analysis revealed seven parcels (Fig. 1) in which the
majority of subjects showed a greater response to intact than
scrambled music. In the remainder of this article we will refer
to these regions as “music-structure-sensitive” regions. These
include bilateral parcels in the anterior superior temporal gyrus
(STG) (anterior to the primary auditory cortex), bilateral par-
cels in the posterior STG (with the right hemisphere parcel also
spanning the middle temporal gyrus4), bilateral parcels in the
premotor cortex, and the supplementary motor area (SMA).
Each of the seven regions showed a significant effect for the
Intact Music � Scrambled Music contrast, estimated with
independent data from all 12 subjects in the experiment (P �
0.01 in all cases; Table 1).

Our stimulus scrambling procedure allowed us to separately
examine the effects of pitch and rhythm scrambling. In Fig. 2
we present the responses of our music-structure-sensitive
fROIs to all four conditions of the music experiment (estimated
with cross-validation, as described in METHODS). In each of
these regions we found significant sensitivity to both the pitch
scrambling and rhythm scrambling manipulations (all P �
0.05; Table 1).

One could argue that it is unsurprising that the responses to
the Pitch Scrambled and Rhythm Scrambled conditions fall in
between the Intact Music and the Scrambled Music conditions
given that the Intact Music � Scrambled Music condition was
used to localize the regions. It is worth noting that this did not
have to be the case: for example, some regions could show the
Intact Music � Scrambled Music effect because the Intact
Music condition has a pitch contour; in that case, the Rhythm
Scrambled condition—in which the pitch contour is pre-
served—might be expected to pattern with the Intact Music
condition, and the Pitch Scrambled condition with the Scram-
bled Music condition. Nevertheless, to search for regions
outside of those that respond more to intact than scrambled
music, as well as for potential subregions within the music-
structure-sensitive regions, we performed additional whole-
brain GSS analyses on the narrower contrasts (i.e., Pitch
Scrambled � Scrambled Music and Rhythm Scrambled �
Scrambled Music). If some regions outside of the borders of
our Intact Music � Scrambled Music regions, or within their
boundaries, are selectively sensitive to pitch contour or rhyth-
mic structure, the GSS analysis on these contrasts should
discover those regions. Because these contrasts are function-
ally narrower and because we wanted to make sure not to miss
any regions, we tried these analyses with thresholding individ-
ual maps at both P � 0.001 (as for the Intact Music �
Scrambled Music contrast reported here) and a more liberal,
P � 0.01 level. The regions that emerged for these contrasts
1) fell within the broader Intact Music � Scrambled Music
regions and 2) showed response profiles similar to those of the
Intact Music � Scrambled Music regions, suggesting that we

4 Because we were concerned that the RPostTemp parcel was large, span-
ning multiple anatomical structures, we performed an additional analysis in
which prior to its parcellation the probabilistic overlap map was thresholded to
include only voxels where at least a quarter of the subjects (i.e., at least 3 of
the 12) showed the Intact Music � Scrambled Music effect (at the P � 0.001
level or higher). The resulting much smaller parcel—falling largely within the
middle temporal gyrus—showed the same functional properties as the original
parcel (see APPENDIX B).
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are not missing any regions selectively sensitive to the pitch
contour or rhythmic structure.

The “control” GSS analysis revealed three parcels (Fig. 3)
that responded strongly to all four music conditions but showed
no sensitivity to the scrambling manipulation (replicating the
search criteria in independent data). These parcels fell in the
posterior portion of the STG/superior temporal sulcus (STS),
overlapping also with Heschl’s gyrus, and thus plausibly cor-
responding to primary auditory regions. Each of the three
regions showed a significant effect for the Intact Music �
Baseline contrast, estimated in independent data (all t � 6, all
P � 0.0005) but no difference between the Intact and Scram-
bled Music conditions (all t � 1.1, not significant; Fig. 4).
[Note that although these parcels may spatially overlap with
the music-structure-sensitive parcels discussed above, individ-
ual fROIs are defined by intersecting the parcels with each
subject’s activation map. As a result, the music-structure-
sensitive and control fROIs are unlikely to overlap in individ-
ual subjects.]T
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Fig. 2. Responses of music-structure-sensitive regions discovered by the
group-constrained subject-specific (GSS) analysis and defined in each individ-
ual participant with the 10% of voxels in a given parcel with the most
significant response to the Intact Music � Scrambled Music contrast. The
responses are estimated by n-fold cross-validation, as discussed in METHODS, so
that the data used to define the functional regions of interest (fROIs) and
estimate the responses are independent. Error bars reflect SE. BOLD, blood
oxygenation level dependent.
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Sensitivity to musical structure vs. high-level linguistic
structure. In Fig. 5, top, we show the responses of Intact Music �
Scrambled Music fROIs to the three conditions of the language
experiment (Sentences, Word Lists, and Nonword Lists). Al-
though the music-structure-sensitive regions respond above base-
line to the language conditions, none shows sensitivity to linguis-
tic structure, responding similarly to the Sentences and Word Lists
conditions (all t � 1).

In Fig. 5, bottom, we show the responses of brain regions
sensitive to high-level linguistic structure (defined as respond-
ing more strongly to the Sentences condition than to the
Nonword Lists condition) to the language and music condi-
tions. The effect of linguistic structure (Sentences � Word
Lists) was robust in all of the language fROIs (all t � 3.4, all
P � 0.005). These effects demonstrate that the lack of sensi-
tivity to high-level linguistic structure in the music fROIs is not
due to the ineffectiveness of the manipulation: the Sentences �
Word Lists contrast activates extended portions of the left
frontal and temporal cortices (see Fedorenko and Kanwisher

2011 for sample individual whole-brain activation maps for
this contrast). However, although several of the language
fROIs show a stronger response to the Intact Music than the
Scrambled Music condition (with a few regions reaching sig-
nificance at the P � 0.05 uncorrected level: LIFGorb, LIFG,
LAntTemp, LMidAntTemp, and LMidPostTemp), this effect
does not survive the FDR correction for the number of regions
(n � 8). Additionally, in only two of the regions (LIFGorb and
LIFG) is the response to the Intact Music condition reliably
greater than the response to the fixation baseline condition5

(compare to the temporal musical-structure-sensitive regions,
in which this difference is highly robust: P � 0.0001 in the
right AntTemp and PostTemp regions and in the left AntTemp
region; P � 0.005 in the left PostTemp region). The overall
low response to intact music suggests that these regions are less
relevant to the processing of musical structure than are the
temporal regions we found to be sensitive to music scrambling.

DISCUSSION

Our results revealed several brain regions that showed apparent
sensitivity to music structure, as evidenced by a stronger response
to intact than scrambled musical stimuli. These regions include

5 Note that the lack of a large response to music relative to the fixation
baseline in the language fROIs is not because these regions only respond to
visually presented stimuli. For example, in Fedorenko et al. (2010) we report
robust responses to auditorily presented linguistic stimuli in these same
regions.

R Post STG1

R Post STG2

L Post STG

LHRH

Fig. 3. Top: parcels from the “control” GSS analysis projected onto the surface
of the brain (only 2 of the 3 parcels are visible on the surface). The parcels are
regions within which most subjects (at least 8 of 12) showed voxels that
responded robustly to Intact Music but did not differ in their response to Intact
vs. Scrambled Music conditions (see METHODS for details). Bottom: parcels
projected onto axial slices (color assignment is similar to that used for the
surface projection). For both surface and slice projection we use the smoothed
MNI template brain (avg152T1.nii template in SPM).
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Scrambled Music effect. The ROIs are defined functionally with a conjunction
of the Intact Music � Baseline contrast and a negation of the Intact Music �
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validation, as discussed in METHODS, so that the data used to define the fROIs
and estimate the responses are independent.

Music fROIs
(mask: Intact Music > Scrambled Music, best 10% of voxels)

-0.5

0

0.5

1

1.5

2

RAntT
em

p

RPost
Tem

p

LAntT
em

p

LPost
Tem

p

RPrem
oto

r

LPrem
oto

r
SMA

Pe
rc

en
t B

O
L

D
 si

gn
al

 c
ha

ng
e

Sentences
Word lists
Nonword lists

Language fROIs
(mask: Sentences > Nonword lists, best 10% of voxels)

-1

-0.5

0

0.5

1

1.5

LIFGorb LIFG
LMFG

LAntT
em

p

LMidA
ntT

em
p

LMidP
ost

Tem
p

LPost
Tem

p

LAng
G

Pe
rc

en
t B

O
L

D
 si

gn
al

 c
ha

ng
e

Sentences
Word lists
Nonword lists
Intact Music
Scrambled Music

Fig. 5. Double dissociation: music fROIs are not sensitive to linguistic
structure, and language fROIs are not sensitive to music structure. Top:
responses of music-structure-sensitive regions to the language conditions
(regions were defined in each individual participant with the 10% of voxels
within each parcel that had the highest t values for the Intact Music �
Scrambled Music comparison, as described in METHODS). Bottom: responses of
brain regions sensitive to high-level linguistic processing to the language and
music conditions [regions were defined in each individual participant with the 10%
of voxels within each parcel that had the highest t values for the Sentences �
Nonword Lists comparison; parcels were taken from Fedorenko et al. (2010)].
[With the exception of the Word Lists condition, these data were reported in
Fedorenko et al. (2011).]
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anterior parts of the STG bilaterally and posterior parts of the
superior and middle temporal gyri bilaterally, as well as premotor
regions and the SMA. A control analysis revealed brain regions in
and around primary auditory cortices that robustly responded to
intact musical stimuli—similar to the regions above—and yet
showed no difference between intact and scrambled musical
stimuli, in contrast to regions sensitive to musical structure. The
latter result suggests that sensitivity to musical structure is mainly
limited to regions outside of primary auditory cortex. We draw
three main conclusions from our findings. First, and most impor-
tantly, sensitivity to musical structure is robustly present in the
temporal lobes, consistent with the patient literature. Second, each
of the music-structure-sensitive brain regions shows sensitivity to
both pitch and rhythm scrambling. And third, there exist brain
regions that are sensitive to musical but not high-level linguistic
structure, again as predicted by patient findings (Luria et al. 1965;
Peretz and Coltheart 2003).

Brain regions sensitive to musical structure. Previous pa-
tient and neuroimaging studies have implicated brain regions
anterior and posterior to primary auditory cortex in music
processing, but their precise contribution to music remains an
open question (for reviews see, e.g., Griffiths and Warren
2002; Koelsch 2011; Koelsch and Siebel 2005; Limb 2006;
Patel 2003, 2008; Peretz and Zatorre 2005; Samson et al. 2011;
Zatorre and Schoenwiesner 2011). In the present study we
found that regions anterior and posterior to Heschl’s gyrus in
the superior temporal plane (PP and PT) as well as parts of the
superior and middle temporal gyri respond more to intact than
scrambled musical stimuli, suggesting a role in the analysis or
representation of musical structure.

Why haven’t previous neuroimaging studies that used scram-
bling manipulations observed sensitivity to musical structure in
the temporal lobe? A likely reason is that our manipulation
scrambles musically relevant structure more drastically than pre-
vious manipulations. In particular, previous scrambling proce-
dures have largely preserved local musical structure (e.g., by
rearranging �300-ms-long chunks of music; Levitin and Menon
2003), to which temporal regions may be sensitive. There is, of
course, also a cost associated with the use of a relatively coarse
manipulation of musical structure: the observed responses could
in part be driven by factors unrelated to music (e.g., lower-level
pitch and timing differences; e.g., Zatorre and Belin 2001). Re-
assuringly though, bilateral regions in the posterior STG/Heschl’s
gyrus, in and around primary auditory cortex, showed similarly
strong responses to intact and scrambled musical stimuli. Thus,
although it is difficult to rule out the contribution of low-level
differences to the scrambling effects we observed, we think it is
likely that the greater response to intact than scrambled music
stimuli is at least partly due to the presence of (Western) musical
structure (e.g., key, meter, harmony, melodic contour), particu-
larly in the higher-order temporal regions.

What is the function of the music-structure-sensitive brain
regions? One possibility is that these regions store musical
knowledge6 [what Peretz and Coltheart (2003) refer to as the
“musical lexicon”], which could include information about

melodic and/or rhythmic patterns that are generally likely to
occur (presumably learned from exposure to music), as well as
memories of specific musical sequences (“musical schemata”
and “musical memories”, respectively; Justus and Bharucha
2001; also Bharucha and Stoeckig 1986; Patel 2003; Tillmann
et al. 2000). The response in these regions could therefore be
a function of how well the stimulus matches stored represen-
tations of prototypical musical structures.

It is also possible that some of the observed responses reflect
sensitivity to more generic types of structure in music. For
example, the scrambling procedure used here affects the over-
all consonance/dissonance of simultaneous and adjacent notes,
which may be important given that pitch-related responses
have been reported in anterior temporal regions similar to those
observed here (Norman-Haignere et al. 2011; Patterson et al.
2002; Penagos et al. 2004) and given that consonance percep-
tion appears to be closely related to pitch processing (McDermott
et al. 2010; Terhardt 1984). In addition, the scrambling procedure
affects the distribution and variability of interonset note intervals
as well as the coherence of different musical streams/melodic
lines. Teasing apart sensitivity to generic versus music-specific
structure will be an important goal for future research.

In addition to the temporal lobe regions, we also found
sensitivity to music scrambling in bilateral premotor regions
and in the SMA. These regions are believed to be important for
planning complex movements and have been reported in sev-
eral neuroimaging studies of music, including studies of mu-
sicians listening to pieces they can play, which presumably
evokes motor imagery (e.g., Bangert et al. 2006; Baumann
et al. 2005), as well as studies on beat perception and synchro-
nization (e.g., Chen et al. 2006; Grahn and Brett 2007; Kor-
nysheva et al. 2010). Although one might have predicted that
rhythm structure would be more important than melodic struc-
ture for motor areas, pitch and rhythmic structure are highly
interdependent in music (e.g., Jones and Boltz 1989), and thus
scrambling pitch structure may have also affected the per-
ceived rhythm/meter.

Sensitivity to pitch vs. rhythm scrambling. Musical pitch and
rhythm are often separated in theoretical discussions (e.g.,
Krumhansl 2000; Lerdahl and Jackendoff 1983). Furthermore,
some evidence from amusic patients and neuroimaging studies
suggests that mechanisms that support musical pitch and rhyth-
mic processing may be distinct, with some studies further
suggesting that the right hemisphere may be especially impor-
tant for pitch perception and the left hemisphere more impor-
tant for rhythm perception (see, e.g., Peretz and Zatorre 2005
for a summary). However, we found that each of the brain
regions that responded more to intact than scrambled music
showed sensitivity to both pitch and rhythm scrambling ma-
nipulations (see also Griffiths et al. 1999). This surprising
result may indicate that the processing of pitch and rhythm are
inextricably linked (e.g., Jones and Boltz 1989), a conclusion
that would have important implications for our ultimate under-
standing of the cognitive and neural mechanisms underlying
music. In an intriguing parallel, current evidence suggests a
similar overlap in brain regions sensitive to lexical meanings
and syntactic/compositional semantic structure in language
(e.g., Fedorenko et al. 2012). It is worth noting, however, that
even though the responses of all the music-structure-sensitive
regions were affected by both pitch and rhythm scrambling,
these regions may differ with respect to their causal role in

6 One could hypothesize that musical memories are instead stored in the
hippocampus and adjacent medial temporal lobe structures, which are implicated
in the storage of episodic memories. However, Finke et al. (2012) recently
provided evidence against this hypothesis, by demonstrating that a professional
cellist who developed severe amnesia following encephalitis nevertheless per-
formed similarly to healthy musicians on tests of music recognition.
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processing pitch versus rhythm, as could be probed with
transcranial magnetic stimulation in future work.

Sensitivity to musical vs. high-level linguistic structure.
None of the regions that responded more to intact than scram-
bled musical stimuli showed sensitivity to high-level linguistic
structure (i.e., to the presence of syntactic and semantic rela-
tionships among words), suggesting that it is not the case that
these regions respond more to any kind of structured compared
with unstructured/scrambled stimulus. This lack of sensitivity
to linguistic structure in the music-structure-sensitive regions is
notable given that language stimuli robustly activate extended
portions of the frontal and temporal lobes, especially in the left
hemisphere (e.g., Binder et al. 1997; Fedorenko et al. 2010;
Neville et al. 1998). However, these results are consistent with
two recent reports of the lack of sensitivity to musical structure
in brain regions that are sensitive to high-level linguistic
structure (Fedorenko et al. 2011; Rogalsky et al. 2011). For
completeness, we report data from Fedorenko et al. (2011)
(which used the same linguistic stimuli that we used to probe
our music parcels) in the present article. Brain regions sensitive
to high-level linguistic processing showed robust sensitivity to
linguistic structure (in independent data), responding signifi-
cantly more strongly to the Sentences condition, which in-
volves syntactic and compositional semantic structure, than to
the Word Lists condition, which has neither syntactic nor
compositional semantic structure. However, the response to the
Intact Music condition in these regions was low, even though
a few ROIs (e.g., LIFGorb) showed a somewhat higher re-
sponse to intact than scrambled stimuli, consistent with Levitin
and Menon (2003). Although this sensitivity could be func-
tionally important, possibly consistent with the “neural re-use”
hypotheses (e.g., Anderson 2010), these effects should be
interpreted in the context of the overall much stronger response
to linguistic than musical stimuli.

The existence of the regions identified here that respond to
musical structure but not linguistic structure does not preclude
the existence of other regions that may in some way be
engaged by the processing of both musical and linguistic
stimuli (e.g., Francois and Schon 2011; Janata and Grafton
2003; Koelsch et al. 2002; Maess et al. 2001; Merrill et al.
2012; Osnes et al. 2012; Patel 2003; Tillmann et al. 2003). As
noted in the introduction, these previously reported regions of
overlap appear to be engaged in a wide range of demanding
cognitive tasks, including those that have little to do with
music or hierarchical structural processing (e.g., Corbetta and
Shulman 2002; Duncan 2001, 2010; Duncan and Owen 2000;
Miller and Cohen 2001). Consistent with the idea that musical
processing engages some domain-general mechanisms, several
studies have now shown that musical training leads to improve-
ment in general executive functions, such as working memory
and attention (e.g., Besson et al. 2011; Moreno et al. 2011;
Neville et al. 2009; Sluming et al. 2007; Strait and Kraus 2011;
cf. Schellenberg 2011). Similarly, our findings are orthogonal
to the question of whether overlap exists in the lower-level
acoustic processes in music and speech (e.g., phonological or
prosodic processing). Indeed, previous research has suggested
that pitch processing in speech and music may rely on shared
encoding mechanisms in the auditory brain stem (Krizman et
al. 2012; Parbery-Clark et al. 2012; Strait et al. 2011; Wong et
al. 2007).

Conclusions. Consistent with findings from the patient liter-
ature, we report several regions in the temporal cortices that are
sensitive to musical structure and yet show no response to
high-level linguistic (syntactic/compositional semantic) struc-
ture. These regions are candidates for the neural basis of music.
The lack of sensitivity of these regions to high-level linguistic
structure suggests that the uniquely and universally human
capacity for music is not based on the same mechanisms as our
species’ other famously unique capacity for language. Future
work can now target these candidate “music regions” to ex-
amine neural specialization for music and to characterize the
representations they store and the computations they perform.

APPENDIX A

Results of Traditional Random-Effects Analysis for Intact Music �
Scrambled Music Contrast

In Fig. 6 we show the results of the traditional random-effects
group analysis for the Intact Music � Scrambled Music contrast.
This analysis reveals several clusters of activated voxels, including
1) bilateral clusters in the STG anterior to primary auditory cortex (in
the planum polare), 2) a small cluster in the right posterior temporal
lobe that falls mostly within the middle temporal gyrus, and 3) several
clusters in the right frontal lobe, including both right IFG, consistent
with Levitin and Menon’s (2003) findings, and right middle frontal
gyrus (see Table 2).

APPENDIX B

Additional Analysis for RPostTemp Parcel

Because the parcel that was discovered in the original GSS analysis
in the right posterior temporal cortex was quite large, spanning
multiple anatomical structures, we performed an additional analysis in
which prior to its parcellation the probabilistic overlap map was
thresholded to include only voxels where at least a quarter of the
subjects (i.e., at least 3 of the 12) showed the Intact Music �
Scrambled Music effect (at the P � 0.001 level or higher). Such
thresholding has two consequences: 1) parcels decrease in size and
2) fewer subjects may show suprathreshold voxels within the parcel.
In Fig. 7, left, we show the original RPostTemp parcel (in turquoise)
and the parcel that resulted from the new analysis (in green). The new
parcel falls largely within the middle temporal gyrus. Nine of the
twelve subjects showed voxels within the boundaries of the new
parcel that reached significance at the P � 0.001 level at the whole-
brain level.

To estimate the response profile of this region, we used the same
procedure as in the analysis reported above. In particular, we used the
10% of voxels with the highest Intact Music � Scrambled Music
voxels in each subject within the parcel for all but the first run of the
data. We then iteratively repeated the procedure across all possible
partitions of the data and averaged the responses across the left-out

0

2

4

6

Fig. 6. Activation map from the random effects analysis for the Intact Music �
Scrambled Music contrast (thresholded at P � 0.001, uncorrected) projected onto
the single-subject template brain in SPM (single_subj_T1.img).
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runs. The responses of the smaller RPostTemp fROI to the four music
conditions are shown in Fig. 7, right. As expected, the responses are
similar to those observed for the original fROI because we are simply
narrowing in on the peak part of the original parcel. The statistics for
the three contrasts examining sensitivity to musical scrambling were
as follows: general sensitivity to musical structure: Intact Music �
Scrambled Music, t(11) � 3.49, P � 0.005; sensitivity to pitch
scrambling: Intact Music � Pitch Scrambled, t(11) � 3.35, P �
0.005; sensitivity to rhythm scrambling: Pitch Scrambled � Scram-
bled Music, t(11) � 2.75, P � 0.01.

Furthermore, as in the original analysis, the new RPostTemp fROI
showed no sensitivity to linguistic structure, responding similarly
strongly to lists of words and sentences: 0.40 (SE � 0.25) and 0.44
(SE � 0.23), respectively (t � 1).
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Fig. 7. Left: original and new RPostTemp parcels projected onto the lateral surface. Right: responses of the new fROI to the 4 music conditions (estimated with
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