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The Project

@ Replace existing dedicated DB server

@ Use old DB server as live spare with
replication software



Why?

@ Improve interactive response
@ Increase service availability

@ Upgrade from PG 7.2 to 7.4



What Needs Fixing?

@ You cant fix something if you dont know
what isnt working right

@ Measure everything



Measurement Tools

@ systat -vmstat
@ disk: MB/s, tps, KB/t, % busy
@ memory & CPU usage

@ “Feel” of application

@ Log files

® DB Statistics



The Existing Server

® Dual Pentium III

@ 4 Disk SCSI hardware RAIDIO for data
@ 2 GB RAM

@ Postgres 7.2

@ FreeBSD 4.x



Database

® Customers
® Customers’ List Members
@ Customers’ Messages

@ Tracking Information
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DB Statistics

@ Enable in postgresql.conf

@ Query from psql:
o SELECT * FROM pg_stat_activity;

@ SELECT relname,relkind,relpages FROM pg_class
WHERE relname NOT LIKE 'pg_%';



Results

@ Disk capacity saturated

@ RAM insufficient for both queries and disk
cache

@ Index bloat partly to blame



New Server Goals

@ Improve disk subsystem speed

@ increase number of spindles

@ separate pg_xlog from main data disks
@ Increase RAM

@ 4GB is max on 32-bit CPU without
trickery



New Configuration

@ Dual Xeon

@ 14 disk external SCSI array for data
@ 2 disk internal array for system + log
@ 4 GB RAM

@ Postgres 7.4

@ FreeBSD 4.x



Disk Array Options

@ Internal 2-disk array only one choice: RAIDI
11]iggels

® External 14-disk:
@& RAIDS
@ RAIDIO

& RAIDSO



Evaluating Arrays

@ DB restfore of live database snapshot
@ Sample queries

@ bonnie++ and iozone



And the Winner Is...

RAIDS



PostgreSQL Tuning



Shared Buffers

@ 30,000 buffers
@ Wisdom from mailing list

@ Personal experience with old server

@ Wire SHM pages to RAM:
kern.ipc.shm_use_phys=1



Other Settings

@ Sort Memory

@ Vacuum Memory

@ Free Shared Map

@ Checkpoint Segments

@ Commit Delay






Query Profiling

@ Examine logs fo identify slow queries
@ EXPLAIN

@ Analyze program holistically



Problems Persist

@ Indexes still growing

@ Log disk highly ufilized



The Causes

@ Long running transactions were idle

@ Open transactions prevented data and index
rows from being reused

@ Tracking data recorded as it came in



Lather, Rinse, Repeat

@ Never stop monitoring
@ Keep looking for optimizations

@ Take good notes
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