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Simulation of Weld Pool Dynamics in the 
Stationary Pulsed Gas Metal Arc Welding 

Process and Final Weld Shape 

A computer simulation accurately predicts weld pool 
fluid flow convection and final weld shape 

BY M. H. CHO, Y. C. LIM, AND D. F. FARSON 

ABSTRACT. The pulsed gas metal arc 
welding (GMAW-P) process was modeled 
numerically using a code based on the vol­
ume of fluid (VOF) technique, chosen pri­
marily for its ability to accurately calculate 
the shape and motion of free fluid sur­
faces, which is needed for subsequent 
study of welding phenomena such as bead 
hump formation, incomplete fusion in 
narrow groove welds, and weld toe geom­
etry. According to the mathematical mod­
els with parameters obtained from analy­
sis of high-speed video images and data 
acquisition (DAQ) system, GMAW-P was 
simulated and then validated by compari­
son of measured and predicted weld de­
posit geometry, transient radius, and tem­
perature history. Based on the weld 
simulation parameters, a parametric study 
of weld simulation was performed to 
demonstrate and understand the effec­
tiveness of individual simulation parame­
ters on heat and fluid flow in the molten 
weld pool and the final configuration of 
stationary welds. Constricted current den­
sity drastically increased the weld pene­
tration and decreased the weld radius, pri­
marily by reducing the convexity of the 
weld deposit and promoting heat transfer 
to the bottom of the weld pool. Con­
versely, decreased arc force and increased 
arc pressure radius both decreased the 
weld penetration for the same reason. 
Based on the understanding of weld pool 
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spreading, GMAW-P was simulated with 
an additional heat source to demonstrate 
the utility of the simulation in predicting 
final weld shape in complex welding 
situations. 

Introduction 

During arc welding processes such as 
gas metal arc welding (GMAW) and gas 
tungsten arc welding (GTAW), fluid flow 
and heat flow are key factors that deter­
mine the final weld shape. Therefore, 
many previous efforts have been made to 
predict these two aspects of arc welding by 
numerical simulation. While currently 
available welding heat flow and distortion 
simulations are quite comprehensive and 
accurate enough for many practical pur­
poses, phase change and fluid flow phe­
nomena occurring in arc welding are com­
plex and have still not been realistically 
simulated. In particular, numerical 
model-based prediction of the dynamic 
changes in the shape of the liquid weld 
pool surface would be useful in many ap­
plications if they were possible. Examples 
include weld toe shape (Ref. 1) and weld 
bead hump formation (Ref. 2). 

In GMAW, heat input to the weld pool 
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is composed of a direct arc heat input and 
the enthalpy of molten droplets transfer­
ring from the welding wire. In numerical 
weld pool simulations, the current density 
is also needed to predict the distribution 
of Lorentz force in the weld pool fluid. 
These parameters are difficult to measure 
for GMAW because of difficulties posed 
by filler metal transfer, but measurements 
have been made for GTAW. To quantify di­
rect heat and also the electrical current 
distributions on the weld pool surface, Lu 
and Kou (Ref. 3) measured power and 
current density distributions using a split 
copper block. Based on the analysis by the 
Abel inversion method, the shape of 
power and current distribution were 
found out to be Gaussian density func­
tions, so the arc shape could be described 
by the total magnitudes (i.e., total heat 
input and current) and Gaussian distribu­
tion parameters. 

The shape of the weld pool and bead 
shape are also strongly affected by the flow 
of plasma in the welding arc. The forces 
exerted by the arc plasma jet on the weld 
pool are the arc stagnation pressure and 
drag force. Arc pressure acts on the weld 
pool surface in the normal direction, de­
pressing the molten deposit. Arc pressure 
density distribution on the weld pool sur­
face has also been investigated for GTAW 
(Ref. 4), and was characterized as a Gauss­
ian density distribution function. Adonyi 
et al. (Ref. 5) studied its effect on the weld 
pool dynamics and found that the arc pres­
sure mainly caused the depression of the 
weld pool surface. Drag force is a shear 
stress on the liquid metal surface pro­
duced by plasma gas flow. Tanaka et al. 
(Ref. 6) investigated the driving forces for 
weld pool convection during gas tungsten 
arc welding, and the drag force and the 
Marangoni force (discussed below) were 
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Fig. 1 — High-speed video sequences showing different metal transfer of molten droplets at later times. 
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Fig. 2 — Images of electrode tip used to measure the tip taper angles. 

found to be dominant. Convection caused 
by surface tension gradients has major ef­
fects (Ref. 3) on weld pool shape. The 
mechanism was studied by Heiple and 
Roper (Refs. 7,8). They proposed that the 
final weld shape can be significantly al­
tered by variations of the surface active el­
ements (e.g., sulfur) that changes the di­
rection of surface tension gradient 
induced flow (Marangoni flow) in GTA 
welding conditions. 

Based on understanding the well-
known forces and heat input in the weld 
pool, many researchers simulated arc 
welding processes and studied weld pool 
convection, the formation of the weld pool 
and molten droplets, droplet transfer, and 
solidified weld bead shape. The idea of 

solving for the shape 
of the free surface of 
a fluid volume as a 
static energy mini­
mization problem 
(Ref. 9) has been ap­
plied to calculate 
weld bead shape by a 
number of authors 
(Refs. 10-14). 
Zhang et al. (Refs. 
15-17) studied the 

three-dimensional numerical simulation 
of the complex geometry such as fillet 
welds based on the surface energy mini­
mization for the surface deformation 
tracking. Also, Kumar and DebRoy (Ref. 
18) developed optimization algorithm to 
minimize the error between the experi­
mental results and the simulation results 
by the determination of unknown vari­
ables from a limited volume of experi­
mental data. 

Since the molten weld metal is not sta­
tionary and is also cooling and solidifying 
as it accumulates and spreads to form a 
weld bead, a more accurate analysis of 
bead shape takes simultaneous fluid and 
heat flow into account in addition to the 
forces included in the static balance. Tra-

Table 1 — Thermophysical Material Properties of A36 Used in the Simulation 

Density 
Dynamic viscosity 
Thermal conductivity (s) 
Thermal conductivity (1) 
Specific heat (s) 
Specific heat (1) 
Latent heat of fusion 

7800 kg/nv 
6x10-3 kg/ms 
Temp, dependant 
26W/m K 
686 J/kg K 
866 J/kg K 
2.77x105 J/kg 

Thermal expansion coefficient 
Liquidus temp. 
Solidus temp. 
Vaporized temp. 
Heat transfer coefficient 
Emissivity 
Material permeability 

Latent heat of vaporization 7.34 x 106 J/kg Drag coefficient constant 

14.4 x 10-" m/m K 
1798 K 
1768 K 
2900 K 
lOOW/m^K 
0.5 
1.26 x 10-"H/m 
1 

Table 2 — Pulsed GMAW Current Waveform and Welding Parameters 

Peak current 
Background current 
Peak voltage 
Background voltage 
Pulse time 
Pulse frequency 

384 A 
87.4 A 
35.5 V 
24.4 V 
2.2 ms 
250 Hz 

Instantaneous avg. power 
Wire feed speed (WFS) 
Welding wire type 
Wire diameter 
CTWD 
Shielding gas/flow rate 

8842 W 
148 mm/s 
ER70S-6 
1.125 mm 
19.05 mm 
Ar,10CO2/40 ft-Vh 

paga and Szekely (Ref. 19) used the VOF 
numerical technique to simulate the 
isothermal spreading of impacting 
droplets on surfaces. Zheng (Ref. 20) 
modeled the spreading of an impacting 
droplet using the level set method, an­
other interface tracking scheme with sim­
ilarities to VOF. Wang and Tsai (Ref. 21) 
investigated the dynamics of periodic filler 
droplets impinging onto weld pool and 
phase change, using VOF technique that 
can handle a transient deformed weld 
pool surface and the continuum model 
(Ref. 22), respectively. 

More recently, the VOF technique has 
been used to simulate melting and de­
tachment of metal droplets from welding 
wire in GMAW (Refs. 23-28), and Fan 
and Kovacevic (Ref. 29) developed the 
unified two-dimensional axisymmetric 
model to study droplet formation and de­
tachment, droplet transfer in arc plasma, 
impingement of droplets on the weld pool, 
and solidification in gas metal arc welding. 

In summary, GMAW simulations using 
the VOF technique in the previous re­
search papers were limited to a two-
dimensional axisymmetric model, which is 
not useful in most welding applications. 
Also, arc pressure and drag force on the 
weld pool surface induced by plasma gas 
flow were neglected, which is very signifi­
cant when the welding current is high 
enough to generate the spray metal trans­
fer mode. 

In this article, a three-dimensional nu­
merical simulation of a high peak current 
GMAW-P using the VOF method is de­
veloped based on mathematical models, 
especially including arc pressure and 
plasma drag force, obtained from the pre­
vious research papers. In order to arrive at 
a GMAW-P simulation that can be exe­
cuted in a relatively short time and is also 
accurate enough for engineering use, the 
arc effects were represented as boundary 
and body inputs. Thus, simulation para­
meters to characterize the molten filler 
metal droplets and arc dimensions were 
measured from experiments. Also, the 
real-time weld pool radius measurements, 
thermal history measurements at selected 
positions, and cross sections of final weld 
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Fig. 3 — GMA W-P. A — Current waveform; B — voltage waveform. 

profiles and fusion boundaries were used 
for simulation validation. The effects of 
selected individual simulation parameters 
on GMA weld pool flow and final weld 
shape were also investigated. 

Finally, predictions of the transient 
and final weld shape for a dual heat source 
process influence are shown to illustrate 
the usefulness of the simulation for weld­
ing process development, which cannot be 
simulated using a two-dimensional ax-
isymmctric model. 

Experimental Procedure 

Stationary welds were made for 1.8 s 
using the pulsed gas metal arc welding 
process (using a Thermal Arc 500P power 
supply). Materials selected for the experi­
ment were 6.35-mm-thick ASTM A-36 
steel, containing 50 ppm sulfur, with sand­
blasted surface preparation for the work-
piece and 1.143 mm diameter of ER70S-6 
welding wire. Contact-tip-to-work dis­
tance (CTWD) was 19.1 mm. Thermo-
physical material properties of A-36 steel 
are shown in Table 1. 

During the welds, measurements were 
made with a high-speed CCD camera and 
a data acquisition system (DAQ). Images 
of the arc and molten metal pool were cap­
tured by the high-speed CCD camera with 
a 950 nm ±10 nm band pass filter 
mounted between high-speed camera 
lenses used to filter out unwanted arc light 
in order to capture the clear images of 
metal transfer and weld deposit growth. 
According to video images of metal trans­
fer (Fig. 1), one drop per pulse metal 
transfer was observed after 1.2 s of weld 
time. Before that time, the molten metal 
transfer was somewhat random but the 
transfer rate was approximately one drop 
every two pulses. It is supposed that this 
difference in transfer corresponds to dif­
ferences in the temperature distribution in 
the welding wire extension. The arc length 
measured from the arc images was ap­
proximately 4 mm. 

As shown in Fig. 2, 
the electrode tip was 
relatively blunt at the 
beginning of the weld, 
but became sharper 
when the metal trans­
fer stabilized. The tip 
angle was measured to 
be approximately 90 
deg before 1.2 s and 60 
deg after 1.2 s. The 
transient weld deposit 
profile and radius 
were measured from 
images taken at 500 
frames per second. 

The velocity of 
molten droplets was 
too high to analyze at 
the 500 frames per sec­
ond rate, so the recording rate was in­
creased to 4500 frames per second to ana­
lyze their size and speed. 

Welding current and voltage 
waveforms were acquired at a sampling 
rate of 10 kHz. Examples of the 
waveforms are shown in Fig. 3. Peak val­
ues and background values of current 
and voltage, pulse frequency, and pulse 
duration were obtained from the 
waveforms and used to calculate the in­
stantaneous average power, peak power, 
and background power for the heat input 
in the weld system during the process. 
The waveform parameters and welding 
parameters are displayed in Table 2. 

Mathematical Modeling and 
Numerical Simulation 

The GMAW-P weld pool and bead de­
posit were mathematically modeled using 
3-D Cartesian coordinate system, and the 
governing equations were solved numeri­
cally to simulate the arc welding process 
using Flow3D commercial code. The liq­
uid metal was considered to be an incom­
pressible Newtonian fluid, and flow was 
laminar. The density change of molten 

Fig. 4 — Temperature vs. thermal conductivity used in the simulations. 

metal was only considered for the buoy­
ancy term in the momentum equation 
using a Boussinesq approximation. The 
flow at the solid/liquid phase interface 
was modeled using a porous media drag 
concept (Ref. 39). Arc heat input (defined 
as the direct heat input to the workpiece) 
and arc pressure on the molten pool sur­
face were modeled as Gaussian density 
distributions. The total heat input applied 
to the workpiece, calculated by multiply­
ing the instantaneous average arc power 
by a process efficiency, was the sum of di­
rect heat input and the latent heat of 
droplets. 

The weld pool simulation was based on 
the numerical solution of mass, momen­
tum, and energy conservation relation­
ships 
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Fig. 5 — Drop velocity measurement. A — For one drop per every two pulses (125 Hz); B — one drop per pulse (250 Hz). 
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Fig. 6 — A — Cross sections of actual weld; B — 
lidification of weld; C — top views of the weld for 
ulation. 

simulated weld after the so-
the experiment and the sim-

dU_ 

dt 
+ vVt/ \ = W'(kVT) + Us 

(3) 

where v is molten metal velocity, ms is a 
mass source term, P is hydrodynamic pres­
sure, v is kinematic viscosity, f is body ac­
celerations due to body force (e.g., gravity 
acceleration), p is a fluid density, K is the 
drag coefficient for a porous media model, 
U is internal energy per unit mass, k is 
thermal conductivity (temperature-
dependent^ values), T is a local tempera­
ture and, Us is an energy source term due 
to a mass source term. 

To model solid-liquid phase changes, 
the mathematical model of enthalpy-
temperature relationship is 

p,C,T T<T, 

• I _ ' . v 

hW+pftij-T,) (T,<T) (4) 

where h is enthalpy, 
ps and p; are solid 
and liquid density, 
respectively, Cs and 
Q are specific heat 
at constant volume 
of the solid and liq­
uid phases, Ts and 
7} are solidus and 
liquidus tempera­
tures of the metal 
alloy, and hsl is the 
latent heat of fusion 
for phase change 
between liquid and 
solid. 

The simula­
tion technique used 
in this work is based 

on an additional advection relationship 
that expresses the conservation of volume 
fraction in the fluid flow at the free surface 
and fluid interfaces (for a two-fluid 
model). It is derived from the conserva­
tive form of the mass conservation law 
using density and fluid volume fraction 
relationships 

dp 

dt 
(5) 

-V.(vp) = 

P = P„F (6) 

ms=PoFs (7) 
where p is the zone density at the current 
cell, p„ is the density of material, F is a vol­
ume fraction of a fluid, and Fs represents 
the change of the volume fraction of fluid 
associated with the mass source ms in the 
continuity equation. Substituting Equa­
tions 6 and 7 into 5 results in the volume 
of fluid (VOF) Equation 8, which can be 

used to effectively track the location of 
free fluid surfaces in the simulation do­
main. 

~ + HvF) = F, 
dt (8) 

Based on Equation 8, free surface cells 
are defined as those that have void (zero 
volume fraction) neighbor cells. A nu­
merical technique for tracking the shape 
and volume of the free surface of fluid 
and a volume advection algorithm pre­
sented by Hirt and Nichols (Ref. 30) is not 
reiterated here. 

Since a single fluid is used in the model, 
the solid and liquid phases are distin­
guished based on the enthalpy-tempera­
ture relationship (Equation 4). The fluid 
temperature of each cell is determined 
from its enthalpy, which is computed 
based on conduction and convection of 
material. If the temperature is between 
liquidus and solidus temperatures, the cell 
becomes a part of a mushy zone. The 

amount of solid phase is calculated in 
terms of the temperature ratio and is used 
for the determination of the effective vis­
cosity and the drag coefficient in the 
mushy zone. 

To model flow in the mushy zone, it is 
divided into three subregions distin­
guished by the critical solid fraction and 
the coherent solid fraction. Fluid in each 
subregion is assigned a different drag co­
efficient and a local viscosity. The first re­
gion consists of cells with solid fraction 
below the coherent solid fraction. The 
local viscosity is varied due to the amount 
of solid fraction according to 

i" = /*o I 
(9) 
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Fig. 8 — High-speed video sequences showing eiratic initial metal transfer 
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Table 3 — The Summary of Weld Geometry from the Experimental Results and the Simulation 

Deposit Characteristics Measured Simulated Difference 

Height 
Average radius 
Center penetration 
Edge penetration 
Left-side toe angle 
Right-side toe angle 

2.3/1.9 mm 
8.25 mm 
3.2 mm 
0.5 mm 
30.4 deg 
32.6 deg 

1.88 mm 
8.5 mm 
4.6 mm 
0.6 mm 
31.8 deg 
33.2 deg 

0.42/0.02 mm 
0.25 mm 
1.4 mm 
0.1 mm 
1.4 deg 
0.6 deg 

where /J,0 is dynamic viscosity, Fs is the 
local solid fraction in the given cell, and Fcr 

is the critical solid fraction. 
The second region of the mushy zone 

consists of cells where the solid fraction is 
above the coherent solid fraction but less 
than the critical solid fraction. In this re­
gion, the microstructure is acting as a 
porous media so the Carman-Koseny 
equation (Ref. 31) that is derived from 
Darcy model (Refs. 32,33) is used to com­
pute the drag coefficient 

K = C„ Ft 
(l-Fs) +e (io) 

where K is the drag coefficient, C0 is the 
drag coefficient constant (equal to 1 for 
steel), and e is the positive zero (for com­
putation purposes). In this region, Equa­
tion 9 is still needed to calculate the local 
viscosity of fluid to compute the precise 
fluid resistance in the computational cell. 

In the region above the critical solid 
fraction, the microstructure is assumed to 
be fully developed into a complete rigid 

structure, and there is assumed to be infi­
nite resistance to fluid flow. Thus, fluid 
flow is stopped due to an effectively infi­
nite drag coefficient computed by Equa­
tion 10. 

Boundary Conditions 

The axisymmetric free surface heat 
input from the arc was modeled as a fixed 
Gaussian density function (Ref. 34). 

9{r): 
Q 

2na: 
— exp 

I 2cr- ) (11) 

where Q is the actual heat input directly 
from the arc to the substrate and o„ is the 
Gaussian heat distribution parameter. 
The Gaussian heat distribution parameter 
is the main factor to adjust the heat input 
distribution on the free surface of the weld 
pool. Additionally, convection and radia­
tion are applied on the free surface. 
Therefore, the heat input on the free sur­

face is expressed as 

Q q{r): 
2nc: 

-exp 

2 "\ 

2°1, 
-as \T -hc{T-T0)-ueyi -IQ j Q 2 ) 

where hc is heat transfer coefficient, T is 
temperature, 7",, is ambient temperature, 
a is the Stefan-Boltzmann constant (5.67 x 
10-8 W/m2» K4), and e is the emissivity. 
The wall boundary condition was applied 
to solid free surface cells 

-A 
dn 

-hjT-Tn (13) 
To model Marangoni flow, the shear stress 
balance as boundary condition on the free 
surface is described as 

u-
d}j___d]^dT_ 

dn ~ dT dr (14) 
where \x is the dynamic viscosity, v, is the 
tangential velocity vector, n is the normal 
to the free surface, dj/dT is the surface 
tension gradient, and r is the tangential di­
rection on the free surface. An additional 
plasma drag shear stress is described 
below. Also, the normal pressure balance 
as boundary condition on the free surface 
is expressed as 

-p+2fi 
dn 

+7 
1 1 

— + — 
R< Ri i*l "2 7 (15) 

where p is the liquid pressure at the free 
surface in the normal direction, v„ is the 
normal velocity vector, parc is the arc pres­
sure (described below), y is the surface 
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Fig. 9 — Cross-section views of the simulated weld at early weld times showing 
the progress of the fluid flow development and the weld penetration. 

Fig. 10 — Simulated weld penetration vs. time showing a shift of about 
0.5 s matched experimental measurements. 

tension, and Rt and R2 are the principal 
radii of surface curvature. For this study, 
surface tension is obtained from the for­
mula developed by Sahoo et al. (Ref. 35). 
The equation of surface tension as a func­
tion of temperature with sulfur active ele­
ment in a binary Fe-S system is expressed 
by 

r(T) = y:,-A.{T-T,„) 

-R'T'TMnl l + ki'0:»e 
(16) 

where "fm is the surface tension of pure 
metal at the melting point, 1.943, ,4 is the 
negative of surface tension gradient for 
pure metal, 4.3E-4, Tm is the melting point 
of the material, 1798 K, R is gas constant, 
Ts is the surface excess at saturation, 1.3E-
8, kx is the entropy factor, 0.00318, a, is 
weight percent of sulfur, 0.005%, and AHr) 

is the heat of absorption, -1.66E+8. Ac­
cording to Equation 16, the negative sur­
face tension gradient at temperatures 
above 2000 K is large so a strong outward 
Marangoni force spreads the molten 
metal. 

Pressure gradients generated by 
Lorentz force in the arc plasma causes 
downward (along the negative z-coordi-
nate) flow of the ionized gas. A stagnation 
pressure that is consistent with the redi­
rection of this downward flow is approxi­
mated as Gaussian density distribution 
whose magnitude and radius are based on 
analysis of experimental results (Ref. 4) 

Pa 
lua-

-exp 
2cr- (IV) 

where a„ is Gaussian pressure distribution 
parameter and P is total force (N). 

When the plasma jet flow impinges on 
the weld pool surface, the plasma drag 
force is induced on the weld pool surface. 
This plasma drag force creates outward 

fluid flow of liquid metal at the surface 
and also changes with weld pool configu­
ration. In this work, an analytical solution 
(Ref. 36) of the wall shear stress produced 
by the normal impingement of a plasma jet 
on a flat surface was used to determine 
and apply the drag force as the boundary 
condition on the free surface cell. For the 
axisymmetric case, the theoretical equa­
tion in terms of Reynolds number, a ratio 
of jet height, and nozzle diameter, is ex­
pressed as 

Ppu0 

-Re 1/2 
^ | -

(18) 

where xis shear stress (N/m2), p_ is plasma 
density (Kg/m3), u0 is the initial plasma ve­
locity (m/s), Re„ is Reynolds number, H is 
a nozzle height (m), D is the nozzle diam­
eter (m), r is the radius (m) from the cen­
ter, andg2 is the universal function plotted 
in reference paper (Ref. 36). The initial 
plasma jet velocity is calculated based on 
the maximum plasma stagnation pressure 
at the weld pool center using Bernoulli's 
equation in order to obtain Reynolds 
number. The jet height and the jet nozzle 
diameter are assumed to be the arc length 
and the electrode size. The computed drag 
force is applied into the free surface cells 
as a body force in the momentum Equa­
tion 2. 

A key feature of the simulation is the 
representation of melting of the GMA 
welding wire and the transfer of resulting 
droplets to the weld pool. Welding wire 
melting was modeled as a periodic stream 
of spherical droplets with velocity vectors 
in the negative z direction. Conservation 
of mass was applied to calculate the initial 
droplet radius from welding wire diameter 
and welding parameters (wire feed speed 
and drop frequency). The initial velocity 
of spherical droplets was directly mea­

sured from sequential arc images. Many 
researchers add the plasma drag force to 
the transferring droplets, computed as a 
function of droplet radius, drag coefficient 
for a sphere, and the plasma gas velocity 
in momentum equation, acting on the liq­
uid droplet between the electrode tip and 
the base metal. In this model, the velocity 
of liquid droplet right before impinging on 
the weld pool was measured and used as 
the initial velocity of liquid droplet, and 
also the height of liquid droplet is fixed 
with respect to the free surface of the weld 
pool to maintain the same condition when 
measuring the velocity of liquid droplet. 
Due to the small traveling distance of the 
liquid droplet, the model assumes that the 
plasma drag force exerting on the liquid 
droplet can be ignored. 

Body Forces in the Weld Pool 

The body force term in momentum 
Equation 2 was comprised of the sum of 
two terms f = fb+fL where fb is buoyancy 
force and fLis Lorentz force. For the buoy­
ancy force term, Boussinesq approxima­
tion concept was applied to account for 
the effect of a small density change in the 
gravity term 

%=-P{T-T0)g (19) 

P it' is the thermal where 
expansion coefficient. 

Lorentz force was obtained from an 
analytical solution (Refs. 37, 38) based on 
the current flow and associated magnetic 
field in the substrate material. The electric 
field is assumed to be quasi-steady state, 
the electrical conductivity is assumed to be 
constant and the material domain is a 
semi-infinite plate. Then, the electric po­
tential field 0 in the weldment is given by 
Laplace's equation 
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Fig. 11— Measured radius and simulated radius of weld deposits show­
ing good correspondence. 

Fig. 12 — The sample of captured images showing the measure­
ment of weld pool radius at 1.6 s weld time. 
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Fig. 13 — Temperature history measured at a location 0.4 mm away from 
the final weld edge and the predicted temperature for two different mesh 
domain sizes. 

Fig. 14 — Coordinates of large mesh used for half symmetry simu­
lation of stationary spot welds. 

VU = 0 
l_d/ d£\ 3̂ > 
r dr { dr ) dz2 (20) 

The axisymmetric solution of Equation 20 
is obtained using a Hankel transformation 
with boundary conditions 

j . (,-,()) = -ae 
I 

fz(r,c) = 0 

30 

3z 2na; 

30/ 

-exp 
2a 

30 
(oo,Z) = 0 

(21) 
where oc, is the electrical conductivity of 
the weld metal, oc is the Gaussian current 
parameter (m), / is a current (A), and c is 
the thickness of the workpiece. Note that 
the current distribution on the top of the 
free surface of the material is also de­
scribed as Gaussian distribution function. 
This Gaussian distribution is varied as a 
function of the welding current and the 
Gaussian current parameter. 

The two-dimensional axisymmetric 
Lorentz force must be converted to three-
dimensional Cartesian coordinates for 
substitution into the momentum equa­
tion. The r and z Lorentz force compo­

nents were calculated for the individual 
cells in 3-D Cartesian coordinate system 
based on the analytical solution. The r di­
rection component was then split into x 
and y components. 

Numerical Simulation 

To perform the numerical simulation 
of the welding process, two regions, void 
and fluid, were generated in the computa­
tional domain with the fluid representing 
the material with the phase change capa­
bility. Due to weld pool surface deforma­
tion during the welding process, free sur­
face modeling is applied to track the 
deformed free surface. In the fluid region 
either solid or liquid, governing Equations 
1 -4 and 8 with the required boundary con­
ditions are numerically solved through the 
following steps (Rcf. 39): 

First, the new velocities at the current 
time level are approximated using the ex­
plicit method based on variables for the 
previous time level. 

Second, the pressure correction for­
mula (Poisson equation) was solved by the 
successive overrelaxation (SOR), method 
to satisfy the continuity equation and then 

the energy equation is solved by the im­
plicit method. 

Finally, the configuration of the free 
surface is updated using the VOF equa­
tion. These steps are repeated at every 
time step until the desired simulation time 
is reached. 

There are four free surface boundary 
conditions to implement the effects of the 
electric arc on the weld pool — arc heat 
input, arc pressure, drag force, and drop 
generation. To numerically apply Gauss­
ian heat flux on the free surface, the free 
surface cells were tracked, and at every 
time step an appropriate increment is 
added to their stored energy. The source 
term ( Us) in energy Equation 3 is used to 
add the calculated thermal energy into the 
free surface cells. Also, the Gaussian arc 
stagnation pressure is numerically imple­
mented in the momentum Equation 2 as a 
boundary condition at free surface. The 
corresponding pressure acts on the sur­
face-normal direction on fluid in cells on 
the weld pool surface. Similarly, plasma 
drag force calculated from the theoretical 
equation as a function of the maximum 
pressure and the distance from the arc 
center is applied on the momentum Equa-
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Fig. 15 — Comparison of the transient radius showing that increased heat 
input distribution radius slowed initial spreading and decreased current dis­
tribution radius slowed spreading at later times. 

Fig. 16 — Comparison of transient weld penetration showing that increased 
heat and pressure input distribution and reduced arc pressure all decreased 
the final weld penetration while decreased current distribution radius caused 
deeper weld penetration. 
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Fig. 17—A — Cross section at the initial weld time showing arrest of molten metal spreading; B -
weld pool for the large Gaussian heat distribution parameter case. 

- at the later weld time showing the temperature distribution in the 

tion 2 for the free surface cells. 
Terms were added to all governing 

equations to model the generation of 
molten droplets in the void region. To add 
the mass of droplet, source terms in gov­
erning Equations 1 and 5 are modified to 
create the droplet, and then the momen­
tum equation is used to set the initial ve­
locity of the molten metal droplet and 
their height with respect to the free sur­
face of a weld pool. In the energy Equa­
tion 3, the initial temperature of droplets 
(Refs. 40, 41) is used to calculate the 
amount of enthalpy that deposits into cells 
that correspond to droplet locations. 

Simulation Parameters 

The simulation parameters for Gauss­
ian heat input, arc pressure, drag force, 
drop generation, and other physical para­
meters needed to conduct GMAW-P sta­
tionary weld simulations were based on 
current and voltage waveforms, video im­

ages of weld pool and metal transfer, and 
values from literature. Details of the para­
meters and measurements are summa­
rized below. 

Temperature-dependent thermal con­
ductivity for the solid phase, shown in Fig. 
4, was used to accurately evaluate the ther­
mal diffusion. For the generalized solidifi­
cation model (Ref. 42), the coherent solid 
fraction (0.48) and the critical solid frac­
tion (0.64) were estimated based on appli­
cation of established theory to the iron-
iron carbide binary phase diagram. In 
order to apply the generalized theory, it is 
necessary to have a eutectic phase trans­
formation, so the phase diagram in the 
peritectic reaction region was approxi­
mated by a larger triangle, producing a re­
gion similar to a eutectic phase transfor­
mation. The coherent and critical 
temperature lines were proportionally 
drawn onto the modified binary iron-iron 
carbide binary phase diagram. Two inter­
section points with vertical lines passing 

through the liquidus and solidus tempera­
tures were found to calculate the coherent 
solid fraction and the critical solid fraction 
using tie line and lever rules. 

Gaussian Heat Input 

Gaussian heat input was defined by the 
arc power and Gaussian heat distribution 
parameter as discussed previously. For the 
pulsed GMAW process, the instantaneous 
power calculated as the product of simul­
taneous current and voltage samples 
varies during the weld, so the instanta­
neous average power, 8842 W was calcu­
lated as the average of these values. This 
is larger than the actual energy deposited 
into the weld, so the actual power is ad­
justed by multiplying by the arc efficiency 
value measured by liquid nitrogen 
calorimetry (Ref. 43) as 0.74, which is typ­
ical of GMAW arc efficiencies measured 
by this technique. This actual power is still 
an average power, so the peak power and 
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Fig. IS — Cross-sectional view at 1.55 sfor larger Lorentz force case show­
ing complete penetration of the base material, finger-like penetration 
shape, and weak outward circulation at the weld pool edge. 

Fig. 19 — Cross-sectional views for decreased total force case at 0.5 and 1.7. 
Final weld penetration was decreased. 
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Fig. 20 — A — 3-D sequential images; B — cross section of two-heat sources simulation result. The additional heat is applied at the right edge of weld pool with 
1-mm-radius laser beam. 

the background power measured from 
current and voltage waveforms are used to 
represent the pulsing behavior of actual 
heat input during the weld, and then the 
actual power was further split to the arc 
power and the power consumed for 
molten drop generation. 

To determine the heat input density 
distribution on the weld pool surface, the 
Gaussian heat distribution parameter for 
a direct heat input was estimated based on 
the empirical equation obtained from the 
literature (Ref. 34). This equation is a 
function of current for a 4-mm arc length 
case expressed as 

0.533/0-2941 (22) 

where o~a is Gaussian heat distr ibution 
parameter (mm) and / is current (amps). 
Cur ren t measu remen t s from the DAQ 
system were used to compute this value. 

Arc Pressure, Drag Force, and 
Lorentz Force 

From Equation 17, total arc force and 
Gaussian pressure distribution parameter 
are required to calculate the arc pressure 
on the weld pool . For the arc pressure 
computation, the current waveforms and 

the electrode tip angles were measured in 
order to estimate the arc pressure from lit­
erature formulas. According to the previ­
ous research papers (Rets. 4, 16), the em­
pirical equations for the total force and 
Gaussian pressure distribution parameter 
as a function of current and electrode tip 
angle were expressed as 

-0.040l7 + 0.0002553./(/v) (60-degUp angle) 
-0.04307 + 0.0001981-/ (N) (90-deg lip angle) 

(23) 

fl.4875 + 0.00123>/(mm) (60-degtip angle) 
'' [l.4043+0.00174-/(mm) (90-deg tip angle) 

(24) 
where P is the total force (N), / is current 
(amps), and o"„ is Gaussian pressure dis­
tr ibution p a r a m e t e r (mm) . The t ime-
dependent current waveforms and elec­
trode tip angles discussed previously were 
used in Equations 23 and 24 to compute 
these values. 

The analytical solution (Ref. 36) for 
drag force calculation obtained from the 
literature requires Reynolds number and 
a ratio of jet height and nozzle diameter. 
The jet nozzle height was taken as 4 mm 
based on high-speed video arc length mea­
surements and the jet diameter was set at 
1 mm, approximately equal to the elec­

trode d iameter . Reynolds number con­
tains the plasma jet velocity term that is 
computed using Bernoull i ' s equa t ion 
based on the maximum arc pressure at the 
weld pool center computed from the arc 
pressure calculation at zero radius. Other 
terms involved in Reynolds number are 
the material properties of the plasma jet 
found from the literature (Ref. 44). The 
density and dynamic viscosity of argon 
plasma are 0.046 kg/m-1 and 0.00005 kg/m-s 
at 10,000 K plasma temperature. 

The theoretical equat ion of Lorentz 
force in the weld pool derived based on 
the fixed boundary conditions except the 
free surface boundary condition. The cur­
rent density distribution on the free sur­
face is varying with time, so the input pa­
rameters to determine Lorentz force are 
pulse current and relative Gaussian cur­
rent density parameters obtained from the 
previous research paper (Ref. 34). The 
empirical equation for Gaussian current 
density distr ibution pa rame te r is ex­
pressed as 

o,. = ().5342/"-7-<*t (25) 

where o"(. is Gaussian current density dis­
tribution parameter (mm) and / is current 
(amps). 
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Drop Generation 

For simulated drop generation, veloc­
ity, height, frequency, temperature, and 
drop radius were needed. Most of the pa­
rameters were obtained from analysis of 
video images, and drop temperature was 
set from literature values. In the simula­
tion, molten drops were generated as 
spherical shape droplets. 

There are two metal transfer behaviors 
seen in the video images in Fig. 1. For 
metal transfer at early weld times (before 
1.2 s), the drop frequency was one drop 
per every two pulses, or a drop generation 
rate of 125 Hz, and drop velocity was 0.9 
m/s at a distance 1.2 mm away from the 
weld pool surface. These values were 
measured from the metal transfer se­
quences observed in the high-speed video 
images shown in Fig. 5A. At weld times of 
1.2 s and greater, metal transfer was more 
stable, and transfer rate was one drop per 
pulse, or a drop frequency of 250 Hz. 
Drop velocity was increased to 1.35 m/s, 
measured from the video images of metal 
transfer presented in Fig. 5B. The drop 
temperature for both transfer behaviors 
was set to be 2400 K from previous re­
search reports (Ref. 40). 

Results and Discussion 

With simulation parameters deter­
mined from direct measurements and the 
literature, the simulation of pulsed GMA 
welding was conducted, and simulation 
results were validated with experimental 
results as detailed below. 

Comparison of Final Weld Geometry 

A very common way to validate weld 
simulations is to compare the dimensions 
of weld cross-sections measured from ex­
periments with those predicted by the 
simulation. In Fig. 6, the actual weld 
cross-sectional images and the simulated 
cross-sectional weld views are displayed 
in order to compare reinforcement, ra­
dius, toe angles, and penetration. The 
quantitative comparison of the simulation 
and the experimental results is given in 
Table 3. Weld reinforcement measure­
ments of the actual weld shown in Fig. 6A 
vary from 1.9 to 2.3 mm depending on the 
measuring locations (A and B). The aver­
age height, 2.1 mm, is comparable to the 
simulated weld height of 1.9 mm. There 
are two penetrations observed at the cen­
ter and the edge of the weld shown in Fig. 
6A. The inward circulation developed by 
drop momentum, arc pressure, and 
Lorentz force generates the center weld 
penetration, but the outward circulation 
induced by Marangoni force and plasma 
drag force produces the penetration at the 

weld edge. To compare weld penetrations, 
the simulation result at the weld termina­
tion time (1.8 s) when the maximum pen­
etration occurs during the weld was used 
to measure the weld penetrations and the 
two clear circulations observed in Fig. 7. 

In summary, differences in weld ra­
dius, the height of weld reinforcement, 
weld toe angles, and penetration at the 
edge are 10%, but the simulated weld 
penetration at the center is significantly 
deeper than the experimental measure­
ment. This discrepancy is attributed to the 
high efficiency of drop momentum and 
heat transfer mainly due to fluid convec­
tion in the simulation. According to Fig. 8, 
metal transfer images show that molten 
droplets at the initial weld time up to 0.5 
s were not spherical, and also the location 
of droplet impingement on the weld pool 
was somewhat random during the weld. 
Therefore, at the initial weld time before 
0.5 s, the experimental weld pool was not 
yet as developed as the simulated one, and 
the weld metal convection that effectively 
transfers momentum and heat to the bot­
tom of the weld pool was not as strong. 

Sequential simulated weld cross-
sectional images from 0.1 to 0.5 s are dis­
played to show the development of fluid 
flow at the early weld time in Fig. 9. In 
simulation, molten spherical droplets 
were generated at 1.2 mm above the weld 
surface at the center of the arc and trav­
eled straight down to the base material 
every time. At 0.1-s simulation time, the 
molten metal deposited from the welding 
wire simply lays on the solid base mater­
ial. The weld does not begin penetrating 
into the base material until 0.2 s. At 
around 0.3 s, the fluid flow in the weld 
pool is fully developed, weld penetration 
is enhanced, and clockwise and counter­
clockwise fluid flow circulations are also 
clearly observed at the edges and the cen­
ter of the weld pool. The presence of two 
stable circulations in the weld pool is evi­
dence of a stable weld pool. At 0.5 s, 
deeper penetration is observed along with 
larger fluid flow circulations. 

From Fig. 9, it is concluded that the in­
ward circulation is very significant to in­
crease penetration at the center of the 
weld pool. This inward circulation is 
caused by drop momentum, arc pressure, 
and Lorentz force. First, the concentrated 
droplet impact onto the weld pool trans­
fers their momentum along with their en­
thalpy (which is high) at the center of 
weld, promoting the inward circulation. 
The Gaussian arc pressure distribution 
generated by the arc plasma jet flow de­
presses the weld pool surface at the cen­
ter, also enhancing the inward circulation. 
Additionally, at the high welding current, 
Lorentz body force adds to the inward cir­
culation. The temperature distribution 

coloration of the images shows many red 
cells at the bottom center of the weld pool 
and a large temperature gradient at the 
solid/liquid interface, which accelerates 
melting of the solid phase. Therefore, it is 
proposed that the weld penetration in the 
simulation is deeper because the develop­
ment of inward fluid flow circulation pat­
tern in the simulation occurs earlier 
rather than in the experiment. 

In Fig. 10, the simulated weld pene­
tration vs. weld time is plotted to show the 
predicted transient weld penetration. As 
discussed before, the weld penetration is 
growing quickly due to the efficient drop 
momentum transfer and heat transfer 
when the fluid flow is fully developed. In 
the simulation, the fluid flow is fully de­
veloped at 0.2 s, so the slope of the weld 
penetration curve is steep except for the 
time between 0.8 and 1.1 s. The absorp­
tion of drop momentum depends on the 
thickness of the molten metal deposit, so 
the convexity of molten metal at 0.8 s is 
enough to absorb the drop momentum 
that stops penetration into the base ma­
terial. After 1.2 s, the stronger arc pres­
sure due to the transition to one drop per 
pulse mode depresses the weld pool sur­
face to enhance the efficiency of drop 
momentum transfer into the weld pool, 
so the weld penetration increases from 
1.2 s until the arc termination time. In­
terestingly, if the penetration curve is 
shifted to right about 0.5 s, which is the 
time for no penetration period due to the 
unstable metal transfer during the weld 
shown in Fig. 8, the final predicted weld 
penetration is 3.35 mm, which closely 
matches with the actual weld penetration 
of 3.2 mm. 

This also suggests that the time to de­
velop the inward circulation of fluid flow 
in the weld pool is related to the final weld 
penetration. Therefore, it is supposed 
that the random behavior of experimental 
metal transfer is a significant cause of the 
discrepancy between the predicted and 
experimental weld penetrations. Other 
simulation inputs related to the arc could 
also affect weld penetration, as will be dis­
cussed further below. Presumably, the dis­
crepancy would be reduced if the com­
puter model simulated the random 
behavior of metal transfer at the initial 
weld time. 

Comparison of Transient Weld Pool 
Radius and Temperature 

The numerical simulation of station­
ary GMAW-P was also validated by com­
paring the transient radius of weld de­
posits. In Fig. 11, the time-varying radius 
from high-speed video measurements and 
simulation predictions are plotted vs. 
weld time. One sample of captured im-
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ages shown in Fig. 12 described that the 
weld pool radius is directly measured from 
the molten metal image using the elec­
tronic image of the ruler. According to 
both experimental and simulated results, 
the deposit radius increased rapidly at the 
beginning of the weld. This is presumed to 
correspond to rapid spreading of the 
solidus isotherm on the substrate surface 
by direct arc heating allowing spreading of 
the molten metal deposit. The spreading 
quickly transitions to a more gradual in­
crease. At the later stage of spreading, 
heat conduction and convection are the 
main factors to increase the temperature 
at the liquid-solid junction to allow 
spreading of the molten metal. Of these 
two, heat conduction is usually considered 
to be less effective for heat transfer than 
thermal convection by fluid motion. 

In the experimental deposit radius 
curve, the initial molten metal radius 
quickly reached 6.5 mm, which is a little bit 
larger than a visible arc radius (4 mm) es­
timated from the video images. The slope 
of the curve was still steep until the radius 
reached 6.5 mm, an observation that sup­
ports the explanation of the influence of 
direct arc heat input on the spreading of 
molten metal deposits. The experimental 
radius fluctuated at early times but is so 
less as the deposit grew larger. In the sim­
ulated radius curve, the deposit radius 
quickly increases up to 6.5 mm (about 0.6 
s) due to the rapid direct heating from the 
arc. The time for the simulated weld de­
posit radius to reach the gradual increase 
stage and the radius itself are closely 
matched to experimental results, and the 
overall trend of the spreading behavior is 
almost identical between the experiment 
and the simulation. 

Thermocouple measurements taken 
during welding were also used for simula­
tion validation. In Fig. 13, three curves 
showing temperature history at a location 
0.4 mm away from the final weld edge are 
plotted to compare the experimental and 
predicted thermal history. The difference 
between the two simulation curves is due 
to a small mesh domain (2.4 x 2.4 cm) and 
a large mesh domain (3 x 3 cm). Both sim­
ulation curves are closely matched with 
the experimental results until 1.5 s, but the 
small mesh domain results arc consider­
ably mismatched after 1.5 s due to an edge 
effect. This effect causes the temperature 
for the small mesh domain case to become 
too large after 1.5 s because heat transfer 
rate through the simulation boundary by 
natural convection is much smaller than 
heat conduction in the base material. In­
terestingly, the rate of temperature in­
crease before 1.5 s is the same for both 
simulation cases because the conducted 
heat does not reach the computational 
boundary until this time. 

Based on the temperature history vali­
dation, 3 cm is considered to be a suffi­
cient computational domain size for the 
accurate computer simulation of the re­
sults over the time being considered. A 
sketch of the large simulation mesh men­
tioned in the preceding paragraph and 
used for subsequent simulations is pro­
vided in Fig. 14. This mesh consisted of 5 
blocks with 132,400 cubical cells. The size 
of cells in the center block was 0.25 mm, 
allowing the accurate calculation of sur­
face tension for molten droplets, while 
that of other blocks was 0.5 mm. 

The simulations were run on a dual 3.4-
GHz Xeon processor workstation with 2 
GB of RAM, and the software was com­
piled dual process use. The computational 
time step, limited by the surface tension 
convergence criteria, was 2.3 x 10-5 s. Sim­
ulating 3 s of weld time required 62 h of 
"wall-clock" time. It was found that mesh 
size was most critical for accurate simula­
tion of transferring droplets and the cen­
ter block mesh size mentioned above was 
chosen for mesh size independent simula­
tion of this aspect of the process. 

Based on these three validations of the 
weld simulation, the stationary GMAW-P 
weld simulation was considered reason­
ably accurate for prediction of the final 
and transient weld profiles. In subsequent 
simulations, the Gaussian heat distribu­
tion parameter, Gaussian current distrib­
ution parameter, Gaussian pressure distri­
bution parameter, and total arc pressure 
were individually varied to understand 
their effects on fluid and heat flow and 
weld pool penetration by comparing with 
validated simulation results. 

Simulation Parameter Effects 

The Gaussian heat distribution para­
meter was increased by a factor of 1.5 with 
same total heat input to study its effect on 
the weld profile and fluid flow patterns. 
The larger Gaussian heat distribution pa­
rameter corresponds to a broader heat 
distribution and less heat input intensity at 
the center of the arc, so it is expected that 
more time would be required to melt the 
base material underneath of the arc. Ac­
cording to the transient radius plots in Fig. 
15, the weld deposit for the large heat 
input radius case did not spread as quickly 
as the validated simulation at initial times 
because the solid base material adjacent 
to the molten metal deposit was cooler. At 
later weld times, the weld pool radius was 
more well matched with the validated sim­
ulation deposit radius. 

In Fig. 16, the effect of variation of the 
heat distribution parameter on the weld 
penetration transient weld penetration is 
shown. When the parameter was in­
creased, the final weld penetration was de­

creased as expected because less energy 
was deposited at the center of weld pool 
and transferred to the bottom. 

At the initial weld time shown in the 
cross-sectional view in Fig. 17A, no weld 
penetration was generated until 0. 2 s due 
to lower energy deposition from the arc. 
The weld began penetrating at 0.3 s due to 
heat conduction from the molten metal 
deposit and heat convection induced by 
several forces involved in the weld pool. 
After 0.3 s, the weld penetration is grow­
ing as fast as one for the validated simula­
tion until 0.8 s weld time. The same pene­
tration behavior (no penetration increase) 
was observed between 0.8 and 1.2 s com­
pared to the validated simulation weld be­
cause the sufficient molten metal de­
posited absorbed drop momentum to 
prevent the penetration. 

Again, the weld penetration is increas­
ing after 1.2 s due to the increase of arc 
pressure depressed the weld pool surface, 
but it transitioned to a steady state at the 
end of a weld time due to the lower en­
thalpy transferring from the weld pool sur­
face to the bottom of the weld. Figure 17B 
presented the low temperature of molten 
metal near the surface and at the bottom 
of weld pool compared to the validated 
simulation shown in Fig. 7B. 

Lorentz force usually becomes the 
dominant factor at high welding current, 
so Gaussian current distribution parame­
ter was reduced by the factor of half to 
study its effectiveness on the weld pool. 
The decrease of Gaussian current distrib­
ution parameter produces the constricted 
current flow through the weld pool, so the 
stronger Lorentz force is generated near 
the center of the weld pool. Due to the 
strong body force near the weld pool cen­
ter, the strong inward circulation is ex­
pected to increase the weld penetration. 

As shown in Fig. 18, weld penetration 
increased from 4.6 to 6.35 mm (thickness 
of plate), and the deep finger-like pene­
tration shape is achieved. 

Another interesting characteristic re­
vealed by the flow vectors in this figure is 
the small counter fluid flow in the edge of 
the weld pool. Usually, Marangoni force 
produced by a negative surface tension 
gradient case and drag force generated by 
arc plasma jet force the fluid on the weld 
pool surface to flow outward, a direction 
that is against that induced by the Lorentz 
force. In this case, the Lorentz force was 
so strongly distributed near the weld pool 
center that it dominated the fluid flow pat­
tern, producing a strong inward circula­
tion of fluid flow. The transient weld pen­
etration plotted in Fig. 16 shows that the 
slope of curve is steeper than other cases, 
and the weld penetrated through the base 
material at 1.55 s before the termination 
of the arc shown in Fig. 18. 
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One interesting point in this plot be­
tween 0.8 and 1.2 s is that the inward cir­
culation mainly enhanced by the Lorentz 
force overcomes the barrier generated by 
the molten metal deposit as a momentum 
absorber so the weld penetration keeps in­
creasing but it slows down. After 1.2 s, the 
slope is even steeper due to the combina­
tion of the increased arc pressure and high 
Lorentz force. 

Figure 15 shows the transient radius of 
molten metal deposit. As discussed be­
fore, the outward circulation is mainly 
spreading the molten metal deposit, so the 
molten metal deposit is spreading as fast 
as the validated simulation until 0.5 s, but 
it slows down due to the small outward cir­
culation at the edge of the weld pool 
shown in Fig. 18. 

To demonstrate the effect of arc pres­
sure, the total force and Gaussian pres­
sure distribution parameter were individ­
ually varied while other simulation 
variables were held fixed. First, one fifth of 
arc force is applied to study because the 
arc pressure used in the simulation is 
strong enough to obtain a deep penetra­
tion. As discussed in the previous section, 
arc pressure and drag force are coupled 
together, so their magnitudes are propor­
tional to each other. Therefore, the de­
crease of total force induces the weaker 
drag force. In Fig. 15, the trend of tran­
sient weld pool radius for the reduced arc 
pressure is showing no influence on the 
molten metal spreading. The weld pene­
tration was plotted in Fig. 16. Before 1.3 
s, the trend of weld penetration is follow­
ing the validated simulation case, but at 
the later time the weld penetration is sud­
denly becoming steady. The final weld 
penetration is eventually decreased by 
0.75 mm. 

As discussed before, the inward circu­
lation of fluid flow causes the increase of 
weld penetration. The magnitude of this 
circulation and the amount of enthalpy 
contained in molten metal are the main 
factors to determine the depth of weld 
penetration. Therefore, the stronger in­
ward fluid flow circulation and the hotter 
molten metal accelerate the weld penetra­
tion. The amount of enthalpy in the molten 
metal on the weld pool surface is propor­
tional to the arc direct heat deposit, so this 
factor is not required to consider the 
change of weld penetration as long as the 
same arc heat input distribution applied. 

The mechanism to explain the de­
crease of final weld penetration can be de­
scribed by the inward circulation of fluid 
flow. There are three forces involved to 
determine the magnitude of inward circu­
lation. First, the lateral distribution of arc 
pressure causes the inward fluid flow so 
that the hot molten metal heated by the di­
rect heat input to increase weld penetra­

tion. Second, metal transfer is a major 
source of heat and drop impact momen­
tum to increase GMA weld penetration. 
Finally, Lorentz force at the high welding 
current induces the inward fluid flow to in­
crease the weld penetration. During the 
weld, these forces are simultaneously act­
ing on the weld pool to determine the 
magnitude of the inward fluid flow 
circulation. 

In Fig. 19, there are two cross-sectional 
views at 0.5 and 1.7 s weld times displayed 
to explain the weld penetration character­
istics during the weld. At the early weld 
time, there is not enough molten metal de­
posit to form the sufficient convexity of 
weld reinforcement acting as a damper to 
reduce the weld penetration even though 
the weak arc pressure was applied on the 
weld pool surface. 

During the early weld time, Lorentz 
force and drop impact momentum are the 
dominant factors to increase the weld pen­
etration. Molten metal eventually piled up 
as weld time goes on, so the amount of 
molten metal deposit on the substrate is 
sufficient enough to form the thick con­
vexity to absorb the drop impact momen­
tum displayed in Fig. 19. Therefore, the 
weld penetration is transitioned to a grad­
ual increase as shown in Fig. 16. 

Another variable to change the arc 
pressure distribution is a Gaussian pres­
sure distribution parameter that increased 
by the factor of 1.5 with a fixed total force. 
The increase of this parameter decreases 
the maximum pressure and increases the 
area to apply. The transient weld pool ra­
dius and penetration were plotted in Figs. 
15 and 16. The trend of transient weld 
pool radius is following the validated sim­
ulation, but the penetration curve is dif­
ferent from the validated simulation at the 
later weld time (after 1.2 s). Therefore, the 
final weld penetration is decreased to 3.6 
mm due to the decrease of maximum arc 
pressure at the weld center. 

In summary, the weld radius is not 
strongly influenced by simulation parame­
ters except the Gaussian current distribu­
tion parameter, but the weld penetration 
is affected by all simulation parameters 
tested so far. According to previous 
demonstrations, it is not easy to modify 
the final weld profile, especially the 
spreading of molten metal, by given weld­
ing parameters demonstrated so far, thus 
the additional heat source such as a laser 
beam can be applied into the welding 
process in order to increase the controlla­
bility of the final weld shape during the 
weld. 

Preliminary Demonstration of 
Additional Heat Source 

Previous sections demonstrated how 

welding parameters could control the final 
weld shape, but in this section, the effect 
of the additional heat source that can en­
hance the controllability of the final weld 
shape is investigated. To improve the wet­
ting characteristics of molten metal for the 
desired weld shape, the additional heat 
source such as laser beam is applied to 
demonstrate the controllability of the final 
weld shape using the numerical simulation 
as a tool. 

For the demonstration of the improve­
ment of molten metal wetting, the simula­
tion of two heat sources is performed to 
show the effectiveness of additional heat 
source (it can be any heat source) adjacent 
to the edge of weld pool. The defocused 
laser beam as the second heat source was 
modeled to perform, and the results are 
shown in Fig. 20. According to Fig. 20, the 
molten metal wet over into the additional 
heat spot (laser spot), and it demonstrates 
the change of the final weld shape. Espe­
cially, the toe angle where the wetting oc­
curred became smoother due to the addi­
tional heat source. Consequently, this 
preliminary test result using the 3-D nu­
merical simulation as a process develop­
ment tool can provide the insight for the 
process development of improving the 
controllability of the final weld shape for 
the further investigation. 

Conclusions 

The VOF technique was used to im­
plement a simulation of stationary pulsed 
GMA welding that included nonisother-
mal free-surface fluid flow. Buoyancy, 
Marangoni, arc pressure, drag, and 
Lorentz forces were mathematically mod­
eled and implemented in the numerical 
simulation. Pulsed gas metal arc size and 
droplet transfer were measured from arc 
images and used to determine some simu­
lation variables. Direct comparisons of 
predicted and measured weld cross-
section geometry, time-varying deposit ra­
dius, and temperature history from ther­
mocouple measurements showed general 
agreement and validated the GMAW-P 
stationary welding simulation. 

The weld penetrations predicted by 
simulation were somewhat deeper than 
the experimental measurements. This dis­
crepancy was mainly attributed to the con­
sistent droplet impact location in the sim­
ulations versus random droplet impact 
location in the experiments. 

Simulation tests with individual 
changes of variables provided insight into 
the effects of these variables on fluid flow 
patterns and weld pool shape. When the 
radius of the distribution of current flow 
into the weld pool was decreased, the 
larger current density drastically in­
creased the weld penetration but de-
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creased the weld radius because it p ro­
duced a dominant inward and downward 
circulation of weld metal. 

Reduced total force and increased arc 
pressure distr ibution radius both de­
creased the weld penetration because they 
produced a weld deposit that was more 
convex, which absorbed the momentum of 
impinging drople ts . Conversely, weld 
pools subjected to increased arc pressure 
and smaller pressure dis t r ibut ion were 
more concave at their center and thus had 
deeper penetration. Understanding of the 
effects of these variables on weld pool 
fluid flow and weld shapes provided key 
insights that are useful for future investi­
gations that use the simulation as a tool to 
assist in weld process development. 
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