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## On some numerical functions

Marcela Popescu, Paul Popescu and Vasile Seleacu<br>Department of mathematics<br>University of Craiova<br>13,A.I.Cuza st., Craiova, 1100, Romania

In this paper we prove that the following numerical functions:

1. $F_{S}: N^{*} \rightarrow N, F_{S}(x)=\sum_{i=1}^{\pi(x)} S\left(p_{i}^{x}\right)$, where $p_{i}$ are the prime natural numbers which are not greater than $x$ and $\pi(x)$ is the number of them,
2. $\theta: N^{*} \rightarrow N, \theta(x)=\sum_{p_{i} \mid x} S\left(p_{i}^{z}\right)$, where $p_{i}$ are the prime natoral numbers which divide $x$,
3. $\tilde{\theta}: N^{*} \rightarrow N, \tilde{\theta}(x)=\sum_{\left.p_{i}\right\}_{x}} S\left(p_{i}^{x}\right)$, where $p_{i}$ are the prime natural nambers which are smaller than $x$ and do not divide $x$,
which involve the Smarandache function, does not verify the Lipschitz condition. These results are useful to study the behaviour of the nomerical functions considered above.

Proposition 1 The function $F_{G}: N^{*} \rightarrow N, F_{S}(x)=\sum_{i=1}^{\pi(z)} S\left(p_{i}^{x}\right)$, where $p_{i}$ and $\pi(x)$ have the signifence from above, does not verify the Lipschitz condition.

Proof. Let $K>0$ be a given real number, $z=p$ be a prime natural namber, which verify $p>[\sqrt{K}+1]$ and $y=p-1$. It is easy to see that $\pi(p)=\pi(p-1)+1$, for every prime natural number $p$, since the prime natural numbers which are not greater than $p$ are the same as those of $(p-1)$ in addition to $p$. We have:

$$
\begin{gathered}
\left|F_{S}(x)-F_{S}(y)\right|=F_{S}(p)-F_{S}(p-1)= \\
=\left[S\left(p_{1}^{p}\right)+S\left(p_{2}^{p}\right)+\cdots+S\left(p_{\pi(p-1)}^{p}\right)+S\left(p^{p}\right)\right]- \\
-\left[S\left(p_{1}^{p-1}\right)+S\left(p_{2}^{p-1}\right)+\cdots+S\left(p_{\pi(p-1)}^{p-1}\right)\right]=
\end{gathered}
$$

$$
=\left[S\left(p_{1}^{p}\right)-S\left(p_{1}^{p-1}\right)\right]+\cdots+\left[S\left(p_{\pi(p-1)}^{p}\right)-S\left(p_{\pi(p-1)}^{p-1}\right)\right]+S\left(p^{p}\right) .
$$

But $S\left(p_{i}^{p}\right) \geq S\left(p_{i}^{p-1}\right)$ for every $i \in \overline{1, \pi(p-1)}$, therefore we have

$$
F_{S}(x)-F_{s}(y) \geq S\left(p^{p}\right)
$$

Becanse $S\left(p^{p}\right)=p^{2}$, for every prime $p$, it follows:

$$
\left|F_{S}(x)-F_{S}(y)\right| \geq S\left(p^{p}\right)=p^{2}>K=K \cdot 1=K(p-(p-1))=K|x-y| .
$$

We have proved that for every real $K>0$ there exist the natural numbers $x=p$ and $y=p-1$, chosen as above, so that $\left|F_{S}(x)-F_{S}(y)\right|>K|x-y|$, therefore $F_{s}$ does not verify the Lipschitz condition.

Remark 1 Another proof, longer and more technical, can be made using a rezult which asserts that the Smarandache function $S$ also does not verify the Lipschitz condition. We have chosen this proof because it is more simple and free of another results.

Proposition 2 The function $\theta: Y^{*} \rightarrow N, f(x)=\sum_{p_{i} \mid \boldsymbol{s}} S\left(p_{i}^{p}\right)$, where $p_{;}$are the prime natural numbers which divide $x$, does not verify the Lipschitz condition.

Proof. Let $K>0$ be a given real number, $z>2$ be a natural nomber which has the prime factorization

$$
x=p_{i_{1}}^{\alpha_{1}} p_{i_{2}}^{\alpha_{7}} \cdots p_{i_{r}}^{\alpha_{r}}
$$

and $y=x \cdot p_{k}$ where $p_{k}>\max \{2, K\}$ is a prime natural number which does not divide $x$.
We have:

$$
\begin{gathered}
|\theta(x)-\theta(y)|=\left|\theta\left(p_{i_{1}}^{\alpha_{1}} p_{i_{2}}^{\alpha_{2}} \cdots p_{i_{r}}^{\alpha_{r}}\right)-\theta\left(p_{i_{1}}^{\alpha_{1}} p_{i_{2}}^{\alpha_{2}} \cdots p_{i_{r}}^{\alpha_{r}} \cdot p_{k}\right)\right|= \\
S\left(p_{i_{1}}^{x}\right)+S\left(p_{i_{2}}^{z}\right)+\cdots+S\left(p_{i_{r}}^{x}\right)-S\left(p_{i_{1}}^{y}\right)-S\left(p_{i_{2}}^{y}\right)-\cdots-S\left(p_{i_{r}}^{y}\right)-S\left(p_{k}^{y}\right) \mid .
\end{gathered}
$$

Bat $z<z \cdot p_{k}=y$ which implies that $S\left(p_{i j}^{x}\right) \leq S\left(p_{i,}^{y}\right)$, for $j=\overline{1, r}$ so that

$$
\begin{aligned}
|\theta(x)-\theta(y)| & =\left[S\left(p_{i_{1}}^{y}\right)-S\left(p_{i_{1}}^{x}\right)\right]+\left[S\left(p_{i_{2}}^{y}\right)-S\left(p_{i_{2}}^{x}\right)\right]+\cdots \\
& +\left[S\left(p_{i_{r}}^{y}\right)-S\left(p_{i_{2}}^{x}\right)\right]+S\left(p_{k}^{y}\right)= \\
= & {\left[S\left(p_{i_{1}}^{x \cdot p_{1}}\right)-S\left(p_{i_{1}}^{x}\right)\right]+\left[S\left(p_{i_{2}}^{x} \cdot p_{1}\right)-S\left(p_{i_{2}}^{x}\right)\right]+\cdots } \\
& +\left[S\left(p_{i_{r}}^{x} \cdot p_{k}\right)-S\left(p_{i_{r}}^{x}\right)\right]+S\left(p_{k}^{y}\right)
\end{aligned}
$$

In [1] is proved the following formula which gives a lower and an upper bound for $S\left(p^{r}\right)$, wher $p$ is a prime natural number and $\cdot$ is a natoral number:

$$
\begin{equation*}
(p-1) r-1 \leq 5\left(r^{\circ}\right) \leq 5 r \tag{1}
\end{equation*}
$$

Csing this formula, we have:

$$
\begin{aligned}
& S\left(p_{i j}^{2 \cdot p_{i}}\right)-S\left(p_{i j}^{z}\right) \geq\left(p_{i j}-1\right) \cdot z \cdot p_{i}-1-z_{i}, z= \\
& =s\left(p_{x}\left(p_{i}-1\right)-s_{i}\right)>0,(\forall) j=\overline{1, r}
\end{aligned}
$$

because $p_{k}>2 \geq \frac{p_{i_{i}}}{p_{i_{j}}-i},(\forall) j=\overline{1, r}$
Then, we have:

$$
\theta(z)-\theta(y) \geq S\left(p_{k}^{\prime}\right) \geq\left(p_{k}-1\right) \cdot z \cdot p_{k} \gg\left(p_{k}-1\right) \cdot z \cdot K=K\left(p_{k} \cdot z-z\right)=K \mid z-y
$$

Therefore we have proved that for every real number $K>0$ there exist the natural numbers $x, y$ such that: $\theta(z)-\partial(y)>K(x-y$ which shows that the function $\theta$ does not venfy the Lipschitz condition.
 vaturai numjers whicin are smaile -han and do vot divide z, ioes not verify the Lipschitz condition.

Poof. Let $K>0$ be a given real nomber. Then for $z>\frac{X}{2}$ and $y=2 \cdot z$, using the Tchebycheff theorem we know that between $z$ and $y$ there exists a prime natural number $p$. It is clear that $p$ does not divider and 22 , thos $f(y)$ contains, in the sum, besides all the terms of $\tilde{f}(z)$, also $S\left(p^{\nu}\right)$ as a term. We have:

$$
\begin{aligned}
& \tilde{\theta}(z)-\tilde{\theta}(y)|=\tilde{\theta}(z)-\tilde{\theta}(2 x)|=\tilde{\theta}(2 x)-\tilde{\theta}(z) \geq \tilde{\theta}(z)-S\left(p^{2}\right)-\tilde{\theta}(z)=S\left(p^{y}\right) \geq \\
& \geq(p-1) y+1=(p-1) \cdot 2 x+1 \geq x \cdot 2 z-1=2 z^{2}-1>z \cdot K=K|z-y|
\end{aligned}
$$

therefore the function $\tilde{\theta}$ also does not verify the Lipschitz condition.
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# PROPERTIES OF THE NUMERICAL FUNCTION $F_{s}$ 

by I. Bălăcenoiu, V. Seleacu, N. Vîrian<br>Departament of Mathematics, University of Craiova<br>Craiova (1100), ROMANIA

In this paper are studied some properties of the numerical function $F_{S}(x): \mathbf{N}-\{0,1\} \rightarrow \mathbf{N} \quad F_{S}(x)=\sum_{\substack{0<p \leq x \\ p p m e}} S_{p}(x)$, where $S_{p}(x)=S\left(p^{x}\right)$ is the Smarandache function defined in [4].

Numerical example: $F_{S}(5)=S\left(2^{5}\right)+S\left(3^{5}\right)+S\left(5^{5}\right) ; F_{S}(6)=S\left(2^{6}\right)+S\left(3^{6}\right)+S\left(5^{6}\right)$.
It is known that: $(p-1) r+1 \leq S\left(p^{r}\right) \leq p r s o(p-1) r<S\left(p^{r}\right) \leq p r$.
Than

$$
\begin{equation*}
x\left(p_{1}+p_{2}+\cdots+p_{\pi(x)}-\pi(x)\right)<F_{S}(x) \leq x\left(p_{1}+p_{2}+\cdots+p_{\pi(x)}\right) \tag{1}
\end{equation*}
$$

Where $\pi(x)$ is the number of prime numbers smaller or equal with $x$.
PROPOSITION 1: The sequence $T(x)=1 \log F_{S}(x)+\sum_{i=2}^{x} \frac{1}{F_{\S}(i)}$ has limit $-\infty$.
Proof. The inequality $F_{S}(x)>x\left(p_{2}+\cdots+p_{\pi(x)}-\pi(x)\right)$ implies $-\log F_{S}(x)<$ $<-\log x\left(p_{1}+p_{2}+\cdots+p_{\pi(x)}-\pi(x)\right)<-\log x\left(\pi(x) p_{1}-\pi(x)\right)=-\log x-\log \pi(x)-\log \left(p_{1}-1\right)$.

Than for $x=i$ the inequality ( 1 ) become:
$i\left(p_{1}+\cdots+p_{\pi(t)}-\pi(i)\right)<F_{S}(i) \leq i\left(p_{1}+\cdots+p_{\pi(i)}\right)$ so:

$$
\frac{1}{F_{S}(i)}<\frac{1}{i\left(p_{1}+\cdots+p_{\pi(i)}-\pi(i)\right)}<\frac{1}{i\left(p_{1} \pi(i)-\pi(i)\right)}=\frac{1}{i \pi(i)\left(p_{1}-1\right)}
$$

Than $T(x)<1-\log (x)-\log \pi(x)-\log \left(p_{1}-1\right)+\sum_{i=2}^{x} \frac{1}{i \pi(i)\left(p_{1}-1\right)}$
$p_{1}=2 \Rightarrow T(x)=1-\log x-\log \pi(x)+\sum_{i=2}^{x} \frac{1}{i \pi(i)}$
$\Rightarrow \lim _{x \rightarrow \infty} T(x) \leq 1-\lim _{x \rightarrow \infty} \log x-\lim _{x \rightarrow \infty} \log \pi(x)+\lim _{x \rightarrow \infty} \sum_{i=2}^{x} \frac{1}{i \pi(i)}=1-\infty-\infty+L=-\infty$.
PROPOSITION 2. The equation $F_{S}(x)=F_{s}(x+1)$ has no solution for $x \in \mathbf{N}-\{0,1\}$.

Proof. First we consider that $x+1$ is a prime number with $x>2$. In the particular case $x=2$ we obtain $F_{S}(2)=S\left(2^{2}\right)=4 ; F_{S}(3)=S\left(2^{3}\right)+S\left(3^{3}\right)=4+9=13$. So $F_{2}(2)<F_{S}(3)$. Next we shall write the inequalities:

$$
\begin{gather*}
x\left(p_{1}+\cdots+p_{\pi(x)}-\pi(x)\right)<F_{S}(x) \leq x\left(p_{1}+\cdots+p_{\pi(x)}\right)  \tag{2}\\
(x+1)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x+1)}-\pi(x+1)\right)<F_{S}(x+1) \leq(x+1)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x+1)}\right)
\end{gather*}
$$

Using the reductio ad absurdum method we suppose that the equation $F_{S}(x)=F_{S}(x+1)$ has solution. From (2) results the inequalities

$$
\begin{equation*}
(x+1)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x+1)}-\pi(x+1)\right)<F_{S}(x+1) \leq x\left(p_{1}+\cdots+p_{\pi(x)}\right) \tag{3}
\end{equation*}
$$

From (3) results that:

$$
\begin{aligned}
& x\left(p_{1}+\cdots+p_{\pi(x)}\right)-(x+1)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x+1)}-\pi(x+1)\right)>0 \\
& x\left(p_{1}+\cdots+p_{\pi(x)}\right)-x\left(p_{1}+\cdots+p_{\pi(x)}\right)-x p_{\pi(x+1)}+x \pi(x+1)-p_{1}-\cdots-p_{\pi(x)}-p_{\pi(x+1)}+ \\
& +\pi(x+1)>0 .
\end{aligned}
$$

But $p_{\pi(x+1)}>\pi(x+1)$ so the diference from above is negative for $x>0$, and we obtained a contradiction. So $F_{S}(x)=F_{S}(x+1)$ has no solution for $x+1$ a prime number.

Next, we demonstrate that the equation $F_{S}(x)=F_{S}(x+1)$ has no solution for $x$ and $x+1$ both composite numbers.

Let $p$ be a prime number satisfing conditions $p>\frac{x}{2}$ and $p \leq x-1$. Such $p$ exists according to Bertrand's postulate for every $x \in \mathbf{N}-\{0,1\}$. Than in the factorial of the number $p(x-1)$, the number $p$ appears at least $x$ times.

So, we have $S\left(p^{x}\right) \leq p(x-1)$.
But $p(x-1)<p x+p-x$ (if $p>\frac{x}{2}$ ) and $p x+p-x=(p-1)(x+1)+1 \leq S\left(p^{x+1}\right)$. Therefore $\exists p \leq x-1$ so that $S\left(p^{x}\right)<S\left(p^{x+1}\right)$.

Than $F_{S}(x)=S\left(p_{1}^{x}\right)+\cdots+S\left(p^{x}\right)+\cdots+S\left(p_{\pi(x)}^{x}\right)$

$$
F_{S}(x+1)=S\left(p_{1}^{x+1}\right)+\cdots+S\left(p^{x+1}\right)+\cdots+S\left(p_{\pi x)}^{x+1}\right)>F_{S}(x)
$$

In conclusion $F_{S}(x+1)>F_{S}(x)$ for $x$ and $x+1$ composite numbers. If $x$ is a prime number $\pi(x)=\pi(x+1)$ and the fact that the equation $F_{S}(x)=F_{S}(x+1)$ has no solution has the same demonstration as above.

Finally the equation $F_{S}(x)=F_{S}(x+1)$ has no solution for any $x \in \mathbf{N}-\{0,1\}$.
PROPOSITION 3. The function $F_{S}(x)$ is strictly increasing function on its domain of definition.

The proof. of this property is justified by the proposition 2.
PROPOSITION 4. $F_{S}(x+y)>F_{S}(x)+F_{S}(y) \quad \forall x, y \in \mathbf{N}-\{0,1\}$.
Proof. Let $x, y \in \mathbf{N}-\{0,1\}$ and we suppose $x<y$. According to the definition of $F_{S}(x)$ we have:

$$
\begin{aligned}
& F(x+y)=S\left(p_{1}^{x+y}\right)+\cdots+S\left(p_{\pi(x)}^{x+y}\right)+S\left(p_{\pi(x)+1}^{x+y}\right)+\cdots+S\left(p_{\pi(y)}^{x+y}\right)+ \\
& +S\left(p_{\pi(y)+1}^{x+y}\right)+\cdots+S\left(p_{\pi(x+y)}^{x+y}\right) \\
& F(x)+F(y)=S\left(p_{1}^{x}\right)+\cdots+S\left(p_{\pi(x)+1}^{x}\right)+S\left(p_{1}^{y}\right)+\cdots+S\left(p_{\pi(x)}^{y}\right)+S\left(p_{\pi(x)+1}^{y}\right)+\cdots+S\left(p_{\pi(y)}^{x}\right)
\end{aligned}
$$

But from (1) we have the following inequalities:

$$
\begin{gather*}
A=(x+y)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x)+1}+\cdots+p_{\pi(x+y)}-\pi(x+y)\right)<F(x+y) \leq \\
\leq(x+y)\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x)+1}+\cdots+p_{\pi(x+y)}\right) \tag{5}
\end{gather*}
$$

and

$$
\begin{align*}
& x\left(p_{1}+\cdots+p_{\pi(x)}-\pi(x)\right)+y\left(p_{1}+\cdots+p_{\pi(x)}+\cdots+p_{\pi(x)}+\cdots+p_{\pi(y)}-\pi(y)\right)<F(x)+F(y) \leq \\
& \quad \leq x\left(p_{1}+\cdots+p_{\pi(x)}\right)+y\left(p_{1}+\cdots+p_{\pi(x)}+p_{\pi(x)+1}+\cdots+\right. \tag{6}
\end{align*}
$$

We proof that $\mathrm{B}<\mathrm{A}$.
$\left.\mathrm{B}<\mathrm{A} \Leftrightarrow x\left(p_{1}+\cdots+p_{\pi(x)}\right)+y\left(p_{1}+\cdots+p_{\pi(x)}\right)+y\left(p_{\pi(x)+1}+\cdots+p_{\pi(y)}\right)\right)<$
$x\left(p_{1}+\cdots+p_{\pi(x)}\right)+y\left(p_{1}+\cdots-p_{\pi(x)}\right)+x\left(p_{\pi(x)+1}+\cdots+p_{\pi(x+y)}\right)-x \pi(x+y)+$
$+y\left(p_{\pi(x)+1}+\cdots+p_{\pi(y)}\right)+y\left(p_{\pi(y)+1}+\cdots+p_{\pi(x+y)}\right)-y \pi(x+y) \Leftrightarrow$
$x\left(p_{\pi(x)+1}+\cdots+p_{\pi(x+y)}-\pi(x+y)\right)+y\left(p_{\pi(y)+1}+\cdots+p_{\pi(x+y)}-\pi(x+y)\right)>0$
But $p_{\pi(x+y)} \geq \pi(x+y)$ so that the inequality from above is true.
CONSEQUENCE: $F_{s}(x y)>F_{S}(x)+F_{s}(y) \quad \forall x, y \in \mathbf{N}-\{0,1\}$
Because $x$ and $y \in \mathbb{N}-\{0,1\}$ and $x y>x+y$ than $F_{S}(x y)>F_{S}(x+y)>F_{S}(x)+F_{S}(y)$
PROPOSITION 5. We try to find $\lim _{n \rightarrow \infty} \frac{F_{S}(n)}{n^{\alpha}}$
We have $F_{S}(n)=\sum_{\substack{0<p_{i} \leq n \\ p_{i}=p n m e}} S\left(p_{i}^{n}\right)$ and:
$\frac{p_{1}+p_{2}+\cdots+p_{\pi(n)}-\pi(n)}{n^{\alpha-1}}<\frac{F_{S}(n)}{n^{\alpha}} \leq \frac{p_{1}+p_{2}+\cdots+p_{\pi(n)}}{n^{\alpha-1}}$
If $\alpha<1$ than
$\lim _{n \rightarrow \infty} n^{1-\alpha}\left(p_{1}+\cdots+p_{n(n)}-\pi(n)\right)=\infty \cdot \infty=+\infty \Rightarrow \lim _{n \rightarrow \infty} \frac{F_{S}(n)}{n^{\alpha-1}}=+\infty$.
If $\alpha=1$ than
$\lim _{n \rightarrow \infty} n^{1-\alpha}\left(p_{1}+\cdots+p_{\pi(n)}-\pi(n)\right)=\lim _{n \rightarrow \infty}\left(p_{1}+\cdots+p_{\pi(n)}-\pi(n)\right)=+\infty \Rightarrow \lim _{n \rightarrow \infty} \frac{F_{S}(n)}{n^{\alpha-1}}=+\infty$

We consider now $\alpha>1$.
We try to find $\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{\pi(n)} p_{i}-\pi(n)}{n^{\alpha-1}}$ and $\lim _{n \rightarrow \infty} \frac{\sum_{i=1}^{\pi(n)} p_{i}}{n^{\alpha-1}}$ appling Stolz - Cesaro:
Let $a_{n}=\sum_{i=1}^{\pi(n)} p_{i}-\pi(n)$ and $b_{n}=n^{\alpha-1}$.
Than : $\frac{a_{n+1}-a_{n}}{b_{n+1}-b_{n}}=\frac{\sum_{i=1}^{\pi(n+1)} p_{i}-\pi(n+1)-\sum_{i=1}^{\pi(n)} p_{i}+\pi(n)}{(n+1)^{\alpha-1}-n^{\alpha-1}}=\left\{\begin{array}{c}\frac{n}{(n+1)^{\alpha-1}-n^{\alpha-1}} \\ \text { if }(n+1) \text { is a prime } \\ 0, \text { otherwise }\end{array}\right.$
Let $c_{n}=\sum_{i=1}^{\pi(n)} p_{i}$ and $d_{n}=n^{\alpha-1}$.
Than $\frac{c_{n+1}-c_{n}}{d_{n+1}-d_{n}}=\frac{\sum_{i=1}^{\pi(n+1)} p_{i}-\sum_{i=1}^{\pi(n)} p_{i}}{(n+1)^{\alpha-1}-n^{\alpha-1}}=\frac{p_{\pi(n+1)}}{(n+1)^{\alpha-1}-n^{\alpha-1}}=\left\{\begin{array}{c}\frac{n+1}{(n+1)^{\alpha-1}-n^{\alpha-1}} \text { if } \\ (n+1) \text { is a prime } \\ 0, \text { otherwise }\end{array}\right.$

First we consider the limit of the function.

$$
\lim _{x \rightarrow \infty} \frac{x}{(x+1)^{\alpha-1}-x^{\alpha-1}}=\lim _{x \rightarrow \infty} \frac{1}{(\alpha-1)\left[(x+1)^{\alpha-2}-x^{\alpha-2}\right]}=0 \text { for } \alpha-2>1
$$

We used the l'Hospital theorem:
In the same way we have

$$
\lim _{x \rightarrow \infty} \frac{x+1}{(x+1)^{\alpha-1}-x^{\alpha-1}}=0 \quad \text { for } \alpha>3 .
$$

So, for $\alpha>3$ we have:
$\lim _{x \rightarrow \infty} \frac{p_{1}+p_{2}+\cdots+p_{\pi(n)}-\pi(n)}{n^{\alpha-1}}=0$ and
$\lim _{x \rightarrow \infty} \frac{p_{1}+p_{2}+\cdots+p_{\pi(n)}}{n^{\alpha-1}}=0$. So $\lim _{x \rightarrow \infty} \frac{F(n)}{n^{\alpha}}=0$

Finally $\lim _{x \rightarrow \infty} \frac{F(n)}{n^{\alpha}}=\left\{\begin{array}{cl}0 & \text { for } \alpha>3 \\ +\infty & \text { for } \alpha \leq 1\end{array}\right.$
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# ON A LIMIT OF A SEQUENCE OF THE NUMERICAL FUNCTION 

by Vasile Seleacu, Narcisa Vîrlan<br>Departament of Mathematics, University of Craiova<br>Craiova (1100), ROMANIA

In this paper is studied the limit of the following sequence:

$$
T(n)=1-\log \sigma_{S}(n)+\sum_{i=1}^{n} \sum_{k=1}^{n} \frac{1}{\sigma_{S}\left(p_{i}^{K}\right)}
$$

We shall demonstrate that $\lim _{n \rightarrow \infty} T(n)=-\infty$.
We shal consider define the sequence $p_{1}=2, p_{2}=3, \ldots, p_{n}=$ the nth prime number and the function $\sigma_{S}: \mathbf{N}^{*} \rightarrow \mathbf{N}, \sigma_{S}(x)=\sum_{\substack{d x \\ d>0}} S(d)$, where $S$ is Smarandache Function.

For example: $\sigma_{S}(18)=S(1)+S(2)+S(3)+S(6)+S(9)+S(18)=0+2+3+3+6+6=20$
We consider the natural number $p_{m}^{n}$, where $p_{m}$ is a prime number. It is known that $(p-1) r+1 \leq S\left(p^{r}\right) \leq p r$ so $S\left(p^{r}\right)>(p-1) r$.

Next, we can write $\sigma_{S}\left(p^{r}\right)=\sum_{s=0}^{r} \supset\left(p^{s}\right)>\sum_{s=0}^{r}(p-1) s=(p-1) \frac{r(r+1)}{2}$ $\sigma_{S}\left(p_{i}^{k}\right)>\left(p_{i}-1\right) \frac{k(k+1)}{2}, \forall i \in\{1, \ldots, m\}, \forall k \in\{1, \ldots, n\}$.

$$
\frac{1}{\sigma_{S}\left(p_{i}^{k}\right)}<\frac{2}{\left(p_{i}-1\right) k(k+1)}
$$

This involves that:

$$
\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{1}{\sigma_{S}\left(p_{i}^{k}\right)}<\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{2}{\left(p_{i}-1\right) k(k+1)}=\left(\sum_{i=1}^{m} \frac{1}{p_{i}-1}\right) \cdot\left(\sum_{k=1}^{n} \frac{2}{k(k-1)}\right)
$$

$\sigma_{S}(k)>0, \forall k \geq 2$ and $p_{a}^{b} \leq p_{m}^{n}$ if $a \leq m$ and $b \leq n$ and $p_{a}^{b}=p_{c}^{d}$ if $a=c$ and $b=d$.
But $\sigma_{S}\left(p_{m}^{n}\right)>\left(p_{m}-1\right) \frac{n(n+1)}{2}$ implies that $-\log \sigma_{S}\left(p_{m}^{n}\right)<-\log \left(p_{m}-1\right) \frac{n(n+1)}{2}$ because $\log x$ is strictly increasing from 2 to $+\infty$.

Next, using inequality (1) we obtain

$$
T\left(p_{m}^{n}\right)=1-\log \sigma_{S}\left(p_{m}^{n}\right)+\sum_{i=1}^{m} \sum_{k=1}^{n} \frac{1}{\sigma_{S}\left(p_{i}^{k}\right)}<1-\log \left(p_{m}-1\right) \frac{n(n+1)}{2}+
$$

$+\left(\sum_{k=1}^{m} \frac{1}{p_{k}-1}\right) \cdot\left(\sum_{k=1}^{p_{m}} \frac{2}{k(k+1)}\right)$
But $\sum_{k=1}^{p_{m}} \frac{2}{k(k+1)}=\frac{2 p_{m}}{p_{m}+1} \Rightarrow T\left(p_{m}^{p_{m}}\right)<1+\log 2-2 \log p_{m}-\log \left(p_{m}-1\right)+$
$+\frac{2 p_{m}}{p_{m}+1} \sum_{k=1}^{m} \frac{1}{p_{k}-1}$
$T\left(p_{m}^{p_{m}}\right)<1+\log 2+2\left(-\log p_{m}+\sum_{k=1}^{p_{m}} \frac{1}{k}\right)+\frac{2 p_{m}}{p_{m}+1} \sum_{k=1}^{m} \frac{1}{p_{k}-1}-2 \sum_{k=1}^{p_{m}} \frac{1}{k}-\log \left(p_{m}-1\right)$
We have $\sum_{k=1}^{m} \frac{1}{p_{k}-1} \leq \sum_{k=1}^{P_{m}} \frac{1}{k}$.
So: $T\left(p_{m}^{p_{m}}\right)<1+\log 2+2\left(-\log p_{m}+\sum_{k=1}^{p_{m}} \frac{1}{k}\right)+2 \sum_{k=1}^{p_{m}} \frac{1}{k}\left(\frac{p_{m}}{p_{m}+1}-1\right)-\log \left(p_{m}-1\right)$
And then $\lim _{m \rightarrow \infty} T\left(p_{m}^{p_{m}}\right) \leq 1+\log 2+2 \lim _{m \rightarrow \infty}\left(-\log p_{m}+\sum_{k=1}^{p_{m}} \frac{1}{k}\right)-\lim _{m \rightarrow \infty}\left[2\left(\sum_{k=1}^{p_{m}} \frac{1}{k}\right) \frac{1}{p_{m}+1}\right]-$
$-\lim _{m \rightarrow \infty} \log \left(p_{m}-1\right)=1+\log 2+2 \lim _{P_{m} \rightarrow \infty}\left(-\log p_{m}+\sum_{k=1}^{p_{m}} \frac{1}{k}\right)-\lim _{P_{m} \rightarrow \infty}\left[\frac{2}{p_{m}+1}\left(\sum_{k=1}^{p_{m}} \frac{1}{k}\right)\right]-$
$-\lim _{p_{m} \rightarrow \infty} \log \left(p_{m}-1\right)=1+\log 2+2 \gamma-0-\infty=-\infty$.
It is known that $\lim _{p_{m} \rightarrow \infty}\left(-\log p_{m}+\sum_{k=1}^{\infty} \frac{1}{k}\right)=\gamma \quad$ (Euler's constant) and $\lim _{p_{m} \rightarrow \infty}\left(\frac{2}{p_{m}+1} \cdot \sum_{k=1}^{p_{m}} \frac{1}{k}\right)=0$.

In conclusion $\lim _{n \rightarrow \infty} T(n)=-\infty$.
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# ON SOME SERIES INVOLVING <br> SMARANDACHE FUNCTION 

by

## Emil Burton

The study of infinite series involving Smarandache function is one of the most interesting aspects of analysis.

In this brief article me give only a bare introduction to it.
First we prove that the series $\sum_{K=2}^{\infty} \frac{S(k)}{(k H)!}$ converges and has the sum $\sigma \in] e-\frac{5}{2}, \frac{1}{2}$.
$S(m)$ is the Smarandache function: $\quad S(m)=\min \{k \in \mathbf{N} ; m \mid k!\}$.
Let us denote $1+\frac{1}{1!}+\frac{1}{2!}+\ldots+\frac{1}{n!}$ by $E_{n}$. We show that $E_{n+1}-\frac{5}{2}<\sum_{k=2}^{n} \frac{S(k)}{(k+1)!}<\frac{1}{2}$ as follows:
$\sum_{k=2}^{n} \frac{k}{(k+1)!}=\sum_{k=2}^{n}\left(\frac{1}{k!}-\frac{1}{(k+1)!}\right)=\sum_{k=2}^{n} \frac{1}{k!}-\sum_{k=2}^{n} \frac{1}{(k+1)!}=\frac{1}{2!}-\frac{1}{(n+1)!}$
$S(k) \leq k$ implies that $\sum_{k=2}^{n} \frac{S(k)}{(k+1)!} \leq \sum_{k=2}^{n} \frac{k}{(k+1)!}=\frac{1}{2}-\frac{1}{(k+1)!}<\frac{1}{2}$.

On the other hand $k \geq 2$ implies that $S(k)>=$ and consequently:

$$
\sum_{k \times 2}^{E} \frac{S(k)}{(k+1)!}>\sum_{k=2}^{n} \frac{1}{(k+2)!}=\frac{1}{3!}+\frac{1}{4!}+\ldots+\frac{1}{n+1}!=E_{2+1}-\frac{5}{2} .
$$

It follows that $E_{\pi+1}-\frac{5}{2}<\sum_{k=2}^{\pi} \frac{S(k)}{(k+1)!}<\frac{1}{2}$ and therefore $\sum_{i=2}^{\infty} \frac{S(k)}{(k+1)!}$ is a convergent series with sum $\sigma \in\left[e-\frac{5}{2}, \frac{1}{2}\right.$

REMARK: Some of inequalities $S(k) \leq k$ are strictly and $k \geq S(k)+1, S(k) \geq 2$. Hence $\sigma \in]=-\frac{5}{2}, \frac{1}{2}[$.

We can also check that $\sum_{k=r}^{-} \frac{S(k)}{(k-r)!}, r \in \mathbb{N}^{*}$ and $\sum_{k=2}^{-} \frac{S(k)}{(k+r)!}, r \in \mathbb{N}$, are both convergent as follows:

$$
\begin{aligned}
& \sum_{k=r}^{n} \frac{S(k)}{(k-r)!} \leq \sum_{k=r}^{n} \frac{k}{(k-r)!}=\frac{r}{0!}+\frac{r+1}{1!}+\frac{r+2}{2!}+\ldots+\frac{r+(n-r)}{(n-r)!}= \\
= & r\left(\frac{1}{0!}+\frac{2}{1!}+\ldots+\frac{\vdots}{(n-r)!}\right)+\left(\frac{1}{1!}+\frac{2}{2!}+\ldots+\frac{n-r}{(n-r)!}\right)=r E_{n-r}+E_{n-r-1}
\end{aligned}
$$

We get $\quad \sum_{k=r}^{n} \frac{S(k)}{(k-r)!}<r E_{n-r}+E_{n-r-1} \quad$ which that $\sum_{k=I}^{\infty} \frac{S(\eta)}{\left(k^{+}\right.} \frac{1}{!}$
converges.
Also we have $\sum_{k=2}^{-} \frac{S(k)}{(k+I)!}<\infty, \quad r \in \mathbb{N}$
Let us define the set $M_{2}=\left\{m \in \mathbb{N}: m=\frac{n!}{2}, n \in N, n \geq 3\right\}$.
If $m \in M_{2}$ it is obvious that
$S(m)=n, \quad m=\frac{n!}{2} . m \in M_{2} \Rightarrow \frac{m}{S(m)!}=\frac{\frac{n!}{2}}{n!}$
So, $\quad \sum_{\substack{m=3 \\ m \in M_{2}}}^{-} \frac{m}{S(m)!}=\infty$ and therefore $\sum_{\substack{k=2 \\ k \in \mathbb{N}}}^{\infty} \frac{k}{S(k)!}=\infty$.
A problem: test the convergence behaviour of the series

$$
\sum_{\substack{k=2 \\ i \in \mathbb{N}}}^{\infty} \frac{1}{S(k)!}
$$
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SOME PROPERTIES OF SMARANDACHE FUNCTIONS OF THE TYPE I
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We consider the construction of Smarandache functions of the type I $S_{p}\left(p \in N^{*}, p\right.$ prim which are defined in (1) and [2] as follows:

$$
\begin{aligned}
& S_{n}: N^{*} \longrightarrow S_{1}^{*}(k)=1: S_{n}(k)=\max _{1 \leq j \leq r}\left\{S_{p_{j}}(i, k)\right\} \\
& \text { for } n=P_{1}^{i}{ }^{1} P_{2}^{i} \cdots P_{r}^{i}
\end{aligned}
$$

In this paper there are presented some properties of these functions. Wo shall study the monotonicity of each function $S_{n}$ and also the monotonicity of some subsequences of the sequence $\left(S_{n} J_{n} \in N^{*}\right.$.

1. Proposition. The function $S_{n}$ is monotonous increasing for every positive integer n.
Proof. The function $S_{1}$ is abviously monotonous increasing. Let $k_{1}<k_{2}$ where $k_{1}, \frac{k}{2} \in N^{*}$. Supposing that $n$ is a prime number and taking accont that $\left(S C_{n}\right) 2!=$ multiple $n^{k_{2}}$ multiple $n^{k_{2}}$,
it results that $S_{n}\left(k_{1}\right) \leq S_{n}\left(k_{2}\right)$, therefore $S_{n}$ is monotonous increa-
sing. Let

$$
\begin{aligned}
& S_{n}\left(k_{1}\right)=\max _{1}\left\{S_{p_{j}}\left(i_{j} \cdot k_{i}\right)\right\}=S_{p}\left(i_{m} \cdot k_{1}\right) \\
& S_{n}\left(k_{2}\right)=\max _{1}\left\{S_{j}\left(S_{j}\left(i_{j}\right)\right\rangle=S_{P_{i}}\left(i_{i} \cdot k_{2}\right)\right. \\
& S_{P_{m}}\left(i_{m} \cdot k_{1}\right) \leq S_{P_{m}}\left(i_{m} \cdot k_{2}\right) \leq S_{P}\left(i_{t} \cdot k_{2}\right)
\end{aligned}
$$

Because
it results that $S_{n}\left(k_{1}\right) \leq S_{n}\left(k_{2}\right)$ so $S_{n}$ is monotonous increasing.
2. Proposition. The sequence of functions $\left(S_{P}{ }^{i}\right\rangle_{i \in \mathbb{N}}$ is monotonous increasing, for every prime number $p$.

Proof. for any two nombers $i_{1}, i_{2} \in \mathbb{N}^{*}$, $i_{1}<i_{2}$ and for any ne $\mathbb{N}^{*}$ we have:

$$
S_{P_{1}^{i}}(n)=S_{P_{1}}\left(i_{1}, n\right) \leq S_{p}\left(i_{2}, n\right)=S_{p_{2}^{i}}(n) \quad \text { therefore } S_{p_{1}^{i}} \leq S_{p_{2}^{i}}
$$

Hence the sequence $\left\{S_{P}{ }^{i}\right\}_{i \in \mathbb{N}}{ }^{*}$ is monotonous increasing for every prime number $p$.
3. Proposition. Let $p$ and $q$ two given prime numbers. If $p<q$ then

$$
S_{p}(k)<S_{q}(k) \quad, \quad k \in \mathbb{N}^{*}
$$

Proof. Let the sequence of coefficients $(\operatorname{see}\{2]\rangle a_{1}^{\{p ;} z_{2}^{\prime p}, \ldots, a_{2}^{(p)}, \ldots$

Every $k \in \mathbb{N}^{*}$ can be uniquely written as

$$
\begin{equation*}
k=t_{1} a^{(p)}+t_{2} a^{(p)}+\cdots \cdot+t_{1} a_{1}^{(p)} \tag{1}
\end{equation*}
$$

where $0 \leq t_{i} \leq p-1$, for $i=1, \overline{5}-1$, and $0 \leq t_{s} \leq p$.
The procedure of passing from $k$ to $k+1$ in formule (1) is:
(.) t. is increasing with a unity.
(il) if $t_{\text {e can }}$ not increase with a unity, then $t_{\text {a }}$ is increasing with a unity and $t_{0}=0$
(inti) if neither $t_{s}$, nor $t_{\text {fo }}$ are not increasing with a unity then $t_{s-z} i s$ increasing with $a$ unity and $t_{e}=t_{e-1}=0$
The procedure is continued in the same way until we obtain the expression of $k+1$.

Denoting $\Delta_{k}\left(S_{p}\right)=S_{p}(k+1)-S_{p}(k)$ the leap of the function $S_{p}$ when we pass from $k$ to $k+1$ corresponding to the procedure described above. We find that

$$
\begin{aligned}
& \text { - in the ease (i). } \Delta C_{k} S_{p}{ }^{2}=P \\
& \text { - in the =ass (it) } \Delta C_{0} S_{0}=0 \\
& - \text { in the ease (iii) } \quad \Delta_{k}\left(S_{p}{ }^{2}=0\right.
\end{aligned}
$$

It is abviously seen that: $\quad S_{p}(n)=\sum_{k=1}^{n} \Delta_{k}\left(n_{p}\right)+S_{p}(1)$

Analogously we write

$$
S_{q}(n)=\sum_{k=1}^{n} \Delta_{k}\left(n_{q}\right)+S_{q}(1)
$$

Taking into account that $S_{p}(1)=p<q=S_{q}(1)$ and using the procedure of passing from $k$ to $k+1$ we deduce that the number of leaps with zero value of $S_{p}$ is greater then the number of leaps with zero value of $S_{q}$, respectively the number of leaps with value $p$ of $S_{p}$ is less then the number of leaps of $S_{a}$ with value

$$
\begin{align*}
& \sum_{k=1}^{n} \Delta_{k}\left(S_{p}\right)+S_{p}(1)<\sum_{k=1}^{n} \Delta_{k}\left(S_{q}\right)+S_{q}(1)  \tag{2}\\
& \text { Hence } S_{p}(n)<S_{q}(n) \quad, n \in \mathbb{N}^{*} .
\end{align*}
$$

As an example we give a table with $S_{2}$ and $S_{a}$ for $0<n<21$






$$
\text { Hence } \quad S_{2}(k)<S_{3}(k) \text { for } k=1,2, \ldots, 20 \text {. }
$$

4. Remark. For any monotonous increasing sequence of prime numbers

$$
\begin{aligned}
P_{1}<P_{2}<\ldots<P_{n}<\ldots & i t \text { results that } \\
& S_{1}<S_{P_{1}}<S_{P_{2}}<\ldots<S_{P_{n}}<\ldots
\end{aligned}
$$

If $n=p_{1}^{i} p_{2}^{i} \ldots p_{t}^{i}$ and $p_{1}<p_{2}<\ldots<p_{t}$
then

$$
S_{n}(k)=\max _{i \leq j}\left(S_{p} i(k)\right\}=S_{P_{t}} i(k)=S_{P_{t}}(i k)
$$

5. Proposition. If $P$ and $q$ are prime numbers and $p$ i $<q$ then $S_{p} i<S_{q}$.

Proof. Because
p. i < q it results

$$
\begin{equation*}
S_{p} i(1) \leq p . i<q=S_{q}(1) \tag{3}
\end{equation*}
$$

and

$$
S_{P}(k)=S_{P}(i k) \leq i S_{P}(k)
$$

From (3) passing from $k$ to $k+1$, we deduce

$$
\begin{equation*}
\Delta_{k}\left(S_{p} i\right) \leq i \Delta_{k}\left(S_{p}\right) \tag{4}
\end{equation*}
$$

Taking into account the proposition 3. from (4) it results that when we pass from $k$ to $k+1$ we obtain
$\Delta_{k}\left(S_{P}{ }^{i}\right) \leq i A_{k}\left(S_{P}\right) \leq i \cdot p<q$ and $i \sum_{k=1}^{n} \Delta_{k}\left(S_{p}\right) \leq \sum_{k=1}^{n} \Delta_{k}\left(S_{q}\right) \quad$ (5)
Because we have

$$
S_{p}(n)=S_{p}(1)+\sum_{k=2}^{n} \Delta_{k}\left(S_{p} i\right) \leq S_{p}(1)+1 \sum_{k=1}^{n} \Delta_{k}\left(S_{p}\right)
$$

and

$$
S_{q}(n)=S_{q}(1)+\sum_{k=1}^{n} \Delta_{k}\left(S_{q}\right)
$$

from (3) and (5) it results $\quad S_{p} i(n) \leq S_{q}(n)$, $n \in \mathbb{N}$ *
6. Proposition. If pis a prime number then $S_{n}<S_{p}$ for every $n<p$

Prof. If n 25 a prime number from $n$ < $p$, using the proposition 3 it results $S_{n}(k)<S_{p}(k)$ for $k \in \mathbb{N}^{*}$. If $a$ is a composed, that is $n=P_{i}^{i} \cdot \cdots P_{i}^{i}$ then $S_{n}(x)=\max _{i \leq j \leq t}\left\langle S_{P_{j}^{i} j}(k)\right\}=S_{P_{r}^{i}}(k)$.

Because $n<p$ it results $P_{r}^{r}<p$ and using the proposition 5 and knowing that $i_{F} P_{F} \leq P_{r}^{i}<p$ it -results that $S_{P_{r}}(k) \leq S_{F}(k)$ therefore for $k \in \mathbb{N}^{*} \quad S_{n}(k)<S_{p}(k)$
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## SOME PROBLEMS ON SMARANDACHE FUNCTION

 by
## Charles Ashbacher

In this paper we shall investigate some aspects involving Smarandache function, $S: \mathbf{N}^{+} \rightarrow \mathbf{N}^{*}, S(n)=\min \{m \mid n$ divide $m!\}$.

## 1. THE MINIMOM OF $S(n) / n$

$$
\text { Which is minimumum of } S(n) / n \text { if } n>1 ?
$$

### 1.1. THEOREM:

a) $S(n) / n$ has no minimum for $n>1$.
b) $\lim S(n) / n$ as $n$ goes to infinity does not exist.

## Proof:

a) Since $S(n)>1$ for $n>1$ it follows that $S(n) / n>0$. Assume that $S(n) / n$ has a minimum and let the rational fraction be represented by $r / s$. By the infinitude of the natural numbers, we can find a number $m$ such $2 / m<r / s$. Using the infinitude of the primes, we can find a prime number $p>m$. Therefore, we have the sequence

$$
2 / p<2 / m<r / s
$$

We have $S(p \cdot p)=S\left(p^{2}\right)=2 p$. It is known that $S(p \cdot p)=2 p$. The ratio of $S\left(p^{2}\right) /(p \cdot p)$ is then

$$
2 p /\left(p^{2}\right)=2 / p
$$

And this ratio is less than $r / s$, contradicting the assumption of the minimum.
b) Suppose lim $S(n) / n$ exists and has value $r$. Now choose, $e>0$ and $e<1 / p$ where $p$ is a twenty digit prime. Since $S(p)=p$, $S(p) / p=1$.

However, $S(p \cdot p)=2 p$, so the ratio $S(n) / n=2 p /(p \cdot p)=2 / p$. Since p is a twenty digit prime,

$$
|S(p) / p-S(p \cdot p) /(p \cdot p)|>e \text { by choice of } e .
$$

so the limit does not exist.
2. THE DECIMAL NOMBER WEOSE DIGITS ARE TEE VALUES OF SMARANDACHE FONCTION IS IRRATIONAL.

Unsolved problem number (8) in [1] is as follows:
Is $r=0,0234537465114 \ldots$ where the sequence of digits is $S(n), n \geq 1$, an irrational number?

The number $r$ is indeed irrational and this claim will be proven below.

The following well-known results will be used.

## DIRICHLET'S THEOREM:

If $d>1$ and $a \neq 0$ are integers that are relativey prime, then the arithmetic progression

$$
a, a,+d, a+2 d, a+3 d, \ldots
$$

contains infinitely many primes.

## Proof of claim:

Assume that $r$ as defined above is rational. Then after some $m$ digits, there must exist a series of digits $t_{1}, t_{2}, t_{3}, \ldots, t_{n}$, such that

$$
r=0,023453746114 \ldots s \overline{t_{1} t_{2} t_{3} t_{4} t_{5} \ldots t_{n}}
$$

where $s$ is the $m$-th digit in the decimal expansion.
Now, construct the repunit number consisting of $10 n \mathrm{I}^{\prime}$ s.

$$
a=11111 \ldots 111
$$

10n times
and let $d=1000 \ldots 00$

$$
10 n+10 \text { or }
$$

Since the only prime factors of $d$ are 2 and 5, it is clear that $a$ and $d$ are relatively prime and by Dirichlet's Theorem, the sequence

$$
a, a+d, a+2 d, \ldots
$$

must contain primes. Given the number of 1 's in a and the fact that $S(p)=p$, it follows that the sequence of repeated digits in $r$ must consist entirely of l's. $^{\prime}$

Now, construct the repdigit number constructed from 10n 3's

$$
\begin{aligned}
a= & 3333 \ldots 333 \\
& 10 n \text { times }
\end{aligned}
$$

and using

$$
d=10000 \ldots 00
$$

$$
10 n+10^{\prime} s
$$

we again have a and d relatyvely prime. Arguments similar to those used before forces the conclusion that the sequence of repeted digits must consist entirely of 3 's.

This is of course impossibile and therefore the assumption of rationality must be false.
3. ON THE DISTRIBUTION OF TEE POINTS OF $S(n) / n$ IN TER INTEREAL $(0,1)$.

The following problem is listed as unsolved problem number (7) in [1]

Are the points $f(n)=S(n) / n$ uniformly distributed in the interval $(0,1) ?$

The answer is no, the interval ( $0.5,1.0$ ) contains only a finite number of points $p(n)$.
3.1. LEMAA:

$$
\frac{S\left(p^{k}\right)}{p^{k}} \geq \frac{S\left(p^{k+1}\right)}{p^{k+1}} .
$$

For p prime and $k>0$.

## Proof:

It is well-known that $S\left(p^{k}\right)=j \cdot p$ where $j s k$.

Therefore, forming the expressions

$$
\begin{aligned}
& \frac{S\left(p^{k}\right)}{p^{k}}=\frac{j \cdot p}{p^{k}}=\frac{j}{p^{k-1}} \\
& \frac{S\left(p^{k+1}\right)}{p^{k+1}}=\frac{m \cdot p}{p^{k+1}}=\frac{m}{p^{k}}
\end{aligned}
$$

where $m$ must have one of the two values $\{j, j+1\}$.
With the restrictions on the values of $m$ and $p$, it is clear that

$$
\frac{j}{n:} \geq \frac{1}{p}
$$

which implies that

$$
\frac{S\left(p^{k}\right)}{p^{k}} \geq \frac{S\left(p^{k+1}\right)}{p^{k+1}}
$$

which is the desired result. Equality occurs only when $p=2, j=1$ and $\mathrm{m}=2$.

### 3.2. LEMDAA:

The interval ( $0.5,1.0$ ) contains only a finite number of points $p(n)$, where

$$
p(n)=\frac{S(n)}{n} \text { and } n \text { is a power of a prime. }
$$

## Proof:

If $\mathrm{n}=\mathrm{p} \quad \frac{S(p)}{p}=1$, outside the interval.
Start with the smallest prime $p=2$ and move up the powers of 2

$$
\begin{aligned}
& \frac{S(2 \cdot 2)}{(2 \cdot 2)}=\frac{4}{4}=1 \\
& \frac{S(2 \cdot 2 \cdot 2)}{(2 \cdot 2 \cdot 2)}=\frac{4}{8}
\end{aligned}
$$

$$
\frac{S(2 \cdot 2 \cdot 2 \cdot 2)}{(2 \cdot 2 \cdot 2 \cdot 2)}=\frac{6}{16}<0.5 .
$$

And applying the previous lemma, all additional powers of 2 will yield a value less than 0.5 .

Taking the next smallest prime $p=3$ and moving up the powers of 3

$$
\begin{aligned}
& \frac{S(3 \cdot 3)}{(3 \cdot 3)}=\frac{6}{9} \\
& \frac{S(3 \cdot 3 \cdot 3)}{(3 \cdot 3 \cdot 3)}=\frac{9}{27}<0.5
\end{aligned}
$$

and by the previous lemma, all additional powers of 3 also yield a value less than 0.5 .

Now, if $p>3$ and $p$ is prime

$$
\frac{S(p \cdot p)}{(p \cdot p)}=\frac{2}{p}<0.5
$$

so all other powers of primes yield values less than 0.5 and we are done.

### 3.3. THEOREA:

The interval ( $0.5,1.0$ ) contains only a finite number of points $p(n)$ where

$$
p(n)=\frac{S(n)}{n} .
$$

Proof:
It is well-known that if

$$
\begin{aligned}
& n=p_{1}^{\alpha_{1}} \cdot p_{2}^{\alpha_{2}} \cdot p_{3}^{a_{3}} \ldots \cdot p_{n}^{\alpha_{n}}, \text { then } \\
& S(n)=\max \left(S\left(p_{i}^{\alpha_{1}}\right)\right) .
\end{aligned}
$$

Applying the well-known result with the formula for $p(n)$

$$
p(n)=\frac{S\left(p_{i}^{\alpha_{i}}\right)}{p_{i}^{\alpha_{i}}} \cdot \frac{1}{\prod_{j=i} p_{j}^{\alpha_{j}}}
$$

which is clearly less than

$$
\frac{S\left(p_{i}^{\alpha_{i}}\right)}{p_{i}^{\alpha_{i}}} .
$$

Theorefore, applying Lemma 2, we get the desired results.
3.4. COROLLARY:

The points $p(n)=S(n) / n$ are not evenly distributed in the interval $(0,1)$.
4. THE SMARANDACHE FUNCTION DOES NOT SATYSFY A LIPSCHITZ CONDITION

Unsolved problem number 31 in [1] is as follows.
Does the Smarandache function veryfy a Lipschitz condition? In other words, is there a real number $I$ such that

$$
|S(m)-S(n)| \leq L|m-n| \text { for all } m, n \text { in }\{0,1,2,3, \ldots\}
$$

### 4.1. THEOREM

The Smarandache function does not verify a Lipschitz condition.

## Proof:

Suppose that Smarandache function does indeed satisfy a Lipschitz condition and let $L$ be the Lipschitz constant.

Since the numbers of primes is infinite, is possible to find a prime $p$ such that

$$
p-(p+i) / 2>L
$$

Now, examine the numbers $(p-1)$ and $(p+1)$. Clearly, at least one mist not be a power of two, so we choose that one call it m .

Factoring $m$ into the product of all primes equal to 2 and everything else, we have

$$
m=2^{k} \cdot n
$$

Then $S(m)=\max \left\{S\left(2^{k}\right), S(n)\right\}$ and because $S\left(2^{k}\right) \leq 2^{k}$. we have

$$
S(m) \leq \frac{m}{2}
$$

And so,

$$
|S(p)-S(m)|>\left|p-\frac{m}{2}\right|>L
$$

Since $|p-m|==$ by choice of $m$, we have a violation of the Lipschitz condition, rendering our original assumption false.

Therefore, the smarandache function does not satisfy a Lipschitz condition.
5. ON TEE SOLVABILITY OF TES EXPRESSION $S(m)=n 1$

One of the unsolved problems in [1] involves a relationship between the Smarandache and factorial functions.

Solve the Diophantine Equation

$$
S(m)=n!
$$

where $m$ and $n$ are positive integers.
This equation is always solvable and the number of solutions is a function of the number of primes less than or equal to $n$.
5.1. Leara: Let be a prime. Then the range of the sequence

```
S(p),S(p\cdotp),S(p\cdotp\cdotp),...
```

will contain all positive integral multiples of $p$.
Proof: It has already been proven [2] that for all integers $k>0$, there exists another integer $m>0$, such that

$$
S\left(p^{k}\right) k=m p \quad \text { where } m \leq k
$$

and in particular

$$
S(p)=p
$$

So the only remaining element of the proof is to show that m takes on all possible integral values greater than 0.

Let $p$ be an arbitrary prime number and define the set $M=$ \{ all positive integers $n$ such that there is no positive integer $k$ such that $\left.S\left(p^{k}\right)=m p\right\}$
and assume that $M$ is not empty.
Since $M$ is non-empty subset of the natural numbers, it must have a least element. Call that least element $m$. It is clear that m > 1 .

Now, let $j$ be the largest integer such that

$$
S\left(p^{j}\right)=(m-1) \cdot p
$$

and consider the exponent $j+1$.

```
    By the choise of j, it follows that either
```

1) $S\left(p^{j+1}\right)=m \cdot p$
or
2) $S\left(p^{j+1}\right)=n \cdot p$ where $n>m$
in the first case, we have a contradiction of our choise of $m$,
so we proceed to case (2).
However, it is a direct consequence of the definition of prime numbers that if $((m-1) \cdot p)$ : contains $j$ instances of the prime $p$, then $m \cdot p$ is the smallest number such that $(m \cdot p)$ ! contains more than $j$ instances of $p$. Then, using the definition of Smarandache function where we choose the smallest number having the required number of instances we have a contradiction of case (2).

Therefore, it follows that there can be no least element of the set $M$, so $M$ must be empty.
5.2.THEOREM: Let $n$ be any integer and $p$ a prime less than or equal to $n$. Then, there is some integer $k$ such that

$$
S\left(p^{k}\right)=n!
$$

Therefore, each equation of the form $S(m)=n$ ! has at least " $p$ solutions, where " $p$ is the numieer of primes less than or equal to n.

Proof:
Since $n$ ! is an integral multiple of $p$ for $p$ any prime less than or equal to $n$, this is a direct consequence of the lemma.

Now that the question is known to have multiple solutions, the next logical question is to determine how many solutions there are.
5.3. DEFINITIOX: Let $\operatorname{NSF}(n)$ be the number of integers $m$, such that $S(m)=n$ !.

From the fact hat $S(n)=\max \left\{S\left(p_{i}^{a_{i}}\right)\right\}$, we have the following obvious result.

Let $n$ be a positive integer, $q$ a prime less than or equal to n and k another positive integer such that $S\left(q^{k}\right)=n!$. Then, all numbers having the prime factorization form $m=q^{k} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} p_{3}^{\alpha_{3}} \ldots p_{r}^{\alpha_{r}}$ where $S\left(q^{k}\right)>S\left(p_{i}^{\alpha_{i}}\right)$ will also be solutions the equation $S(m)=n$ !

To proceed further, we need the following two obvious lemmas. 5.4. LEMMA: If $p$ is a prime and $m$ and $n$ nonnegative integers $m>$ $n$, then $S\left(p^{\mathrm{n}}\right) \leq S\left(\mathrm{p}^{\mathrm{m}}\right)$.
5.5. LEMA: If $p$ and $q$ are primes such that $p<q$ and $k>0$, then $S\left(p^{k}\right)<S\left(q^{k}\right)$.

The following theorem gives an initial indication regarding how fast NSF( $n$ ) grows as $n$ does.
5.6. THEOREM: Let $q$ be a prime number and $k$ an exponent such that $S\left(q^{k}\right)=n$ ! Let $p_{1}, p_{2}, \ldots, p_{r}$ be the list of primes less than $q$. Then the number of solutions to the equation $S(m)=n$ ! where $m$ contains exactly $k$ instances of the prime $q$ is at least $(k+1)^{r}$.

Proof: Applyng the two lemmas, the numbers $m=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} p_{3}^{\alpha_{3}} \ldots p_{1}^{\alpha_{I}} q^{k}$ where all of exponents on the primes $p_{i}$ are at most solutions to the equation. Since each prime pi can have $(k+1),\{0,1,2, \ldots, k\}$ different values for the exponent, simple counting gives the result.

Since this procedure can be repeated for each prime less than or equal to $n$, we have an initial number of solutions given by the formula

$$
\sum_{i-2}^{5}\left(k_{i}+1\right)^{i-1}+1
$$

where $s$ is the number of primes less then or equal to $n, k$ is the integer such that

$$
S\left(p_{j}^{K_{i}}\right)=n!
$$

And even this is a very poor lower bound on the number of solutions for $n$ having any size.
5.7. COROLARY: Let $q$ be a prime such that for some $k S\left(q^{*}\right)=n$ !. Then if $p$ is any prime such that there is some integer $j$ such that $S\left(p^{j}\right)<S\left(q^{k}\right)$, then the product of any solution and $p$ any power less than or equal to $j$ will also be a solution.

Proof: Clear.
If $q$ is the largest prime less than or equal to $n$, it is easy to show for "large" $n$ that there are primes $p>n>q$ that satisfy the above conditions. If $p$. is any prime, then by Bertrand's Postulate, another prime $x$ can be found in the interval $p>r>2 p$. Since $q<n<2 n<n$ ! for $n>2$ and $S(p)=p$, we have one such prime. Expanding this reasoning, it folows that the number of such primes is at least $j$, where $j$ is the largest exponent of 2 such that q2 3 n , or put another way, the largest power of 2 that is less than or equal to $n!/ q$.

Since there are so many solutions to the equation $S(m)=n!$, it is logical to consider the order of growth of the number of solutions rather than the actual number.

It is well known that the number of primes less than or equal to $n$ is asymptotic to the ratio $n / \ln (n)$. Now, let $p$ be the largest prime less than $n$. As $n$ gets larger, it is clear that the factor $m$
such that $m p=n$ ! grows on the order of a factorial. Since $m \leq k$, where $k$ is the exponent on the power $p$, it follows that the number grows on the order of the product of factorials. Since the number of items in the product depends on the number of primes $q$ such that $q<m p=n!$, it follows that this number also grows on the order of a factorial.

Putting it all together, we have the following behavior of $\operatorname{NSF}(\mathrm{n})$.

NSF ( $n$ ) grows on the order of product of items all on the order of the factorial of $n$, where the number of elements in the product also grows on the order of a factorial of $n$.
cleary, this function grows at an astronomical rate.
6. THE NUMBER OF PRIMES BETWEEN $S(n)$ and $S(n+1)$

I read the letter by I.M.Radu that appeared in [3] stating that there is always a prime between $S(n)$ and $S(n+1)$ for all numbers $0<n<4801$, where $S(n)$ is the Smarandache function.

Since 1 have a computer program that computes the values of $S(n)$, I decided to investigate the problem further. The serch was conducted up through $\mathrm{n}<1,033,197$ and for instances where there is no prime $p$, where $S(n) \leq p \leq S(n+1)$. They are as follows:

$$
\begin{array}{clll}
n=224=2 \cdot 2 \cdot 2 \cdot 2 \cdot 2 \cdot 7 & S(n)=8 & n=225=3 \cdot 3 \cdot 5 \cdot 5 & S(n)=10 \\
n=2057=11 \cdot 11 \cdot 17 & S(n)=22 & n=2058=2 \cdot 3 \cdot 7 \cdot 7 \cdot 7 & S(n)=21
\end{array}
$$

$$
n=265225=5 \cdot 5 \div 03 \cdot 103 \quad S(n)=206 \quad n=265226=2 \cdot 13 \cdot 101 \cdot 101 \quad S(n)=202
$$

$$
n=843637=37 \cdot 151 \div 151 \quad S(n)=302
$$

$$
n=843638=2 \cdot 19 \cdot 149 \cdot 149 \quad S(n)=298
$$

As can be seen, the first two values contradict the assertion made by I.M.Radu in his letter. Notice that the last two cases involve pairs of twin primes. This may provide a clue in the search for additional solutions.

## 7. ADDITIOMAL VALUES WHERE TEE SMARANDACHE FUNCTIOA SATISFIES THE PIBONACCI RELATIONSHIP $S(n)+S(n+1)=S(n+2)$

In [4] T.Yau poses the following problem:
For what triplets $n, n+1$ and $n+2$ does the Smarandache function satisfy the Fibonacci relationship

$$
S(n)+S(n+1)=S(n+2) ?
$$

Two sciutions

$$
\begin{aligned}
& S(9)+S(10)=S(11) \quad 6+5=11 \\
& S(119)+S(120)=S(121) \quad 17+5=22
\end{aligned}
$$

were found, but no general solution was given.
To further investigate this problem, a computer program was written that tested all values for $n$ up to $1,000,000$. Additional solutions were found and all known solutions with their prime factorizations appear in the table below.
$S(9)+S(10)=S(11) \quad 9=3 \cdot 3 \quad 10=2 \cdot 5 \quad 11=11$
$S(119)+S(120)=S(121) \quad 119=7 \cdot 17 \quad 120=2 \cdot 2 \cdot 2 \cdot 3 \cdot 5 \quad 121=11 \cdot 11$
$S(4900)+S(4901)=S(4902) ; S(26243)+S(26244)=S(26245)$
$S(32110)+S(32111)=S(32112) ; S(64008)+S(64009)=S(64010) ;$
$S(368138)+S(368139)=S(368139) ; S(415662)+S(415663)=$ S(415664);

I am unable to discern a pattern in these numbers that would lead to a proof that there is an infinite family of solutions. Perhaps another reader will be able to do so.
8. WILL SOME PROBLEMS INVOLING THE SMARANDACHE FUNCTION ALWAYS REMAIN UNSOL TED?

The most unsolved problems of the same subject are related to the Smarandache function in the Analytic Number Theory:

$$
S: Z--\mathbb{N}, S(n) \text { is defined as the smallest integer such }
$$

that $S(n)$ ! is divisible by $n$.
The number of these unsolved problems concerning the function is equal to... an infinity!! Therefore, they will never be all solved!

One must be very careful in using such arguments when dealing with infinity. As is the case with number theoretic functions, a result in one area can have many aplications to other problems. The most celebrated recent instance is the "prof" of "Fermat's Last Theorem". In this case a result in elliptical functions has the proof as a consequence.

Since $S(n)$ is still largely unexplored, it is quite possible
that the resolution of one problem leads to the resolution of many, perhaps infinitely many, others. If that is indeed the case, then all problems may eventually be resolved.
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# ABOUT THE SMARANDACHE SQUARE'S COMPLEMENTARY FUNCTION 

Ion Bălăcenoiu, Marcela Popescu and Vasile Seleacu<br>Departament of Mathematics, University of Craiova<br>13, Al.I.Cuza st., Craiova (1100), ROMANIA

DEFINITION 1. Let $a: \mathbf{N}^{*} \rightarrow \mathbf{N}^{*}$ be a numerical function defined by $a(n)=k$ where $k$ is the smallest natural number such that $n k$ is a perfect square: $n k=s^{2}, s \in \mathbf{N}^{*}$, which is called the Smarandache square's complementary function.

PROPERTY 1.For every $n \in \mathbf{N}^{*} a\left(n^{2}\right)=1$ and for every prime natural number $a(p)=p$.
PROPERTY 2. Let $n$ be a composite natural number and $n=p_{i_{1}}^{\alpha_{n_{1}}} \cdot p_{i_{2}}^{\alpha_{t_{2}}} \cdots p_{i_{r}}^{\alpha_{i_{r}}}$, $0<p_{i_{1}}<p_{i_{2}}<\cdots<p_{i_{r}}, \quad \alpha_{i_{1}}, \alpha_{i_{2}}, \ldots, \alpha_{i_{r}} \in \mathbf{N}$ it's prime factorization. Then $a(n)=p_{i_{1}}^{\beta_{i_{1}}} \cdot p_{i_{2}}^{\beta_{i_{2}}} \cdots p_{i_{r}}^{\beta_{i_{i}}}$ where $\beta_{i_{j}}=\left\{\begin{array}{l}1 \text { if } a_{i_{j}} \text { is an odd natural number } \\ 0 \text { if } \alpha_{i_{j}} \text { is an even natural number }\end{array} \quad j=\overline{1, r}\right.$.

If we take into account of the above definition of the function $a$, it is easy to prove both the properties.

PROPERTY 3. $\frac{1}{n} \leq \frac{a(n)}{n} \leq 1$, for every $n \in \mathbf{N}^{*}$ where $a$ is the above defined function.
Proof. It is easy to see that $1 \leq a(n) \leq n$ for every $n \in \mathbf{N}^{*}$, so the property holds.
CONSEQUENCE. $\sum_{n \geq 1} \frac{a(n)}{n}$ diverges.
PROPERTY 4. The function $a: \mathbf{N}^{*} \rightarrow \mathbf{N}^{*}$ is multiplicative:

$$
a(x \cdot y)=a(x) \cdot a(y) \text { for every } x, y \in \mathbf{N}^{*} \text { whith }(x, y)=1
$$

Proof. For $\quad x=1=y$ we have $(x, y)=1$ and $a(1 \cdot 1)=a(1) \cdot a(1)$. Let $x=p_{i_{1}}^{\alpha_{1_{1}}} \cdot p_{i_{2}}^{\alpha_{i_{2}}} \cdots p_{i_{r}}^{\alpha_{i_{r}}}$ and $y=q_{j_{1}}^{\gamma_{i_{1}}} \cdot q_{j_{2}}^{\gamma_{\Omega_{2}}} \cdots q_{j_{s}}^{\gamma_{j_{s}}} \quad$ be the prime factorization of $x$ and $y$, respectively, and $x \cdot y \neq 1$. Because $(x, y)=1$ we have $p_{i_{h}} \neq q_{j_{k}}$ for every $h=\overline{1, r}$ and $k=\overline{1, s}$. Then,

$$
\begin{aligned}
& a(x)=p_{t_{1}}^{\beta_{i_{1}}} \cdot p_{i_{2}}^{\beta_{i_{n}}} \cdots p_{i_{r}}^{\beta_{7}} \text { where } \beta_{i_{j}}=\left\{\begin{array}{c}
1 \text { if } \alpha_{i j} \text { is odd } \\
0 \text { if } \alpha_{i_{j}} \text { is even }
\end{array}, j=\overline{1, r},\right. \\
& a(y)=q_{J_{1}}^{\delta_{1}} \cdot q_{j_{2}}^{\delta_{n}} \cdots q_{j_{s}}^{\delta_{j}} \text { where } \delta_{j_{k}}=\left\{\begin{array}{l}
1 \text { if } \gamma_{j_{k}} \text { is odd } \\
0 \text { if } \gamma_{j_{k}} \text { is even }
\end{array}, k=\overline{1, s}\right. \text { and } \\
& a(x y)=p_{i_{1}}^{\beta_{1}} \cdot p_{i_{2}}^{\beta_{n}} \cdots p_{t_{r}}^{\beta_{4}} \cdot q_{d_{1}}^{\delta_{n}} \cdot q_{j_{2}}^{\delta_{n}} \cdots q_{j,}^{\delta_{j,}}=a(x) \cdot a(y)
\end{aligned}
$$

Property 5. If $(x, y)=1$, $x$ and $y$ are not perfect squares and $x, y>1$ the equation $a(x)=a(y)$ has not natural solutions.

Proof. It is easy to see that $x \neq y$. Let $x=\prod_{k=1}^{r} p_{i_{k}}^{\alpha_{k}}$ and $y=\prod_{k=1}^{s} q_{j_{k}}^{\gamma_{k}}$, (where $p_{i_{4}} \neq q_{j_{t}}, \forall h=\overline{1, r}, k=\overline{1, s}$ be their prime factorization.

Then $a(x)=\prod_{k=1}^{\prime} p_{1_{k}}^{\beta_{4}}$ and $a(y)=\prod_{k=1}^{s} q^{\delta_{k}}$, where $\beta_{i h}$ for $h=\overline{1, r}$ and $\delta_{j k}$ for $k=\overline{1, s}$ have the above signifiecance, but there exist at least $\beta_{i_{k}} \neq 0$ and $\delta_{j} \neq 0$. (because $x$ and $y$ are not perfect squares). Then $a(x) \neq a(y)$.

Remark. If $x=1$ from the above equation it results $a(y)=1$, so $y$ must be a a perfect square (analogously for $y=1$ ).

Consequence. The equation $a(x)=a(x+1)$ has not natural solutions, because for $x>1 x$ and $x+1$ are not both perfect squares and $(x, x+1)=1$.

Property 6. We have $a\left(x \cdot y^{2}\right)=a(x)$, for every $x, y \in \mathbf{N}^{+}$.
Proof. If $(x, y)=1$, then $\left(x, y^{2}\right)=1$ and using property 4 and property 1 we have $a\left(x \cdot y^{2}\right)=a(x) \cdot a\left(y^{2}\right)=a(x)$. If $(x, y) \neq 1 \quad$ we can write: $x=\prod_{k=1}^{n} p_{a_{n}}^{q_{n}} \cdot \prod_{t=1}^{n} d_{k}^{a_{1}}$ and $y=\prod_{k=1}^{n} q_{j k}^{r_{j k}} \cdot \prod_{t=1}^{n} d_{l t}^{r_{t}}$ where $p_{i h} \neq d_{I_{t}}, q_{j k} \neq d_{i t}, p_{i_{h}} \neq q_{j k}, \quad \forall h=\overline{1, r}, k=\overline{1, s}, t=\overline{1, n}$, but this implies $\left(\prod_{h=1}^{r} p_{i_{k}}^{\alpha_{k}} \cdot \prod_{k=1}^{s} q_{k}^{2 \tau_{h}}, \prod_{t=1}^{n} d_{h}^{\alpha_{k}+2 \gamma_{k}}\right)=1$ and

$$
\begin{aligned}
& \left(\prod_{k=1}^{r} p_{i_{k}}^{\alpha_{k}}, \prod_{k=1}^{s} q_{j_{k}}^{2 \gamma_{k}}\right)=1 \Rightarrow a\left(x y^{2}\right)=a\left(\prod_{n=1}^{r} p_{i_{k}}^{\alpha_{k}} \cdot \prod_{k=1}^{s} q_{k}^{2 \gamma_{k}} \cdot \prod_{t=1}^{n} d_{h_{k}}^{\alpha_{k}+2 \gamma_{k}}\right)= \\
& a\left(\prod_{k=1}^{r} p_{i_{k}}^{\alpha_{n}} \cdot \prod_{k=1}^{s} q_{j_{k}}^{2 \gamma_{n}}\right) \cdot a\left(\prod_{t=1}^{n} d_{h}^{\alpha_{4}+2 z_{k}}\right)=a\left(\prod_{k=1}^{r} p_{i_{k}}^{\alpha_{k}}\right) \cdot a\left(\prod_{k=1}^{1} q_{j_{k}}^{2 \gamma_{k}}\right) \cdot a\left(\prod_{t=1}^{n} d_{\xi}^{\alpha_{4}+2 \gamma_{k}}\right)
\end{aligned}
$$

$a\left(\prod_{h=1}^{n} p_{t h}^{a_{t}}\right) \cdot a\left(\prod_{t=1}^{n} d_{t t}^{a_{t} t 2 n_{t}}\right)=a\left(\prod_{n=1}^{n} p_{t h}^{\alpha_{i n}} \cdot \prod_{t=1}^{n} d_{t t}^{\alpha_{t}}\right)=a(x)$ because
$a\left(\prod_{t=1}^{n} d_{h}^{\alpha_{4}+2 \gamma_{4}}\right)=\prod_{t=1}^{n} d_{h}^{\beta_{4}}=a\left(\prod_{t=1}^{n} d_{t}^{a l_{t}}\right)$, where $\beta_{h}=\left\{\begin{array}{l}1 \text { if } \alpha_{L_{t}}+2 \gamma_{l_{t}} \text { is odd } \\ 0 \text { if } \alpha_{l_{t}}+2 \gamma_{h_{t}} \text { is even }\end{array}\right.$
$=\left\{\begin{array}{l}1 \text { if } \alpha_{L_{4}} \text { is odd } \\ 0 \text { if } \alpha_{L_{4}} \text { is even }\end{array}\right.$
Consequence 1. For every $x \in \mathbf{N}^{*}$ and $n \in \mathbf{N}, a\left(x^{n}\right)=\left\{\begin{array}{ll}1 & \text { if } n \text { is even } \\ a(x) & \text { if } n \text { is odd }\end{array}\right.$.
Consequence 2. If $\frac{x}{y}=\frac{m^{2}}{n^{2}}$ where $\frac{m}{n}$ is a simplified fraction, then $a(x)=a(y)$. It is easy to prove this, because $x=k m^{2}$ and $y=k n^{2}$ and using the above property we have: $a(x)=a\left(k m^{2}\right)=a(k)=a\left(k n^{2}\right)=a(y)$.

Property 7. The sumatory numerical function of the function $a$ is $F(n)=\prod_{j=1}^{k}\left(H\left(\alpha_{i}\right)\left(p_{i_{j}}+1\right)+\frac{1+(-1)^{\alpha_{i j}}}{2}\right) \quad$ where the prime factorization of $n$ is $n=p_{n}^{\alpha_{n}} \cdot p_{n}^{\alpha_{n}} \ldots \ldots p_{n}^{\alpha_{1}}$ and $H(\alpha)$ is the number of the odd numbers which are smaller than $\alpha$.

Proof. The sumatory numerical function of $a$ is defined as $F(n)=\sum_{d / n} a(d)$, because $\left(p_{i 1}^{a_{1}}, \prod_{i=2}^{k} p_{i t}^{a_{i t}}\right)=1 \quad$ we can use the property 4 and we obtain: $F(n)=\left(\sum_{d_{1} / p_{n}^{\alpha_{1}}} a\left(d_{1}\right)\right) \cdot\left(\sum_{d_{2} / p_{n}^{n_{2}} \ldots, p_{4}^{p_{2}^{4}}} a\left(d_{2}\right)\right)$ and so on, making a finite number of steps we obtain $F(n)=\prod_{j=1}^{k} F\left(p_{i, j}^{\alpha_{i j}}\right)$. But we observe that

$$
F\left(p^{\alpha}\right)=\left\{\begin{array}{cc}
\frac{\alpha}{2}(p+1)+1 & \text { if } \alpha \text { is an even number } \\
\left(\left[\frac{\alpha}{2}\right]+1\right)(p+1) & \text { if } \alpha \text { is an odd number }
\end{array}\right.
$$

where $p$ is a prime number.
If we take into account of the definition of $H(\alpha)$ we find $H(\alpha)= \begin{cases}\frac{\alpha}{2} & \text { if } \alpha \text { is even } \\ {\left[\frac{\alpha}{2}\right]+1} & \text { if } \alpha \text { is odd }\end{cases}$ so we can write $F\left(p^{\alpha}\right)=H(\alpha) \cdot(p+1)+\frac{1+(-1)^{\alpha}}{2}$, therefore: $F(n)=\prod_{j=1}^{k}\left(H\left(\alpha_{i,}\right)\left(p_{i,}+1\right)+\frac{1+(-1)^{\alpha_{i j}}}{2}\right.$.

In the sequel we study some equations which involve the function $a$.

1) Find the solutions of the equation: $x a(x)=m$, where $x, m \in \mathbf{N}^{*}$.

If $m$ is not a perfect square then the above equation has not solutions.
If $m$ is a perfect square, $m=z^{2}, z \in \mathbf{N}^{*}$, then we have to give the solutions of the equation $x a(x)=z^{2}$.

Let $z=p_{t_{1}}^{\alpha_{1}} \cdot p_{i_{2}}^{\alpha_{2}} \cdots p_{1_{2}}^{\alpha_{2}}$ be the prime factorization of $z$. Then $x a(x)=p_{i_{1}}^{2 \alpha_{1}} \cdot p_{i_{2}}^{2 \alpha_{2}} \cdots p_{i_{2}}^{2 \alpha_{2}}$, so taking account of the definition of the function $a$, the equation has the following solutions: $x_{1}^{(0)}=p_{i_{1}}^{2 \alpha_{1}} \cdot p_{i_{2}}^{2 \alpha_{2}} \cdots p_{i_{k}}^{2 \alpha_{4}} \quad$ (because $\quad a\left(x_{1}^{(0)}\right)=1$ ), $\quad x_{1}^{(1)}=p_{i_{1}}^{2 \alpha_{1}-1} \cdot p_{i_{2}}^{2 \alpha_{2}} \cdots p_{i_{4}}^{2 \alpha_{4}} \quad$ (because $\left.a\left(x_{1}^{(1)}\right)=p_{i_{1}}\right), \quad x_{2}^{(1)}=p_{i_{1}}^{2 \alpha_{1}} \cdot p_{i_{2}}^{i \alpha_{2}-1} \cdot p_{i_{3}}^{i \alpha_{3}} \cdots p_{i_{4}}^{2 \alpha_{i}} \quad$ (because $\left.\quad a\left(x_{2}^{(1)}\right)=p_{i_{2}}\right)$, $x_{k}^{(1)}=p_{i_{1}}^{2 \alpha_{1}} \cdot p_{h_{2}}^{2 \alpha_{2}} \cdots p_{i_{k}}^{2 \alpha_{k}-1} \quad$ (because $a\left(x_{k}^{(1)}\right)=p_{i_{k}}$, , then $\quad x_{t}^{(2)}=\frac{z^{2}}{p_{i_{A}} \cdot p_{i_{h}}}$, $j_{1} \neq j_{2}, j_{1}, j_{2} \in\left\{i_{1}, \ldots, i_{k}\right\}, t=\overline{1, C_{k}^{2}} \quad$ (because $a\left(x_{t}^{(2)}\right)=p_{1_{\Omega}} \cdot p_{i_{2}}$ ), and, in an analogue way, $x_{t}^{(3)}, t \in \overline{1, C_{k}^{3}} \quad$ has as values $\frac{z^{2}}{p_{i_{n}} \cdot p_{i_{h}} \cdot p_{i_{3}}}$, where $j_{1}, j_{2}, j_{3} \in\left\{i_{1}, \ldots, i_{k}\right\}$ $j_{1} \neq j_{2}, j_{2} \neq j_{3}, j_{3} \neq j_{1}$, and so on, $x_{1}^{(k)}=\frac{z^{2}}{p_{i_{1}} \cdot p_{i_{2}} \cdots p_{i_{2}}}=\frac{z^{2}}{z}=z$. So the above equation has $1+C_{k}^{1}+C_{k}^{2}+\cdots-C_{k}^{k}=2^{k}$ different solutions where $k$ is the number of the prime divisors of m.
2) Find the solutions of the equation: $x a(x)+y a(y)=z a(z), x, y, z \in \mathbb{N}^{*}$.

Proof. We note $x a(x)=m^{2}, y a(y)=n^{2}$ and $z a(z)=s^{2}, x, y, z \in N^{*}$ and the equation

$$
\begin{equation*}
m^{2}+n^{2}=s^{2}, m, n, s \in \mathbf{N}^{*} \tag{}
\end{equation*}
$$

has the following solutions: $m=u^{2}-v^{2}, n=2 u v, s=u^{2}+v^{2}, u>v>0, \quad(u, v)=1$ and $u$ and $v$ have different evenes.

If ( $m, n, s$ ) as above is a solution, then ( $\alpha m, \alpha n, \alpha s$ ), $\alpha \in N^{*}$ is also a solution of the equation ( ${ }^{*}$ ).

If ( $m, n, s$ ) is a solution of the equation (*), then the problem is to find the solutions of the equation $x a(x)=m^{2}$ and we see from the above problem that there are $2^{k_{1}}$ solutions (where $k_{1}$ is the number of the prime divisors of $m$ ), then the solutions of the equations $y a(y)=n^{2}$ and respectively $z a(z)=s^{2}$, so the number of the different solutions of the given equations, is $2^{k_{1}} \cdot 2^{k_{2}} \cdot 2^{k_{3}}=2^{k_{1}+k_{2}+k_{3}}$ (where $k_{2}$ and $k_{3}$ have the same signifience as $k_{1}$, but concerning $n$ and $s$, respectively).

For $\alpha>1$ we have $x a(x)=\alpha^{2} m^{2}, y a(y)=\alpha^{2} n^{2}, z a(z)=\alpha^{2} s^{2}$ and, using an analogue way as above, we find $2^{k_{1}-k_{2}-k_{3}}$ different solutions, where $k_{i}, i=\overline{1,3}$ is the number of the prime divisors of $\alpha m, \alpha n$ and $\alpha s$, respectively.

Remark. In the particular case $u=2, v=1$ we find the solution ( $3,4,5$ ) for (*). So we must find the solutions of the equations $x a(x)=3^{2} \alpha^{2}, y a(y)=2^{4} \alpha^{2}$ and $z a(z)=5^{2} \alpha^{2}$, for $\alpha \in \mathbf{N}^{*}$. Suppose that $\alpha$ has not 2,3 and 5 as prime factors in this prime factorization $\alpha=p_{\eta_{1}}^{\alpha_{1}} \cdot p_{i_{2}}^{\alpha_{2}} \cdots p_{i_{2}}^{\alpha_{4}}$. Then we have:

$$
\begin{aligned}
& x a(x)=3^{2} \alpha^{2} \Rightarrow x \in\left\{3^{2} \alpha^{\alpha^{3}}, \frac{3^{2} \alpha^{2}}{p_{1}}, \cdots, \frac{3^{2} \alpha^{2}}{p_{i k}}, \frac{3^{2} \alpha^{2}}{p_{1} \cdot p_{2}}, \cdots, \frac{3^{2} \alpha^{2}}{p_{i k-1} \cdot p_{i k}}, \cdots, \frac{3^{2} \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{3^{2} \alpha^{2}}{p_{2} \cdots p_{i k}},\right. \\
& \left.3^{2} \alpha, 3 \alpha^{2}, \frac{3 \alpha^{2}}{p_{11}}, \cdots, \frac{3 \alpha^{2}}{p_{i k}}, \frac{3 \alpha^{2}}{p_{1} \cdot p_{n}}, \cdots, \frac{3 \alpha^{2}}{p_{k-1} \cdot p_{i k}}, \cdots, \frac{3 \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{3 \alpha^{2}}{p_{12} \cdots p_{i k}}, 3 \alpha\right\} \\
& y a(y)=4^{2} \alpha^{2} \Rightarrow y \in\left\{4^{2} \alpha^{2}, \frac{4^{2} \alpha^{2}}{p_{1}}, \cdots, \frac{4^{2} \alpha^{2}}{p_{k k}}, \frac{4^{2} \alpha^{2}}{p_{1} \cdot p_{2}}, \cdots, \frac{4^{2} \alpha^{2}}{p_{k-1} \cdot p_{i k}}, \cdots, \frac{4^{2} \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{4^{2} \alpha^{2}}{p_{2} \cdots p_{i k}},\right. \\
& \left.4^{2} \alpha, 8 \alpha^{2}, \frac{8 \alpha^{2}}{p_{14}}, \cdots, \frac{8 \alpha^{2}}{p_{i k}}, \frac{8 \alpha^{2}}{p_{1} \cdot p_{2}}, \cdots, \frac{8 \alpha^{2}}{p_{i k-1} \cdot p_{i k}}, \cdots, \frac{8 \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{8 \alpha^{2}}{p_{2} \cdots p_{i k}}, 8 \alpha\right\} \\
& z a(y)=5^{2} \alpha^{2} \Rightarrow z \in\left\{5^{2} \alpha^{2}, \frac{5^{2} \alpha^{2}}{p_{1}}, \cdots, \frac{5^{2} \alpha^{2}}{p_{i k}}, \frac{5^{2} \alpha^{2}}{p_{1} \cdot p_{2}}, \cdots, \frac{5^{2} \alpha^{2}}{p_{i k-1} \cdot p_{i k}}, \cdots, \frac{5^{2} \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{5^{2} \alpha^{2}}{p_{2} \cdots p_{i k}},\right. \\
& \left.5^{2} \alpha, 5 \alpha^{2}, \frac{5 \alpha^{2}}{p_{1}}, \cdots, \frac{5 \alpha^{2}}{p_{i k}}, \frac{5 \alpha^{2}}{p_{11} \cdot p_{2}}, \cdots, \frac{5 \alpha^{2}}{p_{k-1} \cdot p_{i k}}, \cdots, \frac{5 \alpha^{2}}{p_{1} \cdots p_{i k-1}}, \cdots, \frac{5 \alpha^{2}}{p_{2} \cdots p_{i k}}, 5 \alpha\right\}
\end{aligned}
$$

So any triplet ( $x_{9}, y_{0}, z_{9}$ ) with $x_{0}, y_{0}$ and $z_{0}$ arbitrary of above corresponding values, is a solution for the equation (for example ( $9,16,25$ ), is a solution).

Definition. The triplets which are the solutions of the equation $x a(x)+y a(y)=z a(z), \quad x, y, z \in \mathbf{Z}^{*}$ we call MIV numbers.
3) Find the natural numbers $x$ such that $a(x)$ is a three - comered, a squared and a pentagonal number.

Proof. Because 1 is the only number which is at the same time a three - cornered, a squared and a pentagonal number, then we must find the solutions of the equation $a(x)=1$, therefore $x$ is any perfect square.
4) Find the solutions of the equation: $\frac{1}{x a(x)}+\frac{1}{y a(y)}=\frac{1}{z a(z)}, x, y, z \in \mathbf{N}^{*}$.

Proof. We have $x a(x)=m^{2}, y a(y)=n^{2}, z a(z)=s^{2}, m, n, s \in \mathbf{N}^{*}$.
The equation $\frac{1}{m^{2}}+\frac{1}{n^{2}}=\frac{1}{s^{2}}$ has the solutions:

$$
\begin{aligned}
& m=t\left(u^{2}+v^{2}\right) 2 u v \\
& n=t\left(u^{2}+v^{2}\right)\left(u^{2}-v^{2}\right) \\
& s=t\left(u^{2}-v^{2}\right) 2 u v
\end{aligned}
$$

$u>v,(u, v)=1, u$ and $v$ have different eveness and $t \in \mathbf{N}^{*}$, so we have

$$
\begin{aligned}
& x a(x)=t^{2}\left(u^{2}+v^{2}\right)^{2} 4 u^{2} v^{2} \\
& y a(y)=t^{2}\left(u^{2}+v^{2}\right)^{2}\left(u^{2}-v^{2}\right)^{2}
\end{aligned}
$$

$z a(z)=t^{2}\left(u^{2}-v^{2}\right)^{2} 4 u^{2} v^{2} \quad$ and we find $x, y$ and $z$ in the same way which is indicated in the first problem.

For example, if $u=2, v=1, t=1$ we have $m=20, n=15, s=12$, so we must find the solutions of the following equations:

$$
\begin{aligned}
& x a(x)=20^{2}=2^{4} \cdot 5^{2} \Rightarrow x \in\left\{2^{3} \cdot 5^{2}=200,2^{4} \cdot 5=80,2^{3} \cdot 5=40,2^{4} \cdot 5^{2}=400\right\} \\
& y a(y)=15^{2}=3^{2} \cdot 5^{2} \Rightarrow y \in\{15,45,75,225\} \\
& z a(z)=12^{2}=2^{4} \cdot 3^{2} \Rightarrow z \in\{24,48,72,144\}
\end{aligned}
$$

Therefore for this particular values of $u, v$ and $t$ we find $4 \cdot 4 \cdot 4=2^{2} \cdot 2^{2} \cdot 2^{2}=2^{6}=64$ solutions. (because $k_{1}=k_{z}=k_{3}=2$ )
5) Find the solutions of the equation: $a(x)+a(y)+a(z)=a(x) a(y) a(z), x, y, z \in \mathbf{N}^{\bullet}$.

Proof. If $a(x)=m, a(y)=n$ and $a(z)=s$, the equation $m+n+s=m \cdot n \cdot s$, $m, n, s \in \mathbf{N}^{*}$ has a solutions the permutations of the set $\{1,2,3\}$ so we have:

$$
\begin{aligned}
& a(x)=1 \Rightarrow x \text { must be a perfect square, therefore } x=u^{2}, u \in \mathbf{N}^{*} \\
& a(y)=2 \Rightarrow y=2 v^{2}, \quad v \in \mathbf{N}^{*} \\
& a(z)=3 \Rightarrow z=3 t^{2}, \quad t \in \mathbf{N}^{*} .
\end{aligned}
$$

Therefore the solutions are the permutation of the sets $\left\{u^{2}, 2 v^{2}, 3 t^{2}\right\}$ where $u, v, t \in \mathbb{N}^{*}$.
6) Find the solutions of the equation $A a(x)+B a(y)+C a(z)=0, A, B, C \in \mathbf{Z}^{*}$.

Proof. If we note $a(x)=u, a(y)=v, a(z)=t$ we must find the solutions of the equation $A u+B v+C t=0$.

Using the method of determinants we have:

$$
\left|\begin{array}{lll}
A & B & C \\
A & B & C \\
\boldsymbol{m} & n & s
\end{array}\right|=0, \quad \forall m, n, s \in \mathbf{Z} \Rightarrow A(B s-C n)+B(C m-A s)+C(A n-B m)=0 \text {, and it }
$$

is known that the only solutions are $u=B s-C n$

$$
\begin{aligned}
& v=C m-A s \\
& t=A n-B m, \quad \forall m, n, s \in \mathbf{Z}
\end{aligned}
$$

so, we have $\quad a(x)=B s-C n$
$a(y)=C m-A s$
$a(z)=A n-B m \quad$ and now we know to find $x, y$ and $z$.
Example. If we have the following equation: $2 a(x)-3 a(y)-a(z)=0$, usind the above result we must find (with the above mentioned method) the solutions of the equations:
$a(x)=-3 s+n$
$a(y)=-m-2 s$
$a(z)=2 n+3 m, \quad m, n$ and $s \in \mathbf{Z}$.
For $m=-1, \quad n=2, s=0: a(x)=2, a(y)=1, a(z)=1$ so, the solution in this case is $\left(2 \alpha^{2}, \beta^{2}, \gamma^{2}\right), \alpha, \beta, \gamma \in \mathbf{Z}^{*}$. For the another values of $m, n, s$ we find the corresponding solutions.
7) The same problem for the equation $A a(x)+B a(y)=C, A, B, C \in \mathbf{Z}$.

Proof. $A a(x)+B a(y)-C=0 \Leftrightarrow A a(x)+B a(y)+(-C) a(z)=0 \quad$ with $a(z)=1 \quad$ so we must have $A n-B m=1$. If $n_{0}$ and $m_{0}$ are solutions of this equation ( $A n_{0}-B m_{0}=1$ ) it remains us to find the solutions of the following equations:

$$
\begin{aligned}
& a(x)=B s+C n_{0} \\
& a(y)=-C m_{0}-A s, s \in \mathbf{Z}, \text { but we know how to find them. }
\end{aligned}
$$

Example. If we have the equation $2 a(x)-3 a(y)=5, x, y \in \mathbf{N}^{*}$ using the above results, we get: $A=2, B=-3, C=-5$ and $a(z)=1=2 n+3 m$. The solutions are $m=2 k+1$ and $n=-1-3 k, k \in \mathbf{Z}$. For the particular value $k=-1$ we have $m_{0}=-1$ and $n_{0}=2$ so we find $a(x)=-3+5 \cdot 2=10-3 s$ and $a(y)=-5(-1)-2 s=5-2 s$.

If $s_{0}=0$ we find $a(x)=10 \Rightarrow x=10 u^{2}, u \in \mathbf{Z}^{*}$

$$
a(y)=5 \Rightarrow y=5 v^{2}, v \in \mathbf{Z}^{*} \quad \text { and so on. }
$$

8) Find the solutions of the equation: $a(x)=k a(y) k \in \mathbf{N}^{*} k>1$.

Proof. If $k$ has in his prime factorization a factor which has an exponent $\geq 2$, then the problem has not solutions.

If $k=p_{i_{1}} \cdot p_{i_{2}} \cdots p_{i_{r}}$ and the prime factorizarion of $a(y)$ is $a(y)=q_{j_{1}} \cdot q_{j_{2}} \cdots q_{j_{v}}$, then we have solutions only in the case $p_{i_{1}}, p_{i_{2}}, \ldots p_{i_{5}} \notin\left\{q_{j_{1}}, q_{j_{2}}, \ldots, q_{j_{n}}\right\}$.

This implies that $a(x)=p_{i_{1}} \cdot p_{i_{2}} \cdots p_{i} \cdot q_{j_{1}} \cdot q_{J_{2}} \cdots q_{j_{k}}$, so we have the solutions

$$
\begin{aligned}
& x=p_{i 1} \cdot p_{2} \cdots p_{i r} \cdot q_{j_{1}} \cdot q_{\lambda_{2}} \cdots q_{j_{s}} \cdot \alpha^{2} \\
& y=q_{j_{1}} \cdot q_{j_{2}} \cdots q_{j_{u}} \cdot \beta^{2}, \alpha, \beta \in \mathbf{Z}^{*} .
\end{aligned}
$$

9) Find the solutions of the equation $a(x)=x$ (the fixed points of the function $a$ ).

Proof. Obviously, $a(1)=1$. Let $x>1$ and let $x=p_{\eta}^{\alpha_{\eta}} \cdot p_{\eta}^{\alpha_{i n}} \cdots p_{\psi_{r}}^{\alpha_{r}}, \alpha_{i_{j}} \geq 1$, for $j=\overline{1, r}$ be the prime factorization of $x$. Then $a(x)=p_{i_{1}}^{\beta_{n}} \cdot p_{i 2}^{\beta_{2}} \cdots p_{i_{r}}^{\beta_{i r}}$ and $\beta_{i j} \leq 1$ for $j=\overline{1, r}$. Because $a(x)=x$ this implies that $\alpha_{i_{j}}=\beta_{i_{j}}=1, \forall j \in \overline{1, r}$, therefore $x=p_{i_{1}} \cdot p_{i_{2}} \cdots p_{i_{7}}$, where $p_{i_{j}}, j=\overline{1, r}$ are prime numbers.
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# SQME REMARKS CONCERNING THE DISTRIBUTION OF THE SMARANDACHE FUNCTION 

by<br>TOMIȚA TIBERU FLORIN , STUDENT, UNIVERSITY OF CRAIOVA

The Smarandache function is a numerical function $S: N^{*} \rightarrow N^{*} S(k)$ representing the smallest natural number $n$ such that $n$ ! is divisible by $k$. From the definition it results that $S(1)=1$.

I will refer for the beginning the following problem:
"Let k be a rational number, $0<\mathrm{k} \leq 1$. Does the diophantine equation $\frac{S(n)}{n}=k$ has always solutions? Find all $k$ such that the equation has an infinite number of solutions in $\mathrm{N}^{* "}$ from "Smarandache Function Journal".

I intend to prove that equation hasn't always solutions and case that there are an infinite number of solutions is when $k=\frac{1}{r}, \mathrm{r} \in \mathrm{N}^{*}, \mathrm{k} \in \mathrm{Q}$ and $0<\mathrm{k} \leq 1 \Rightarrow$ there are two relatively prime non negative integers p and q such that $k=\frac{q}{p}, \mathrm{p}, \mathrm{q} \in \mathrm{N}^{*}, 0<\mathrm{q} \leq \mathrm{p}$. Let n be a solution of the equation $\frac{S(n)}{n}=k$. Then $\frac{S(n)}{n}=\frac{p}{q}$, (1). Let d be a highest common divisor of n and $\mathrm{S}(\mathrm{n}): \mathrm{d}=(\mathrm{n}, \mathrm{S}(\mathrm{n})$ ). The fact that p and q are relatively prime and (1) implies that $\mathrm{S}(\mathrm{n})=\mathrm{qd}, \mathrm{n}=\mathrm{pd} \Rightarrow \mathrm{S}(\mathrm{pd})=\mathrm{qd}\left(^{*}\right)$.

This equality gives us the following result: ( qd ) ! is divisible by $\mathrm{pd} \Rightarrow[(\mathrm{qd}-1)!\cdot \mathrm{q}]$ is divisible by $p$. But $p$ and $q$ are relatively prime integers, so (qd-1)! is divisible by $p$. Then $\mathrm{S}(\mathrm{p}) \leq \mathrm{qd}-1$.

I prove that $S(p) \geq(q-1) d$.
If we suppose against all reason that $S(p)<(q-1) d$, it means $[(q-1) d-1]$ ! is divisible by $p$. Then $(p d) \mid[(q-1) d]$ ! because $d \mid(q-1) d$, so $S(p d) \leq(q-1) d$. This is contradiction with the fact that $\mathrm{S}(\mathrm{pd})=\mathrm{qd}>(\mathrm{q}-1) \mathrm{d}$. We have the following inequalities:
$(\mathrm{q}-1) \mathrm{d} \leq \mathrm{S}(\mathrm{p}) \leq \mathrm{qd}-1$.
For $\mathrm{q} \geq 2$ we have from the first inequality $\mathrm{d} \leq \frac{S(p)}{q-1}$ and from the second $\frac{S(p+1)}{q} \leq d$, so $\frac{S(p+1)}{q} \leq d \leq \frac{S(p)}{q-1}$.

For $k=\frac{q}{p}, \mathrm{q} \geq 2$, the equations has solutions if and only if there is a natural number between $\frac{S(p+1)}{q}$ and $\frac{S(p)}{q-1}$. If there isn't such a number, then the equation hasn't solutions. However, if there i a number d with $\frac{S(p+1)}{q} \leq d \leq \frac{S(p)}{q-1}$, this doesn't mean that the equation has solutions. This condition is necessary but not sufficient for the equation to have solutions.

For example:
a) $k=\frac{4}{5}, \mathrm{q}=4, \mathrm{p}=5 \Rightarrow \frac{S(p+1)}{q}=\frac{6}{4}=\frac{3}{2}, \frac{S(p)}{q-1}=\frac{5}{3}$. In this case the equation hasn't solutions.
b) $k=\frac{3}{10}, \mathrm{q}=3, \mathrm{p}=10 ; \mathrm{S}(10)=5, \frac{6}{3}=2 \leq d \leq \frac{5}{2}$. If the equation has solutions, then we must have $\mathrm{d}=2, \mathrm{n}=\mathrm{dp}=20, \mathrm{~S}(\mathrm{n})=\mathrm{dq}=6$. But $\mathrm{S}(20)=5$.

This is a contradiction. So there are no solutions for $h=\frac{3}{10}$.
We can ha.e more then natural numbers between $\frac{S(p+1)}{q}$ and $\frac{S(p)}{q-1}$. For example:
$k=\frac{3}{29}, \mathrm{q}=3, \mathrm{p}=29, \frac{S(p+1)}{q}=10, \frac{S(p)}{q-1}=14,5$.
We prove that the equation $\frac{S(n)}{n}=k$ hasn't always solutions.
If $q \geq 2$ then the number of solutions is equal with the number of values of $d$ that verify relation (*). But d can be a nonnegative integer between $\frac{S(p+1)}{q}$ and $\frac{S(p)}{q-1}$, so d can take only a finite set of values. This means that the equation has no solutions or it has only a finite number of solutions.

We study note case $k=\frac{1}{p}, \mathrm{p} \in \mathrm{N}^{*}$. In this case he equation has an infinite number of solutions. Let $\mathrm{p}_{0}$ be a prime number such that $\mathrm{p}<\mathrm{p}_{0}$ and $\mathrm{n}=\mathrm{pp}_{0}$. We have $\mathrm{S}(\mathrm{n})=\mathrm{S}\left(\mathrm{pp}_{0}\right)=\mathrm{p}$, so $\mathrm{S}(\mathrm{n})=\mathrm{p}_{0} \cdot \frac{S(n)}{n}=\frac{p_{0}}{p p_{0}}=\frac{1}{p}$, so the equation has an infinite number of solution.

I will refer now to another problem concerning the ratio $\frac{S(n)}{n}$ "Is there an infinity of natural numbers such that $0<\left\{\frac{x}{S(x)}\right\}<\left\{\frac{S(x)}{x}\right\}$ ?" from the same journal.

I will prove that the only number x that verifies the inequalities is $\mathrm{x}=9: \mathrm{S}(9)=6$, $\frac{S(x)}{x}=\frac{6}{9}=\frac{2}{3},\left\{\frac{x}{S(x)}\right\}=\left\{\frac{9}{6}\right\}=\frac{1}{2}$ and $0<\frac{1}{2}<\frac{2}{3}$, so $\mathrm{x}=9$ verifies $0<\left\{\frac{x}{S(x)}\right\}<\left\{\frac{S(x)}{x}\right\}$.

Let $\mathrm{x}=p_{1}^{\alpha_{1}} \ldots p_{n}^{\alpha_{n}}$, be the standard form of x .
$S(x)=\max _{1 \leq k \leq n} S\left(p_{k}^{\alpha_{k}}\right)$. We put $\mathrm{S}(\mathrm{x})=\mathrm{S}\left(p^{\alpha}\right)$, where $p^{\alpha}$ is one of $p_{1}^{\alpha_{1} \ldots p_{n}^{\alpha}}$ such that $S\left(p^{\alpha}\right)=\max _{1 \leq k \leq n} S\left(p_{k}^{\alpha_{k}}\right)$.
$\left\{\frac{x}{S(x)}\right\}$ can take one of the following values : $\frac{1}{S(x)}, \frac{2}{S(x)}, \ldots, \frac{S(x)-1}{S(x)}$ because $0<\left\{\frac{x}{S(x)}\right\}<\left\{\frac{S(x)}{x}\right\}$ ( We have $S(\mathrm{x}) \leq \mathrm{x}$, so $\frac{S(x)}{x} \leq 1$ and $\left\{\frac{S(x)}{x}\right\} \leq \frac{S(x)}{x}$ ). This means $\frac{S(x)}{x} \geq \frac{1}{S(x)} \Rightarrow S\left(p^{\alpha}\right)^{2}>\mathrm{x} \geq \mathrm{p}^{\alpha}$.

But $(\alpha p)!=1 \cdot 2 \cdot \ldots \cdot p\left(p^{+1}\right) \ldots(2 p) \ldots(\alpha p)$ is divisible by $p^{\alpha}$, so $\alpha p \geq S\left(p^{\alpha}\right)$. From this last inequality and (2) it follows that $\alpha^{2} p^{2}>p^{2}$. We have three cases:
I. $\alpha=1$. In this case $S(x)=S(p)=p, x$ is divisible by $p$, so $\frac{x}{p} \in Z$. This is a contradiction. There are no solutions for $\alpha=1$.
II. $\alpha=2$. In this case $S(x)=S\left(p^{2}\right)=2 p$, because $p$ is a prime number and ( $\left.2 p\right)!=1 \cdot 2 \cdot \ldots \cdot$ $p(p-1) \ldots(2 p)$, so $S\left(p^{2}\right)=2 p$.

But $\left\{\frac{p x_{1}}{2}\right\} \in\left\{0, \frac{1}{2}\right\}$. This means $\left\{\frac{p x_{1}}{2}\right\}=\frac{1}{2} \Rightarrow \frac{1}{2}<\frac{2}{p x_{1}}<4$; p is a prime number $\Rightarrow \mathrm{p} \in$ $\{2,3\}$.

If $p=2$ and $p x_{1}<4 \Rightarrow x_{1}=1$, but $x=4$ isn't a solution of the equation: $S(4)=4$ and $\left\{\frac{4}{4}\right\}=0$.

If $p=3$ and $p x_{1}<4 \Rightarrow x_{1}=1$. so $x=p^{2}=9$ is a solution of equation.
III. $\alpha=3$. We have $\alpha^{2} p^{2}>p^{\alpha} \Leftrightarrow \alpha^{2}>p^{\alpha-1}$.

For $\alpha \geq 8$ we prove that we have $p^{\alpha-2}>p^{2},(\forall) p \in N^{*}, p \geq 2$.
We prove by induction that $2^{\mathrm{n}-1}>(\mathrm{n}+1)^{2}$.

$$
2^{n-1}=2 \cdot 2^{n-2} \geq 2 \cdot n^{2}-n^{2}+n^{2} \geq n^{2}+8 n>n^{2}+2 n+1=(n+1)^{2}, \text { because } n \geq 8
$$

We proved that $p^{\alpha-2} \geq 2^{\alpha-1} \geq \alpha^{2}$, for any $\alpha \geq 8, p \in N^{*}, p \geq 2$.
We have to study the case $\alpha \in\{3,4,5,6,7\}$.
a) $\alpha=3 \Rightarrow p \in\{2,3,5,7\}$, because $p$ is a prime number.

If $p=2$ then $S(x)=S\left(2^{3}\right)=4$. But $x$ is divisible by 8 , so $\left\{\frac{x}{S(x)}\right\}=\left\{\frac{x}{4}\right\}=0$, so $x=4$ cannot be a solution of the inequation.

$$
\text { If } \mathrm{p}=3 \Rightarrow \mathrm{~S}(\mathrm{x})=\mathrm{S}\left(3^{3}\right)=9 \text {. But } \mathrm{x}^{2} \mathrm{~S}^{2} \text { untrishle ty } 2 \text {, so }\left\{\frac{x}{S(x)}\right\}=\left\{\frac{x}{9}\right\}=0 \text {, so } \mathrm{x}=9 \text { cannot }
$$

be a solution of the inequation.

$$
\text { If } \mathrm{p}=5 \Rightarrow \mathrm{~S}(\mathrm{x})=\mathrm{S}\left(5^{3}\right)=15 ;\left\{\frac{x}{S(x)}\right\}=\left\{\frac{S(x)}{x}\right\}=0 \mathrm{x}=5^{3} \cdot \mathrm{x}_{1}, \mathrm{x}_{1} \in \mathrm{~N}^{*},\left(5, \mathrm{x}_{1}\right)=1
$$

We have $0<\left\{\frac{5^{2} \cdot x_{i}}{3}\right\}<\left\{\frac{3}{5^{2} \cdot x_{1}}\right\}$. This first inequality implies $\left\{\frac{5^{2} \cdot x}{3}\right\} \in\left\{\frac{1}{3}, \frac{2}{3}\right\}$, so $\frac{1}{3}<$ $\frac{3}{5^{2} \cdot x_{1}} \Rightarrow 5^{2} \cdot x_{1}<9$, but this is impossible.

If $\mathrm{p}=7 \Rightarrow \mathrm{~S}(\mathrm{x})=\mathrm{S}\left(7^{3}\right)=21, \mathrm{x}^{2}=7^{3} \cdot \mathrm{x}_{1},\left(7, \mathrm{x}_{1}\right)=1, \mathrm{x} 1 \in \mathrm{~N}^{*}$.
We have $0<\left\{\frac{x}{S(x)}\right\}<\left\{\frac{S(x)}{x}\right\} \Rightarrow 0<\left\{\frac{7^{2} \cdot x_{1}}{3}\right\}<\frac{3}{7^{2} \cdot x_{1}}$. But $0<\left\{\frac{7^{2} \cdot x_{1}}{3}\right\}$ implies $\left\{\frac{7^{2} \cdot x_{1}}{3}\right\} \in\left\{\frac{1}{3}, \frac{2}{3}\right\}$.

W have $\frac{1}{3} \leq\left\{\frac{7^{2} \cdot x_{1}}{3}\right\} \Rightarrow 7^{2} \cdot x_{1}<9$, but is impossible.
b) $\alpha=4: 16 \Rightarrow p \in\{2,3\}$.

If $\mathrm{p}=2 \Rightarrow \mathrm{~S}(\mathrm{x})=\mathrm{S}\left(\mathrm{x}^{2}\right)=6, \mathrm{x}=16 \cdot \mathrm{x}_{1}, \mathrm{x}_{1} \in \mathrm{~N}^{*},\left(2, \mathrm{x}_{1}\right)=1,0<\left\{\frac{x}{S(x)}\right\}<\frac{S(x)}{x} \Rightarrow 0<$ $\left\{\frac{8 x_{1}}{3}\right\}<\frac{3}{8 x_{1}}$.
$0<\left\{\frac{8 x_{1}}{3}\right\} \Rightarrow x_{1}=1 \Rightarrow x=16$.
But $\frac{S(x)}{x}=\frac{6}{16}=\frac{3}{8} ;\left\{\frac{x}{S(x)}\right\}=\left\{\frac{16}{6}\right\}=\left\{\frac{8}{3}\right\}=\frac{2}{3} \cdot \frac{2}{3}>\frac{3}{8}$, so the inequality isn't verified.
If $\mathrm{p}=3 \Rightarrow \mathrm{~S}(\mathrm{x})=\mathrm{S}\left(3^{4}\right)=9, \mathrm{x}=3^{4} \cdot \mathrm{x}_{1},\left(3, \mathrm{x}_{1}\right)=1 \Rightarrow 9 \left\lvert\, \mathrm{x} \Rightarrow \frac{x}{S(x)}=0\right.$, so the inequality isn't verified.

For $\alpha=\{5,6,7\}$, the only natural number $p>1$ that verifies the inequality $\alpha^{2}>p^{\alpha-2}$ is 2 :
$\alpha=5: 25>p^{3} \Rightarrow p=2$
$\alpha=6: 36>p^{4} \Rightarrow p=2$
$\alpha=7: 49>p$
In every case $x=2^{\alpha} \cdot x_{1}, x_{1} \in N^{*},\left(x_{1}, 2\right)=1$, and $S\left(x_{1}\right) \leq S\left(2^{\alpha}\right)$.
But $S\left(2^{5}\right)=S\left(2^{6}\right)=S\left(2^{7}\right) 8$, so $S(x)=8$ But $x$ is divisible by 8 , so $\left\{\frac{x}{S(x)}\right\}=0$ so the inequality isn't verified because $0=\left\{\frac{x}{S(x)}\right\}$. We found that there is only $\mathrm{x}=9$ to verify the inequality $0<\left\{\frac{x}{S(x)}\right\}<\left\{\frac{S(x)}{x}\right\}$

I try to study some diophantine equations proposed in "Smarandache Function Journal".

1) I study the equation $S(m x)=m S(x), m \geq 2$ and $x$ is a natural number.

Let x be a solution of the equation.
We have $S(x)$ ! is divisible by $x$ It is known that among $m$ consecutive numbers, one is divisible by $m$, so ( $S(x)!$ ) is divisible by $m$, so $(S(x)+1)(S(x+2) \ldots(S(x)+m)$ is divisible by $(\mathrm{mx})$. We know that $\mathrm{S}(\mathrm{mx})$ is the smallest natural number such that $\mathrm{S}(\mathrm{mx})$ ! is divisible by $(m x)$ and this implies $S(m x) \leq S(x) \div m$. But $S(m x)=m S(x)$, so $m S(x) \leq S(x)+m \Leftrightarrow m S(x)-S(x)$ $\mathrm{m}+1 \leq \Leftrightarrow(\mathrm{m}-1)(\mathrm{S}(\mathrm{x})-1) \leq 1$. We have several cases:

If $m=1$ then the equation becomes $S(X)=S(x)$, so any natural number is a solution of the equation.

If $m=2$, we have $S(x) \in\{1,2\}$ implies $x \in\{1,2\}$. We conclude that if $m=1$ then any natural number is a solution of the equation of the equation; if $m=2$ then $x=1$ and $x=2$ are only solution and if $m \geq 3$ the only solution of the equation is $x=1$.
2) Another equation is $S\left(x^{y}\right)=y^{x}$, $x, y$ are natural numbers.

Let $(x, y)$ be a solution of the equation.
$(y x)!=1 \ldots x(x+1) \ldots(2 x) \ldots(y x)$ implies $S\left(x^{y}\right) \leq y x$, so $y^{x} \leq y x_{1}$ because $S\left(x^{y}\right)=y^{x}$.
But $\mathrm{y} \geq 1$, so $\mathrm{y}^{\mathrm{x}-1} \leq \mathrm{x}$.
If $x=1$ then equation becomes $S(1)=y$, so $y=1$, so $x=y=1$ is a solution of the equation. If $x \geq 2$ then $x \geq 2^{x-1}$. But the only natural numbers that verify this inequality are $x=y=2$ :
$x=y=2$ verifies the equation, so $x=y=2$ is a solution of the equation.
For $x \geq 3$ we prove that $x<2^{x-1}$. We make the proof by induction.
If $x=3: 3<2^{3-1}=4$.
We suppose that $k<2^{k-1}$ and we prove that $k+1<2 k$. We have $2^{k=2 \cdot 2 k}>2 \cdot k=k+k>k+1$, so the inequality is established and there are no other solutions then $x=y=1$ and $x=y=2$.
3) I will prove that for any $m, n$ natural numbers, if $m>1$ then the equation $S\left(x^{n}\right)=x^{m}$ has no solution or it has a finite number of solutions, and for $m=1$ the equation has a infinite number of solutions.

I prove that $S\left(x^{n}\right) \leq n x$. But $x^{m}-S\left(x^{n}\right)$, so $x^{m} \leq n x$.
For $m \geq 2$ we have $x^{m-1} \leq n$. If $m=2$ then $x \leq n$, and if $m \geq 3$ then $x \leq m-\sqrt{n}$, so $x$ can take only a finite number of values, so the equation can have only a finite number of solutions or it has no solutions.

We notice that $x=1$ is a solution of the equation for any $m, n$ natural numbers.

If the equation has a solution different of 1 , we must have $x^{m}=S\left(x^{n}\right) \leq x^{n}$., so $m \leq n$ If $\mathrm{m}=\mathrm{n}$, the equation becomes $\mathrm{x}^{\mathrm{m}=\mathrm{n}}=\mathrm{S}\left(\mathrm{x}^{\mathrm{n}}\right)$, so $\mathrm{x}^{\mathrm{n}}$ is a prime number or $\mathrm{x}^{\mathrm{n}}=4$, so $\mathrm{n}=1$ and any prime number as well as $x=4$ is a solution of the equation, or $n=2$ and the only solutions are $\mathrm{x}=1$ and $\mathrm{x}=2$.

For $\mathrm{m}=1$ and $\mathrm{n} \geq 1$, we prove that the equations $\mathrm{S}\left(\mathrm{x}^{\mathrm{m}}\right)=\mathrm{x}, \mathrm{x} \in \mathrm{N}^{*}$ has an infinite number of solutions. Let be a prime number, $\mathrm{p}>\mathrm{n}$. We prove that np ) is a solution of the equation, that is $\mathrm{S}\left((\mathrm{np})^{\mathrm{n}}\right)=\mathrm{np}$.
$\mathrm{n}<\mathrm{p}$ and p is a prime number, so n and p are relatively prime numbers.
$\mathrm{n}<\mathrm{p}$ implies:
$(\mathrm{np})!=1 \cdot 2 \cdot \ldots \cdot \mathrm{n}(\mathrm{n}+1) \cdot \ldots \cdot(2 \mathrm{n}) \cdot \ldots \cdot(\mathrm{pn})$ is divisible by $\mathrm{n}^{\mathrm{n}}$.
$(\mathrm{np})!=1 \cdot 2 \cdot \ldots \cdot \mathrm{p}(\mathrm{p}+1) \cdot \ldots \cdot(2 \mathrm{p}) \cdot \ldots \cdot(\mathrm{pn})$ is divisible by $\mathrm{p}^{\mathrm{n}}$.
But p and n are relatively prime numbers, so (np)! is divisible by ( np$)^{\mathrm{n}}$.
If we suppose that $\mathrm{S}\left((\mathrm{np})^{\mathrm{n}}\right)<\mathrm{np}$, then we find that ( $\left.\mathrm{np}-1\right)$ ! is a divisible by $(\mathrm{np})^{\mathrm{n}}$, so(np$1) 1$ is divisible by $p^{n}(3)$. But the exponent of $p$ in the standard form of $p$ in the standard form of (np-1)! is:
$E=\left[\frac{n p-1}{p}\right]+\left[\frac{n p-1}{p^{2}}\right]+\ldots$
But $\mathrm{p}>\mathrm{n}$, so $\mathrm{p}^{2}>\mathrm{np}>\mathrm{np}-1$. This implies :
$\left[\frac{n p-1}{p^{k}}\right]=0$, for any $\mathrm{k} \geq 2$. We have:
$E=\left[\frac{n p-1}{p}\right]=n-1$.
This means ( $\mathrm{np}-1$ )! is divisible by $\mathrm{p}^{\mathrm{n}-1}$, but isn't divisible by $\mathrm{p}^{\mathrm{n}}$, so this is a contradiction with (3). We proved that $S((n p) n)=n p$, so the equation $S(x n)=x$ has an infinite number of solutions for any natural number $n$.
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# SOMR ELEMENTARY ALGEBRAIC CONSIDERATIONS 

INSPIRED BY TEE SMARANDACEE FONCTION
by
E.Radescu, N.Radescu, C.Dumitrescu

It is known that the Smarandache function $S: \mathbf{N}^{\mathbf{N}} \rightarrow \mathbf{N}^{\mathbf{N}}$, $S(n)=m i n\{k \mid n$ divides $k!\}$ satisfies
(i) $S$ is surjective
(ii) $S([m, n])=\max \{S(m), S(n)\}$, where $[m, n]$ is the smallest common multiple of $m$ and $n$.

That is on $\mathbf{N}$ there are considered both of the divisibility order $s_{d}\left(m s_{d} n\right.$ if and only if $m$ divide $n$ ) and the usual order $s$. Of course the algebraic usual operations "+" and $": n$ play also an important role in the description of the properties of $s$.

For instance it is said that :1]:
$\max \left\{S\left(k^{k}\right), S\left(n^{\text {d }}\right)\right\} \leq S\left((k n)^{k n}\right) \leq n S\left(k^{k}\right)+k S\left(n^{\text {a }}\right)$.
If we consider the universal algebra ( $\mathcal{N}^{+}, \Omega$ ), with
$\theta=\left\{V_{d}, \phi_{0}\right\}$, where $V_{d}:\left(N^{*}\right)^{2}--N^{*}$ is given by, m $V_{d} n=[m, n]$, and $\phi_{0}:\left(\mathbf{N}^{*}\right)^{\rho} \rightarrow-\mathbf{N}^{*}$, is given by $\phi_{0}(\{\Phi\})=1=\mathcal{Q}_{V_{a}}$ and analogously the universal algebra ( $\left.\mathbf{N}^{*}, \mathbf{Q}\right)$ with $\mathbf{Q}^{\prime}=\left\{\mathrm{V}, \mathbf{\Psi}_{0}\right\}$, where $\mathrm{V}:\left(\mathbf{N}^{*}\right)^{2} \rightarrow \mathbf{N}^{*}$, is
defined by $m \vee n=\max (m, n\}$, and $\boldsymbol{\Psi}_{0}:\left(\mathbf{N}^{*}\right)^{0} \cdots \mathbf{N}^{*}$ is defined by $\boldsymbol{\Psi}_{0}(\{\Phi\})=1=Q_{V}$, then it results:

1. PROPOSITION. Let $\overline{\mathbf{N}}=\left\{S^{-}(k) \mid k \in \mathbf{N}^{*}\right\}$, where $S^{-}(k)=\left\{x \in \mathbf{N}^{*} \mid S(x)=k\right\}$. Then
(a) $\overline{\mathbf{N}}$ is countable (card $\left.\mathbf{N}^{*}=a l e f z e r o\right)$.
(b) on $\overline{\mathbf{N}}$ may be defined an universal algebra, isomorfe with ( $\mathbf{N}^{*}, \mathbf{Q}^{\prime}$ ).

Proof.(b) Let $\omega:(\overline{\mathbf{N}})^{2}-\cdots \overline{\mathbf{N}}$ be defined by $\omega\left(S^{-}(a), S^{-}(b)\right)=S^{-}(c)$, where $C=S\left(x \bigvee_{d} y\right)$, with $x \in S^{-}(a), y \in S^{-}(b)$.

Then $\omega$ is well defined because if $x_{1} \in S^{-}(a), y_{1} \in S^{-}(b)$ the $S\left(x_{1} \bigvee_{d} y_{1}\right)=S\left(x_{1}\right) \vee S\left(y_{1}\right)=a \vee b=S(x) \vee S(y)=S\left(x \bigvee_{d} y\right)=c$.

Example. $\omega\left(S^{-}(23), S^{-}(14)\right)=S^{-}(23)$ because if for instance $x=46 \in S^{-}(23)$ and $y=49 \in S^{-}(14)$ then $46 V_{d} 49=2254$ and $S(2254)=23$.

In fact, because $c=S\left(x \vee{ }_{a} y\right)=S(x) \vee S(y)=a \vee b$, it results that $\omega$ is defined by

$$
\omega\left(S^{-}(a), S^{-}(b)\right)=S^{-}(a \vee b) .
$$

We define now $\omega_{0}:(\overline{\mathbf{N}})^{0}--\overline{\mathbf{N}}$ by $\omega_{0}(\{\boldsymbol{\Phi}\})=S^{-}(1)$.

Let us note $S^{-}(1)=e_{\bullet}$. Then

$$
\forall S^{-}(k) \in \overline{\mathbf{N}} \omega\left(S^{-}(k), e_{\omega}\right)=\omega\left(e_{\omega}, S^{-}(k)\right)=S^{-}(k)
$$

Then ( $\overline{\mathbf{N}}, \overline{\mathbf{\Omega}}$ ) is an universal algebra if $\overline{\mathbf{O}}=\left\{\boldsymbol{\omega}, \omega_{0}\right\}$.
It may be defined $h: \overline{\mathbf{N}} \cdots \mathbf{N}^{*}$ an isomorphism between ( $\overline{\mathbf{N}}, \overline{\mathbf{Q}}$ ) and $\left(\mathbf{N}^{*}, \mathbf{a}^{\prime}\right)$, by $h\left(S^{-}(k)\right)=k$.

We have

$$
\begin{aligned}
& \forall S^{-}(a), S^{-}\langle b\rangle \in \overline{\mathbf{N}} h\left(\omega\left(S^{-}(a), S^{-}(b)\right)=h\left(S^{-}(a \vee b)=\right.\right. \\
& =a \vee b=h\left(S^{-}(a)\right) V_{h}\left(S^{-}(b)\right)
\end{aligned}
$$

that is $h$ is a morphism.
Of course $h\left(\omega_{0}(\{\Phi\})=\Psi_{0}(\{\Phi\})\right.$ and $h$ is injective.

Indeed, $h\left(S^{-}(a)\right)=h\left(S^{-}(b)\right) \Leftrightarrow a=b$ and then
$x \in S^{-}(a) \Leftrightarrow S(x)=a=b=x \in S^{-}(b)-S^{+}(a) \subset S^{+}(b)$ and analogously
$S^{-}(b) \subset S^{-}(a)$, so $s^{-}(a)=S^{-}(b)$.
From the surjectivity of $S$ it results that $h$ is surjective, because for every $k \in N^{*}$ it exists $x \in N^{*}$ such that $S(x)=\boldsymbol{k}$, so $S^{-}(k) \neq \Phi$ and $h\left(S^{-}(k)\right)=k$.

Then we have $(\overline{\mathbf{N}}, \overline{\mathbf{O}}) \propto\left(\mathbf{N}^{*}, \mathbf{Q}\right)$ and from the bijectivity of $h$ it results $\operatorname{card} \overline{\mathbf{N}}=\operatorname{card} \mathbf{N}^{*}$, that is the assertion (a).

Remarks (i) An other proof of Proposition 1 may be made as follows;

Let $P_{s}$ be the equivalence associated with the function $S$

$$
x p_{s} y \Leftrightarrow S(x)=S(y)
$$

Because $S$ is a morphism between $\left(\mathbf{N}^{*}, \mathbf{Q}\right)$ and ( $\left.\mathbf{N}^{*}, \mathbf{O}\right)$ it results that $\rho_{s}$ is a congruence and so we can define on $\frac{N^{0}}{\rho_{s}}$ the operations $\omega$ and $\omega_{0}$ by
$\omega:\left(\mathbf{N}^{*} / \rho_{s}\right)^{2} \longrightarrow \mathbf{N}^{*} / \rho_{s}, \quad \omega(\hat{x}, \hat{y})=x V_{d} y ;$
$\omega_{0}:\left(\mathbf{N}^{*} / \rho_{s}\right)^{2} \longrightarrow \mathbf{N}^{*} / \rho_{s}, \quad \omega_{0}(\{\Phi\})=\hat{1}$.
Moreover, $\mathbf{N}^{*} / \rho_{s}=\overline{\mathbf{N}}$ and so it is constructed the universal
algebra $(\overline{\mathbf{N}}, \overline{\mathbf{Q}})$, with $\overline{\mathbf{Q}}=\left\{\boldsymbol{\omega}, \boldsymbol{\omega}_{\boldsymbol{\rho}}\right\}$. That because $s:\left(\mathbf{N}^{*}, \mathbf{Q}\right) \cdots\left(\mathbf{N}^{*}, \mathbf{Q}^{\prime}\right)$ is a morphism so by a well known isomorphism theorem it results that $\left(\mathbf{N}^{*} / \rho_{s}\right) \propto \operatorname{ImS}$ so $(\overline{\mathbf{N}}, \overline{\mathbf{0}}) \propto\left(\mathbf{N}^{*}, \mathbf{\Omega}^{\prime}\right)$. That is we have a proof for (b), the morphism being $\boldsymbol{a}: \overline{\mathbf{N}} \rightarrow \mathbf{N}^{*}, \alpha(\hat{x})=S(x)$.
(ii) Proposition 1 is an argument to consider the functions $S_{\min }^{-1}: N^{*}--\rightarrow N^{*}, \quad S_{\min }^{-1}(k)=\min S^{-}(k)$
$S_{\max }^{-1}: \mathbf{N}^{*} \longrightarrow-\mathbf{N}^{*}, \quad S_{\max }^{-1}(k)=\max ^{-}(k) \quad(\sec$ [4])
whose properties we shall present in a future note.
(iii) The graph

$$
G=\left\{(x, y) \in \mathbf{N}^{*} X \mathbf{N}^{*} / y=S(x)\right\}
$$

is a subalgebra of the universal algebra ( $\mathbf{N}^{*} \mathbf{X} \mathbf{N}^{*}, \mathbf{Q}$ ), where $\boldsymbol{\theta}=\left\{\omega, \omega_{0}\right\}$, with $\omega:\left(\mathbf{N}^{*} \boldsymbol{X} \mathbf{N}^{*}\right)^{2} \longrightarrow \mathbf{N}^{*} \boldsymbol{X} \mathbf{N}^{*}$, defined by $\omega\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left(x_{1} \vee d x_{2}, y_{1} V y_{2}\right)$ and $\omega_{0}:\left(\mathbf{N}^{*} x \mathbf{N}^{*}\right)^{0} \rightarrow-\mathbf{N}^{*} \boldsymbol{x} \mathbf{N}^{*}$, defined by $\omega_{0}(\{\Phi\})=\left(\phi_{0}(\{\Phi\}), \Psi_{0}(\{\Phi\})\right\rangle=(1,1\rangle$.

Indeed $G$ is a subalgebra of the universal algebra ( $\mathbf{N}^{*} \boldsymbol{x} \mathbf{N}^{*}, \mathbf{0}$ ) if for every $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in G$ it results $\omega\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right) \in G\right.$ and $\omega_{0}(\{\Phi\}) \in G$. But
$\omega\left(\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right)\right)=\left(x_{1} V_{d} x_{2}, y_{1} V_{y_{2}}\right)=\left(x_{1} V_{d} x_{2}, S\left(x_{1}\right) \vee S\left(x_{2}\right)\right)=\left(x_{1} V_{d} x_{2}\right.$.
and $\omega_{0}(\{\oplus\}) \in G$ if and only if $(1,1) \in G$.
That is $(1, S(1)) \in G$.
In fact the algebraic property is more complete in the sense that $f: A \rightarrow B$ is a morphism between the universal algebras ( $A, 0$ ) and ( $B, 0$ ) of the some kind $t$ if and only if the graph $F$ of the functional relation $f$ is a subalgebra of the universal algebra ( $A x B, 0$ ).

Then the importance of remark (iii) consist in the fact that it is possible to underline some properties of the Smarandache function starting from the above mentioned subalgebra of the universal algèbra ( $\mathbf{N}^{*} \times \mathbf{N}^{*}, \boldsymbol{\Omega}$ ).
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# SMARANDACHE FUNCTIONS OF THE SECOND KIND 

by Ion Bălăcenoiu and Constantin Dumitrescu<br>Departament of Mathematics, University of Craiova<br>Craiova (1100), Romania

The Smarandache functions of the second kind are defined in [1] thus:

$$
S^{k}: \mathbf{N}^{*} \rightarrow \mathbf{N}^{*}, \quad S^{k}(n)=S_{n}(k) \text { for } n \in \mathbf{N}^{*},
$$

where $S_{n}$ are the Smarandache functions of the first kind (see [3]).
We remark that the function $S^{1}$ has been defined in [4] by F. Smarandache because $S^{1}=S$.

Let, for example, the following table with the values of $S^{2}$ :

| n | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $S^{2}(n)$ | 1 | 4 | 6 | 6 | 10 | 6 | 14 | 12 | 12 | 10 | 22 | 8 | 26 | 14 |

Obviously, these functions $S^{k}$ aren't monotony, aren't periodical and they have fixed points.

1. Theorem. For $k, n \in \mathbf{N}^{*}$ is true $S^{k}(n) \leq n \cdot k$.

Proof. Let $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \ldots p_{t}^{\alpha_{t}}$ and $S(n)=\max _{1 \leq \leq i}\left\{S_{p_{i}}\left(\alpha_{i}\right)\right\}=S\left(p_{j}^{\alpha_{j}}\right)$.
Because $\quad S^{k}(n)=S\left(n^{k}\right)=\max _{1 \text { Sis }}\left\{S_{p_{i}}\left(\alpha_{i} k\right)\right\}=S\left(p_{r}^{\alpha_{i}, k}\right) \leq k S\left(p_{r}^{\alpha_{r}}\right) \leq k S\left(p_{j}^{\alpha_{j}}\right)=k S(n)$ and $S(n) \leq n$, [see [3]], it results:
(1) $\quad S^{k}(n) \leq n \cdot k \quad$ for every $n, k \in \mathbb{N}^{*}$.
2. Theorem. All prime numbers $p \geq 5$ are maximal points for $S^{k}$, and

$$
S^{k}(p)=p\left[k-i_{p}(k)\right], \quad \text { where } 0 \leq i_{p}(k) \leq\left[\frac{k-1}{p}\right]
$$

Proof. Let $p \geq 5$ be a prime number. Because $S_{p-1}(k)<S_{p}(k), S_{p+1}(k)<S_{p}(k)$ [see [2]] it results that $S^{k}(p-1)<S^{k}(p)$ and $S^{k}(p+1)<S^{k}(p)$, so that $S^{k}(p)$ is a relative maximum value.

Obviously,
(2) $S^{k}(p)=S_{p}(k)=p\left[k-i_{p}(k)\right]$ with $0 \leq i_{p}(k) \leq\left[\frac{k-1}{p}\right]$.
(3) $S^{k}(p)=p k$ for $p \geq k$.
3. Theorem. The mumbers kp. for $p$ prime and $p>k$ are the fixed points of $S^{k}$.

Proof. Let $p$ be a prime number, $m=p_{1}^{a_{1}} \ldots p_{t}^{a_{1}}$ be the prime factorization of $m$ and $p>\max \{m, k\}$. Then $p_{i} \alpha_{i} \leq p_{i}^{\alpha_{i}}<p$ for $i \in \overline{1, t}$, therefore we have:

$$
S^{k}(m \cdot p)=S\left[(m p)^{k}\right]=\max _{1 \leq i s i}\left\{S_{p_{i}^{a_{i}},} S_{p}(k)\right\}=S_{p}(k)=k p
$$

For $m=k$ we obtain:

$$
S^{k}(k p)=k p \text { so that } k p \text { is a fixed point. }
$$

4. Theorem. The functions $S^{k}$ have the following properties:

$$
\begin{gathered}
S^{k}=0\left(n^{l+\varepsilon}\right), \text { for } \varepsilon>0 \\
\lim _{n \rightarrow \infty} \sup \frac{S^{k}(n)}{n}=k
\end{gathered}
$$

Proof. Obviously,

$$
\begin{gathered}
0 \leq \lim _{n \rightarrow \infty} \frac{S^{k}(n)}{n^{1+\varepsilon}}=\lim _{n \rightarrow \infty} \frac{S\left(n^{k}\right)}{n^{1+\varepsilon}} \leq \lim _{n \rightarrow \infty} \frac{k S(n)}{n^{1+\varepsilon}}=k \lim _{n \rightarrow \infty} \frac{S(n)}{n^{1+\varepsilon}}=0 \quad \text { for } \\
S=0\left(n^{1+\varepsilon}\right), \quad[\operatorname{see}[4]] .
\end{gathered}
$$

Therefore we have $S^{k}=0\left(n^{1+\epsilon}\right)$, and:

$$
\lim _{n \rightarrow \infty} \sup \frac{S^{k}(n)}{n}=\lim _{n \rightarrow \infty} \sup \frac{S\left(n^{k}\right)}{n}=\lim _{p \rightarrow \infty} \frac{S\left(p^{k}\right)}{p}=k
$$

5. Theorem, [see[1]]. The Smarandache functions of the second kind standardise $\left(\mathbf{N}^{*}, \cdot\right)$ in $\left(\mathbf{N}^{*}, \leq,+\right)$ by:

$$
\Sigma_{3}: \max \left\{S^{k}(a), S^{k}(b)\right\} \leq S^{k}(a b) \leq S^{k}(a)+S^{k}(b)
$$

and $\left(\mathbf{N}^{*}, \cdot\right)$ in $\left(\mathbf{N}^{*}, \leq, \cdot\right)$ by:

$$
\Sigma_{4}: \max \left\{S^{k}(a), S^{k}(b)\right\} \leq S^{k}(a b) \leq S^{k}(a) \cdot S^{k}(b) \text { for every } a, b \in \mathbf{N}^{*}
$$

6. Theorem. The functions $S^{k}$ are, generally speaking, increasing. It means that:

$$
\forall n \in \mathbf{N}^{*} \equiv m_{0} \in \mathbf{N}^{*} \text { so that } \forall m \geq m_{0} \Rightarrow S^{k}(m) \geq S^{k}(n)
$$

Proof. The Smarandache function is generally increasing, [see [4]], it means that

$$
\begin{equation*}
\forall t \in \mathbf{N}^{*} \quad \exists r_{0}(t) \in \mathbf{N}^{*} \text { so that } \forall r \geq r_{0} \Rightarrow S(r) \geq S(t) \tag{3}
\end{equation*}
$$

Let $t=n^{k}$ and $r_{0}=r_{0}(t)$ so that $\forall r \geq r_{0} \Rightarrow S(r) \geq S\left(n^{k}\right)$.
Let $m_{0}=\left[\sqrt[k]{r_{0}}\right]+1$. Obviously $m_{0} \geq \sqrt[k]{r_{0}} \Leftrightarrow m_{0}^{k} \geq r_{0}$ and $m \geq m_{0} \Leftrightarrow m^{k} \geq m_{0}^{k}$.
Because $m^{k} \geq m_{0}^{k} \geq r_{0}$ it results $S\left(m^{k}\right) \geq S\left(n^{k}\right)$ or $S^{k}(m) \geq S^{k}(n)$.
Therefore

$$
\begin{aligned}
& \forall n \in \mathbf{N}^{*} \exists m_{0}=\left[\sqrt[k]{r_{0}}\right]+1 \quad \text { so that } \\
& \forall m \geq m_{0} \Rightarrow S^{k}(m) \geq S^{k}(n) \text { where } r_{0}=r_{0}\left(n^{k}\right)
\end{aligned}
$$

is given from (3).
7. Theorem. The function $S^{k}$ has its relative minimum values for every $n=p$ !, where $p$ is a prime number and $p \geq \max \{3, k\}$.

Proof. Let $p!=p_{1}^{i_{1}} \cdot p_{2}^{i_{2}} \cdots p_{m}^{\prime_{m}} \cdot p$ be the canonical decomposition of $p!$, where $2=p_{1}<3=p_{2}<\cdots<p_{m}<p$. Because $p$ ! is divisible by $p_{j}^{t_{j}}$ it results $S\left(p_{j}^{i_{j}}\right) \leq p=S(p)$ for every $j \in \overline{1, m}$.

Obviously,

$$
S^{\dot{k}}(p!)=S\left[(p!)^{k}\right]=\max _{1 \leq j \leq m}\left\{S\left(p_{j}^{k i_{j}}\right), S\left(p^{k}\right)\right\}
$$

Because $S\left(p_{j}^{k \cdot l_{j}}\right) \leq k S\left(p_{j}^{t_{j}}\right)<k S(p)=k p=S\left(p^{k}\right)$ for $k \leq p$, it results that we have

$$
\begin{equation*}
S^{k}(p!)=S\left(p^{k}\right)=k p, \text { for } k \leq p \tag{4}
\end{equation*}
$$

Let $p!-1=q_{1}^{i_{1}} \cdot q_{2}^{i_{2}} \cdots q_{t}^{i_{t}}$ be the canonical decomposition for $p!-1$, then $q_{j}>p$ for $j \in \overline{1, t}$.

It follows $S(p!-1)=\max _{1 \leq \leq \leq}\left\{S\left(q_{j}^{i_{j}}\right)\right\}=S\left(q_{m}^{m_{m}}\right)$ with $q_{m}>p$.
Because $S\left(q_{m}^{\prime}\right)>S(p)=S(p!)$ it results $S(p!-1)>S(p!)$.
Analogous it results $S(p!+1)>S(p!)$.
Obviously

$$
\begin{equation*}
S^{k}(p!-1)=S\left[(p!-1)^{k}\right] \geq S\left(q_{m}^{k i m}\right) \geq S\left(q_{m}^{k}\right)>S\left(p^{k}\right)=k p \tag{5}
\end{equation*}
$$

(6) $\quad S^{k}(p!+1)=S\left[(p!+1)^{k}\right]>k \cdot p$

For $p \geq \max \{3, k\}$ out of (4), (5), (6) it results that $p$ ! are the relative minimum points of the functions $S^{k}$.
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# THE PROBLEM OF LIPSCHITZ CONDITION 

Marcela Popescu and Paul Popescu University of Craiova, Department of Mathematics<br>13,A.I.Cuza st., Craiova, 1100, Romania

In our paper we prove that the Smarandache function. $S$ does not verify the Lipschitz condition, giving an answer to a problem proposed in [2] and we investugate also the possibility that some other functions, which involve the function $S$, verify or not verify the Lipschitz condition.

Proposition 1 The function $\{n \rightarrow S(n)\}$ does not verify the Lipschitz condition, where $S(n)$ is $t$ - - smallest integer $m$ such that $m$ ! is divisible by $n$. ( $S$ is called the Smarandache function.)

Proof. A function $f: M \subseteq R \rightarrow R$ is Lipschitz iff the following condition holds:

$$
(\exists) K>0,(\forall) x, y \in M \Rightarrow|f(x)-f(y)| \leq K|x-y|
$$

( $K$ is called a Lipschitz constant).
We have to prove that for every real $K>0$ there existe $x, y \in N^{*}$ such that $\mid f(x)-$ $f(y)|>K| x-y \mid$.

Let $K>0$ be a given real number. Let $x=p>3 K+2$ be a prime number and consider $y=p+1$ which is a composite number, beeig even. Since $x=p$ is a prime number we have $S(p)=p$. Using [1] we have $\left.\max _{n \in N, n \neq 4} S(n) / n\right\}=2 / 3$, then $\frac{S(y)}{y}=\frac{s^{\prime}(p+1)}{p+1} \leq \frac{2}{3}$ which implies that $S(p+1) \leq \frac{2}{3}(p+1)<p=S(p)$. We have

$$
|S(p)-S(p+1)|=p-S(p+1) \geq p-\frac{2}{3}(p+1)>\frac{3 K+2-2}{3}=K
$$

Remark 1. The ideea of the proof is based on the following observations:

If $p$ is a prime aumber, then $S(g)=f$. thus the point $\{, S(p)$ belongs to the line of equation $y=z$;

If $q$ is a composite integer, $q \neq 4$, then $\frac{\xi^{\prime}(q)}{q} \leq$ which means that the point $(q, S(q))$ is under the graphic of the line of equation $y=\frac{i}{2} x$ and above the axe $\overrightarrow{O z}$.


Thus, for every consecutive integer numbers $z, y$ where $z=p$ is a prime anmber and $y=p-1$. the leught $A B$ can be made as great as we need, for $x$, $j$ sufficiently great.

Remark 2. In fact we have proved that the function $f: N^{*} \rightarrow N$ defined by $f(n)=$ $S(n)-S(n-1)$ is onbounded, which imply that the Smarandache's function is not Lipschitz.

In the sequel we stody the Lipschitz condition for other fonctions which involve the Smarandache's fonction.
 ©rdition.
$N \frac{\text { Proof. For every }: \geq \text { ? we have } S(x) \geq 2 \text {. therefore } 0<\frac{1}{S(x)} \leq \frac{1}{2} \text {. If we take } z \neq y \text { in }}{\{0,1\}, \text { we have }}$

$$
\frac{1}{S(z)}-\frac{1}{S(y)} \leq \frac{1}{2} \leq \frac{1}{2}|z-y| .
$$

For $x=y$ we have an equality in the relation above therefore $S_{1}$ is a function which verify the Lipschitz condition with $K=\frac{\frac{1}{2}}{2}$ and more, it is a contractant function

Remark 3. In it is proved that $\sum_{n \geq 1} \frac{1}{3 n}$ is divergent.

Proof. For every $x, y \in J, 1<x<y$ we have $x=:$ and $y=n-m$ where $m \in N^{*}$. In 2 is proved that

$$
\frac{1}{(n-1)!} \leq \frac{\sin )}{n} \leq 1,\langle\forall n \in D \backslash\{0,1\}
$$

Using this we have

$$
\frac{S(x)}{x}-\frac{S(y)}{y}=\frac{S(n)}{y}-\frac{S(n-m)}{n-m} \leq 1-\frac{1}{(n+m-1)!}<1 \leq|x-y|
$$

therefore

$$
\frac{S(x)}{x}-\frac{S(y)}{y} \leq x-y
$$

for $x$ and $y$ as above. For $x=y$ we have an equality in the relation above. It follows that $s_{2}$ is verify the Lipschitz condition with $K=1$

Remark 4. Using the proof of Propositic. 5 proved below, it can be shown that the Lipschitz constant $K=1$ is the best possible. Indeed, take $z=n=p-1, m=1$ and therefore $y=p$ (with the notations from the prof of Proposition 9 ), with $p$ a primenumber. From the proof of Proposition 5, there is a subsequence of prime numbers $\left\{p_{n_{k}}\right\}_{k \geq 1}$ such that $\frac{S\left(p_{n_{k}}-1\right)}{p_{n_{k}}-1} \xrightarrow{k} 0$. For $k \geq 1$ we have, for a Lipschitz constant $K$ of $S_{2}$

$$
K \geq \frac{S\left(p_{n_{k}}\right)}{p_{n_{k}}}-\frac{S\left(p_{n_{k}}-1\right)}{p_{n_{k}}-1}=1-\frac{S\left(p_{n_{k}}-1\right)}{p_{n_{k}}-1} \stackrel{k \rightarrow \infty}{\longrightarrow} 1
$$

Thus, $K \geq 1$
 Lipschitz condition.

Proct (Compare with the proof of Pacestis: :
We have to prove that for every real $K>0$ there existe $\varepsilon, y \in N^{*}$ such that $S_{3}(x)-$ $s_{3} \dot{j}>K=-\dot{y}$

Let $K>0$ be a giren real number: $=5$ be a prome number and $j=z-1$. Csing the $P \cdots$ ristice 5 proved below, which asserts that the sequence $\frac{5 n}{(p-n)}$ in unbunded ( $w$ here $\{p\rangle_{n \geq 1}$ is the prime numbero áquence), we have, for a prime number $?$ such that $\frac{p-1}{S(p-1)}>K+1$ :

$$
\frac{x}{S(x)}-\frac{y}{S(y)}=\frac{z}{S(p)}-\frac{p-1}{S(p-1)}=\frac{p-1}{S(p-1)}-1>K+1-1=K=K|z-y|
$$

Proposition 5 If $\left\{p_{n}\right\}_{n \geq 1}$ is the grime numbens sequence, then the sequence $\left\{\frac{p_{n}-1}{S\left(p_{n}-1\right)}\right\}_{n \geq 2}$ is unbounded.

Proof. Denote $\xi_{n}=p_{n}-1$ and let $i_{n}$ be the number of the distinct prime nambers which appear in the prime factor decomposition of $\mathrm{I}_{n}$. for $n \geq 2$. We show below that $\{-n\}_{n \geq 2}$ is an onbounded sequence.

For a fixed $k \in N^{*}$, consider $\pi_{k} \stackrel{\text { def }}{=}, n, r$ and the anithmetic progression $\left\{1+\pi_{k} \cdot m\right\}_{m \geq 1}$. From the Dirichlet Theorem [ $3, \mathrm{pg} .194$, it follows that this sequence contains a subse quence $\left.1+\pi_{k} \cdot m_{i}\right\}_{1 \geq 1}$ of prime numbers: $\left\{_{n_{i}}=1-\pi_{k} \cdot m_{i}\right.$, thercfore $\pi_{k} \cdot m_{i}=p_{n_{1}}-1=q_{n_{1}}$ which implies that $r_{n_{1}} \geq k$. It shows that the sequence $\left\{r_{n_{n}}\right\}_{n \geq 2}$ is an unbounded sequence.

If $g_{n}=\prod_{i=1}^{n} \rho_{B_{i}}^{\alpha_{i}}$ then it is known (see ti) that:

$$
S\left(q_{n}\right)=\max _{1=1, r_{n}}\left\{S_{1}^{\prime} j_{1}\right\}=s\left(p_{\beta_{j}}^{\alpha}\right) \leq \alpha_{i} p_{\beta_{1}}
$$

thus

$$
\begin{equation*}
\frac{q_{n}}{S\left(q_{n}\right)}=\frac{\prod_{i=1}^{\eta_{i}} p_{B_{i}}^{\alpha_{i}}}{S\left(p_{Q_{i}}^{\alpha_{i}}\right.} \geq\left(\prod_{i=1 \neq j}^{n_{j}^{n}} p_{g_{i}}^{\alpha_{i}}\right) \frac{p_{\beta_{j}}^{\alpha_{j-1}}}{\alpha_{j}} \tag{1}
\end{equation*}
$$

We have:

$$
\begin{equation*}
u_{j}=\frac{p_{i}^{x,-}}{x_{j}} \geq 2 \tag{2}
\end{equation*}
$$

Indeed, if $x_{j}=1$, then $u_{j}=1$. If $x_{y}>1$, then

$$
i_{2} \geq \frac{\left(z_{j}-1\right)\left(x_{1}-1\right)}{x_{j}} \geq \frac{p_{3}-1}{2} \geq \frac{1}{2}
$$

But $v_{n}=\prod_{i=1, i \neq j}^{n} p_{\beta_{i}}^{\alpha_{i}}$ has $r_{n}-1$ prime factors and $\left\{r_{n}\right\}_{n \geq 2}$ is unbounded, then it follows that $\left\{v_{n}\right\}_{n \geq 2}$ is unbounded. Cing this. 11) and 12 , it follows that the sequence $\left\{\frac{F_{n}}{S\left(q_{n}\right)}\right\}_{n \geq 2}$ is anbounded

Remark 5. Using the same ideea, the Profusition 5 is true in a more kelleiad form:
 numbers sequence.
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## PROPOSED PROBLEM

by Thomas Martin

Let $\eta: Z^{*} \rightarrow N$ Smarandache Function: $\eta(m)$ is the smallest integer $n$ such that $n!$ is divisible by $m$.
a) Prove that for any number $k \in R$, there exist a series $\left\{p_{1}\right\}_{1}$ of positive integer numbers such that :

$$
L=\lim _{: \rightarrow \infty} \frac{p_{i}}{\eta\left(p_{i}\right)}>k
$$

b) Does $L=\lim _{n \rightarrow \infty} \frac{m}{\eta(m)}$ diverge to $+\infty$.

## Solution:

a) Let $p_{\text {; }}$ be a prime number greater than $k$. Index $j$ is fixed. We construct $p_{1}=p_{j} p_{j+i}$, for $i=1,2,3 \ldots$.
Lemma 1. If $u<v$ are prime numbers, then $\eta(u v)=v$.
Of course $v!=1 \cdot 2 \cdot \ldots \ldots \cdot u \cdot \ldots \cdot v=\alpha \mathbb{K}_{1}=\alpha \mathbb{K}_{2}$.
Hence $\eta\left(p_{i}\right)=p_{j^{+i}}$, for any $i=1,2,3 \ldots$ where $p_{J_{+1}}$ is the $j+i^{\text {th }}$ prime number. Then $L=p_{j}>k$.
b) Because there exists an infimity of primes: $p_{j}, p_{j+1}, \ldots$. , greater than $k$, we find an infinity of limits for each $\left\{p_{i}(j)\right\}_{i}$ series, i.e. $L=p_{j+1}$ or $L=p_{j+2}$ etc. Therefore $L=\lim _{m \rightarrow \infty} \frac{m}{\eta(m)}$ does not exist!

## Reference:

R. Muller, "Smarandache Function Joumal", Vol. 1. No. 1, 1990.

## PROPOSED PROBLEM

## by J. Thompson

Calculate:

$$
\lim _{n \rightarrow \infty}\left(1+\sum_{k=2}^{n} \frac{1}{\eta(k)}-\log \eta(n)\right)
$$

where $\eta(n)$ is Smarandache Function : the smallest integer $m$, such that $m$ ! is divisible by $n$.

Solution:
We know that $\left(\sum_{k=1}^{n} 1 / k-\log n\right)$ converges to $e$ for $n \rightarrow \infty$.
It's easy to show that for $k \geq 2, \eta(k) \leq k$. More, for $k$ a composite number $\geq 10, \eta(k) \leq k / 2$. Also, if $p>4$ then : $\eta(p)=p$ if and only if $p$ is prime.

$$
\sum_{k=10}^{n} \frac{1}{\eta(k)}-\log \eta(n) \geq\left(\sum_{k=10}^{n} \frac{1}{k}-\log n\right)+\sum_{\substack{k=10 \\ k=p n m e}} \frac{1}{k} \xrightarrow{n \rightarrow \infty} e+\infty=\infty
$$

because for any prime number $p$ there exists a composite number $p-1$ such that $\frac{1}{p-1}>\frac{1}{p}$ thus :

$$
\sum_{\substack{k=10 \\ k \times p n m e}} \frac{1}{k}=\frac{1}{10}+\frac{1}{12}+\frac{1}{14}+\frac{1}{15}+\frac{1}{16}+\frac{1}{18}+\ldots+\frac{1}{n}>\frac{1}{11}+\frac{1}{13}+\frac{1}{17}+\ldots+\frac{1}{p(n)} \xrightarrow{n \rightarrow \infty} \infty
$$

where $p(n)$ is the greatest prime number less that $n$.
We took out the first nine terms of that series, the limit of course didn't chance.

## Reference:

Smarandache F., " A function in the number theory", <Analele Univ. Timisoara>, fasc. 2, Vol. XVI, pp. 163-8, 1979; see Mathematical Review: 82a:03012.
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## PROPOSED PROBLEM OF NUMBER THEORY

## BY PROF. KEN TAUSCHER

Let $N$ be a positif integer. Let $\eta$ be the function that associates to any non-null integer $P$ the smallest number $Q$ such find the minimum value of $K$ from which $\eta(R)>N$ for any $R>K$.

## Solution:

Lemmar: For any $X>Y$ ! we have $\eta(X)>Y$.
Proof by reductio ad absurdum:
If $\eta(X)=A \leq Y$, then $A!\leq Y!<X$, whence $A!$ may not be divisible by $X$.

## Reference:

Thomas Martin, Aufgabe 1075, "Elemente der mathematik", vol. 49, No. 3, 1993.

## Current Address:

Ken Tauscher
14 / 162 Excelsior St.
Merrylands 2160
N.S.W., Sydney

Australia

A GENERALIZATION OF A PROBLEM OF STUPARU
by L. Seagull, Glendale Community College

Let $n$ be a composite integer $>=48$. Prove that between $n$ and $S(n)$ there exist at least 5 prime numbers.

Solution:
T. Yau proved that Smarandache function has the following property: $S(n)<=n / 2$ for any composite number $n>=10$,

## because:

if $n=p q$, with $p<q$ and $(p, q)=1$, then:
$S(n)=\max \{S(p), S(q)\}=S(q)<=q=n / p<=n / 2 ;$
if $n=p^{\wedge} r$, with $p$ prime and $r$ integer $>=2$, then:
$S(n)<=p r<=\left(p^{\wedge} r\right) / 2=n / 2$.
(Inequation pr $<=\left(p^{\wedge} r\right) / 2$ doesn't hold:
for $p=2$ and $r=2,3$;
as well as for $p=3$ and $r=2$;
but in either case $n=p^{\wedge} r$ is less than 10 .
For $p=2$ and $r=4$, we have $8<=16 / 2$;
therefore for $p=2$ and $r>=5$, inequality holds because the right side is exponentially increasing while the left side is only linearly increasing, i.e. $\quad 2 r<=\left(2^{\wedge} r\right) / 2$ for $r>=4$

Similarly for $p=3$ and $r>=3$,
i.e. $3 r<=\left(3^{\wedge} r\right) / 2$ for $r>=3$.

Both of these inequalities can be easily proved by induction.
For $p=5$ and $r=2$, we have $10<=25 / 2$;
and of course for $r>=3$ inequality $5 r<=\left(5^{\wedge} r\right) / 2$ will hold.
If $p>=7$ and $r=2$, then $p 2<=\left(p^{\wedge} 2\right) / 2$,
which can be also proved by induction.)
Stuparu proved, using Bertrand/Tchebychev postulate/theorem, that there exists at least one prime between $n$ and $n / 2$ \{i.e. between $n$ and $S(n)\}$. But we improve this if we apply Breusch's Theorem, which says that between $n$ and $(9 / 8) n$ there exists at least one prime. Therefore, between $n$ and $2 n$ there exist at least 5 primes,
because $(9 / 8)^{\wedge} 5=1.802032470703125 \ldots$ < 2,
while $(9 / 8)^{\wedge} 6=2.027286529541016 \ldots>2$.

References:
I. M. Radu, "Mathematical Spectrum", Vol. 27, No. 2, p. 43, 1994/5.
D. W. Sharpe, Letters to the Author, 24 February \& 16 March, 1995.

If $x>=4$, then:

where $S(k)$ is the Smarandache Function: the smallest integer such that $S(k)$ ! is divisible by $k$, and $\mid$
a
means the integer part of a.

Proof:
Knowing che Smarandache Function has the property that if $p>4$ then $S(p)=p$ if only if $p$ is prime, and $S(k)<=k$ for any $k$, and $S(4)=4$ (the only exception from the first rule), we easily find an exact formula for the number of primes less or equal than $x$.
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