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Abstract. Image patches of different roughness are likely to have different per-
ceptual significance. In this paper, we introduce a method, which separates an
image into layers, each of which retains only pixels in areas with similar spec-
tral distribution characteristics. Simple color indexing is used to index the lay-
ers individually. By indexing the layers separately, we are implicitly associat-
ing the indices with perceptual and physical meanings thus greatly enhancing
the power of color indexing while keeping its simplicity and elegance. Experi-
mental results are presented to demonstrate the effectiveness of the method.

1   Introduction

An effective, efficient, and suitable representation is the key starting point to
building image processing and computer vision systems. In many ways, the success
or failure of an algorithm depends greatly on an appropriately designed representa-
tion. In the computer vision community, it is a common practice to classify represen-
tation schemes as low-level, intermediate-level and high level. Low-level deals with
pixel level features, high level deals with abstract concepts and intermediate level
deals with something in between. Whilst low level vision is fairly well studied and we
have a good understanding at this level, mid and high level concepts are very difficult
to grasp, certainly extremely difficult to represent using computer bits. In the signal
processing community, an image can be represented in the time/spatial domain and in
the frequency/spectral domain. In contrast to many vision approaches, signal proc-
essing is more deeply rooted in mathematical analysis. Both time domain and fre-
quency domain analysis technologies are very well developed, see for example many
excellent textbooks in this area, e.g., [8]. A signal/image can be represented as time
sequence or transform coefficients of various types, Fourier, Wavelet, Gabor, KLT
etc. These coefficients often provide a convenient way to interpreting and exploiting
the physical properties of the original signal. Exploiting well-established signal
analysis technology to represent and interpret vision concepts could be a fertile area
for making progress.

Content-based image and video indexing and retrieval have been a popular re-
search subject in many fields related to computer science for over a decade [1]. Of all
the challenging issues associated with the indexing and retrieval tasks, “retrieval
relevance” [7] is probably most difficult to achieve. The difficulties can be explained



in a number of aspects. Firstly, relevance is a high level concept and is therefore dif-
ficult to describe numerically/using computer bits. Secondly, traditional indexing
approaches mostly extract low-level features in a low-level fashion and it is therefore
difficult to represent relevance using low-level features. Because low-level features
can bear no correlation with high level concepts, the burden has to be on high-level
retrieval strategies, which is again hard. One way to improve the situation is to de-
velop numerical representations (low-level features) that not only have clear physical
meanings but also can be related to high level perceptual concepts. Importantly as
well, the representations have to be simple, easily to compute and efficient to store.

There is apparent evidence to suggest that human vision system consist of fre-
quency sensitive channels [6]. In other words, when we see the visual world, we
perform some forms of frequency analysis among many other complicated and not
yet understood processing. Following the frequency analysis argument, it can be
understood, that when a subject is presented an image in front of her, she will “de-
compose” the image into various frequency components and processing each compo-
nent with different processing channels (presumably in a parallel fashion). It is con-
venient to view such a process as decomposing the image into different layers, each
layer consists of an image the same size as the original one, but only a certain fre-
quency components are retained in each layer, i.e., a band-pass filtered version of the
original image. On each layer, only those grid positions where the pixels has a certain
“busyness” will have values other grid positions will be empty. It is to be noted that
the notion of layered representation was used in [9] as well, but [9] dealt with motion
and high level concept and is not related to what we are proposing in this paper.

By decomposing an image into spectrally separated layers, we have applied the
concept to the development of simple indexing features for content-based image in-
dexing and retrieval (simplicity and effectiveness is an important consideration in this
paper). The organization in the rest of the paper is as follows. In section 2, we present
the idea. Section 3 presents an algorithm. Section 4 presents experimental results and
section 5 concludes our presentation.

2   The Idea

We are interested in developing efficient and effective image indexing features for
content-based image indexing and retrieval. Ideally, the indexing features should be
chosen in such a way that simple retrieval methods, such as computing simple metric
distance measures in the feature space will produce good results. It is also well known
that simple low-level features will bear little correlation with perceptual similarities if
only simplistic distance measures are used. Our basic idea is to associate simple low-
level features, such as color, with perceptual and physical meanings.

Color is an effective cue for indexing [3] which is well know. Because of its sim-
plicity and effectiveness, it is attractive feature. However, it is also well know simple
usage of color, i.e., color histogram, has significant drawbacks [1]. Researchers have
tried various ideas of combining color with other features for indexing, see e.g., [1].
Our idea is to group colors according to their associated physical and perceptual
properties.



The well-known opponent color theory [2] suggests that there are three visual
pathways in the human color vision system and the spatial sharpness of a color image
depends mainly on the sharpness of the light dark component of the images and very
little on the structure of the opponent-color image components. In terms of perceptual
significance of an image, the sharpness or roughnessof an image region determines its
perceptual importance. In other words, if two areas of an image contain the same
color, then the difference/or similarity of the regions are separated/identified by their
spatial busyness.

Digital signal processing researchers have developed a wealth of technologies to
analyze physical phenomena such as sharpness/roughnessof a signal/image. The most
effective way is frequency analysis, technologies ranging from FIR filter to filter
banks are well studied [8]. A busy/sharp area is associated with higher frequency
components, and a flat area has lower frequency distributions. A busy area may be
associated with textured surfaces or object boundaries, a flat area may be associated
with backgrounds or interior of an objects. Therefore a red color in a flat area may
signify a red background or large red objects with flat surface, and a similar red color
in a busy area may be indications of red colored textured surface or red object
boundaries. Based on these observations and reasoning, we propose a spectrally lay-
ered approach to image indexing. A schematic is illustrated in Fig. 1.
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Fig. 1. Schematic of spectrally layered image indexing

Let x be the input image array, hk be the impulse response of a band-pass filter (in-
cluding the low-pass and high pass filters). Then the output of each band pass filter is

( ) ( ) ( )mlhmjlixjiy kk ,,, ∗−−= (1)

Where * denotes convolution. For each pixel position, the MAX selector will
identify the filter that produces the largest output, which is used to form the spectrally
classified images. Let Lk be the kth layer image corresponding to the kth filter, then
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Indexing is then performed on each layer to obtain the indexing feature vector, If,
for the image
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To summarize therefore, an image is first passed through a filter bank (each filter
of the filter bank covers a specified spectral bandwidth). The output of the filter bank
is used to classify the pixels. Pixels in an area with similar spatial frequencies are then
retained on the same layer. In each layer, which contains only those pixels in areas
with similar frequency distributions, is used to form it’s own index. The aggregation
of the feature indices from all the layers then forms the overall index of the image. In
this way, we have effectively classified the images according to the frequency con-
tents of the image areas and indexing them separately. When such a strategy is used
to match two images, the features from areas of similar spatial roughness are
matched. That is, we will be matching flat area features in one image to the features
in the flat areas of another image, and similarly, busy area features will be mapped to
busy area features. When simple image features such as color is used for indexing
such strategy should work very effectively, and we introduce an implementation in
the next section.
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Fig. 2. A simple layer classification method.

3   An Algorithm

One of the consideration factors in our current work is efficiency. Although it is
possible to introduce various features to index each layer, we present a simple and yet
effective algorithm for the implementation of the scheme of the last section. The task
involved two aspects. The first is how to implement the filter bank scheme, the sec-
ond is how to index each layer.

Filter bank is a well-studied area in image processing. However, we realize that the
spectra classification can be implemented in a variety of ways. The essence is to clas-
sify pixels in area with similar frequency characteristic into the same layer. We here
present a simple non-filter bank based spectral classification method. This is illus-
trated in Fig. 2. Notice that only the Y component of the image is used in the classifi-
cation process. This is because the sharpness of the image is mostly contained in this
component. An image x is low-pass filtered first by a Gaussian kernel. This low-
passed version is then subtracted from the original image. The difference is then recti-
fied (i.e., taking the absolute values). Multiple thresholds are then applied. The binary
images are obtained as (4) and the layers are formed as in (5)
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Clearly, y is a Laplacian image. The magnitude of the image indicates the sharp-
ness of the image area. A busy area, which contains many sharp changes will result in
large differences between the original image and the Gaussian smoothed image. A
flat area will result in small difference between the original and the Gaussian image.
Therefore the pixel magnitude in the Laplacian is an indication of the roughnessof the
image area sounding the pixel. The scheme therefore effectively classifies pixels in
areas with similar roughnessinto the same layer.

Once we have classified pixels into different layers, we can use the simple color
histogram [3] to index each layer. Let Hk be the histogram of the Lk, then the index-
ing feature of image x is expressed in (6) and we call (6) layered color indexing
(LCI).
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Fig. 3. Top left original image. Top right Laplacian. Bottom row, layers form with

different thresholding. The black pixels are empty area of the layer.

An explanation of (6) is in order. Instead of building one histogram, we are build-
ing multiple color histograms for an image, each taking colors from pixels in areas
with similar sharpness. It is therefore immediate that (6) will be more powerful than
the original simple color histogram. Because we not only index the color, but also the
colors are associated with their surface roughness.  Fig. 3 shows an example image. It
is seen here the pixels of the Tiger’s skin actually have similar roughness. Therefore
such representation will allow not only matching the entire contents of the image, but
also allow different weightings being given to different layers depending on the
user’s requirements. In this particular example, if a user is more interested in retriev-
ing tigers, then more weighting can be given to the features of the last layer.

Some reader may be concerned about the complexity of our method. It is in fact
very simple. The filtering and classification (thresholding) can be done very fast. The
dimension of the color histogram does not have to be high. We implemented our



experiments with 4-layer and 64-color LCI (256-dimension histogram, which has
similar complexity to other state of the art methods, e.g., color correlogram [3]) and
we have observed very good performances. We report detail experiments in the next
section.

4   Experimental Results

We used a subset of 5000 images from the Corel color photo collection in our ex-
periment. To build the database, we used 4 layers and a 64-color quantizer to build
the layered color indexing. Each image was therefore represented by a 256-cell histo-
gram. The Gaussian filter of Burt and Aldenson [5] was used (the coefficients were:
0.05, 0.25, 0.4, 0.25, 0.05). The threshold values were chosen empirically, however,
we observed that the performance was not very sensitive to small variations of
threshold values. We first did a rough statistics on the histograms of a few hundreds
of Laplacian images. We found the values are mostly concentrated in 0 – 18 interval.
The thresholds used in the results below were y < 6, 6 <= y < 12, 12 <= y < 18, y >
18. To compare the similarity of two histograms, a L1-norm relative distance metric
[4] was used, which is defined as: Let X = (x1, x2, …xn), Y = (y1, y2, …yn), then the L1-
norm relative distance between X and Y is
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We performed experiments to evaluate the retrieval precision and recall performance.
As a comparison, we have also implemented color correlogram (CC) which has a D =
{1, 3, 5, 7}. The same 64 colors were used in all experiments. Therefore the com-
plexity of the two methods was the same and the colors used were exactly the same.

4.1 Retrieval Precision

In this experiment, we collected 324 query images, each had a unique answer. The
results of our method and that of the color correlogram’s are shown in table 1. Based
on the same color and the same complexity, LCI clearly outperformed CC.

Table 1. Image retrieval precision results. The table should be interpreted as: For CC method,
112 queries (out of 328) found their unique answers in the first rank, 181 queries found their
unique answers within the first 10 returns etc. The average rank of all 328 answers is 118.
Similar interpretation applies to the LCI method.

Ranks
Methods 1 <=10 <=30 <=50 Mean Rank

LCI 139 226 258 272 69
CC 112 181 216 233 118



4.2 Recall

In this experiment, we collected 99 query images, each has a set of hand labeled
“correct” answers. The number of correct answers for different queries ranging from
3 to 30. Let Qi be the ith query image and let Qi(1), Qi (2) … Qi (Ni) be the Ni “cor-
rect” answers to the query Qi. We define the following accumulated recall measures
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ARecall(l) is a weighted score of how many correct answers are returned in the
first l positions, accumulated over all queries. If there are more correct answers, the
weighting is lower (propotional to the inverse of the number of correct ansers). It is
therefore a measure of recall performance. A higher value of ARecall indicates a
better performance. A similar measure was used in [4], but instead of measing each
indicidul query, we measure the accumulated performance for many query, a fairer
measure. Fig.4 shows the recall performance of LCI and CC. It is seen that LCI
performed better. Some examples of retrieved images are shown in Fig. 5.

5   Concluding Remarks

In this paper, we have introduced a new method for color indexing. It can be con-
sidered as an extension to the classic color indexing. The method significantly en-
hances the power of color indexing but at the same time retains its simplicity and
elegance. The concept introduced in section 2 can be extended to other indexing fea-
tures as well. Only a simple implementation algorithm is presented in this paper
which has been shown to perform excellently and better than a state of the art tech-
nique with similar complexity.
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Fig. 4. Recall performance of the LCI and CC methods.
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Fig. 5. Examples of retrieved images. (a) results of CC method. (b) results of LCI method. The
first image is the query.
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