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Abstract

The increasing demand for on-chip edge intelligence

has motivated the exploration of algorithmic techniques

and specialized hardware to reduce the computation en-

ergy of current machine learning models. In particular,

deep spiking neural networks (SNNs) have gained inter-

est because their event-driven hardware implementations

can consume very low energy. However, minimizing aver-

age spiking activity and thus energy consumption while pre-

serving accuracy in deep SNNs remains a significant chal-

lenge and opportunity. This paper proposes a novel two-

step SNN compression technique to reduce their spiking ac-

tivity while maintaining accuracy that involves compress-

ing specifically-designed artificial neural networks (ANNs)

that are then converted into the target SNNs. Our ap-

proach uses an ultra-high ANN compression technique that

is guided by the attention-maps of an uncompressed meta-

model. We then evaluate the firing threshold of each ANN

layer and start with the trained ANN weights to perform a

sparse-learning-based supervised SNN training to minimize

the number of time steps required while retaining compres-

sion. To evaluate the merits of the proposed approach, we

performed experiments with variants of VGG and ResNet,

on both CIFAR-10 and CIFAR-100, and VGG16 on Tiny-

ImageNet. SNN models generated through the proposed

technique yield state-of-the-art compression ratios of up to

33.4× with no significant drop in accuracy compared to

baseline unpruned counterparts. As opposed to the exist-

ing SNN pruning methods we achieve up to 8.3× better

compression with no drop in accuracy. Moreover, com-

pressed SNN models generated by our methods can have

up to 12.2× better compute energy-efficiency compared to

ANNs that have a similar number of parameters.

1. Introduction

Inspired by the operation of biological neurons, spik-

ing neural networks (SNNs) [30] have gained popularity

for their promise in enabling low-power machine learn-

ing [19, 33]. In particular, the underlying SNN hard-

ware uses a binary spike-based sparse temporal processing

that can consume much lower-power than standard energy-

hungry multiply-accumulate strategy of artificial neural

networks (ANNs) [12]. However, compared to ANNs,

SNNs have performed poorly in complex computer vi-

sion tasks mainly due to lack of efficient gradient-descent-

based training because the SNN neurons operate using non-

differentiable, discontinuous binary spikes. Recently, a

plethora of research have tried to mitigate this issue through

various forms of spike-driven supervised [32, 27, 24, 2],

conversion-based indirect supervised [10, 37, 11], and un-

supervised learning [41, 35]. In particular, training a

specifically-designed ANN which is then converted to an

SNN [37] has yielded state of the art results. However, these

conversion-based SNNs require ∼10× more time steps dur-

ing inference compared to the models generated via spike-

based SNN training [26]. Here, a time step is the unit of

time required to process a single input spike through all lay-

ers of the network. This increase in time steps represents an

increase in the latency of the model and also correlates with

an increase in spiking activity and thus energy consumption.

With the advent of efficient deep SNN training strate-

gies, model parameters and computation energy have also

increased rapidly. Model compression including pruning

[13, 47, 9] and quantization [34, 7] has mitigated this is-

sue in ANNs. Unfortunately, their application to SNNs

has remained a challenge. For example, it is observed that

the spike coding of SNNs makes their accuracy very sen-

sitive to model compression [8]. Moreover, for approaches

based on ANN-to-SNN conversion, the ANN models are

recommended to not have batch-normalization (BN) layers

[37]. This distinction is important because BN plays a key

role in training loss convergence [3] and its absence makes

achieving significant compression without a large perfor-

mance drop more difficult. Among the handful of works on

SNN compression through pruning [38, 35], most are lim-

ited to shallow networks on small datasets like MNIST. A

recent effort [8] has combined spatio-temporal backpropa-

gation (STBP) and alternating direction method of multi-

pliers (ADMM) to prune SNNs during spike-based train-

ing. However, SNN training procedures are memory in-

tensive and have long training times [36]. Moreover, to

achieve high performance with ADMM, hand-tuning of the
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Figure 1. Histogram of the gradients for CONV layer 7 of VGG16

with target density of 0.4 at an early stage of training (after 10

epochs) to classify CIFAR-10.

per-layer target parameter density is required, which itself

is a tedious iterative procedure that often requires expert in-

sight into the model [28]. Recently, sparse-learning (SL)

[9, 21] has emerged as a promising compression solution

for ANNs as it does not require per-layer target parame-

ter density and can achieve high compression in a single

training iteration with better accuracy than many other ap-

proaches [13, 47, 16]. However, this non-iterative strategy

suffers from non-convergence in BN-less deep ANN com-

pression that can be attributed to the explosion of gradients

illustrated in Fig. 1.

In this paper, we propose a non-iterative attention-guided

compression (AGC) technique for deep SNNs. In particu-

lar, our novel sparse-learning strategy uses attention-maps

of an unpruned pre-trained meta model (Fig. 2) to mitigate

non-convergence of the BN-less ANN and guide the com-

pression. This approach is different from the idea of distilla-

tion [45, 17], because the meta-model in our approach can

be of lower complexity than the model to be compressed

and thus we do not use the KL-divergence loss between

models. In our approach we first compress an ANN model

specifically-designed for SNN conversion, then apply the

ANN-to-SNN conversion technique [37]. To reduce the

number of time steps required for inference, we extend the

hybrid SNN training strategy by supporting SL-based SNN

training. The proposed method only requires a global target

parameter density, as opposed to ADMM where we need to

provide this for each layer of the model as hyperparameter.

In summary, we provide the following contributions:

• We propose the first attention-guided non-iterative

compression (AGC) technique for deep ANN models

specifically targeted for efficient SNN conversion. The

proposed meta model driven technique can yield up

to 33.4× compression ratio on the constrained ANN

models with no significant accuracy drop, which can

lead to dramatic improvements in energy efficiency.

• We extend the hybrid SNN training framework [36]

by introducing a compression-knowledge driven su-

pervised SNN sparse-learning strategy to yield com-

pressed models after SNN training. The proposed hy-

brid SL strategy can significantly reduce the average

spiking activity. This along with ultra-high compres-

sion of synaptic weights helps increase the inference

compute energy efficiency by up to 3.56× and 38.7×
compared to the uncompressed SNN and ANN counter

parts, respectively.

• We demonstrate the benefits of AGC based SNN train-

ing through extensive experiments with both VGG [39]

and ResNet [15] variants of deep SNN models on

CIFAR-10 and CIFAR-100 [20], and with VGG16 on

Tiny-ImageNet [14]. We benchmark the models’ per-

formances with both the standard metric of average

spike count per layer and a novel metric that captures

compute efficiency.1

The remainder of this paper is structured as follows. In Sec-

tion 2 we present necessary background work. Section 3 de-

scribes proposed SNN compression technique. We present

our detailed experimental evaluation in Section 4 and finally

conclude in Section 5.

2. Background

2.1. SNN Fundamentals

The main distinction between ANN and SNN function-

ality lies is their notion of time. In ANNs, inference is

performed based on a single feed-forward pass through the

network. An SNN, on the contrary, consists of a network

of neurons that communicate through a sequence of binary

spikes over a certain number of time steps T that is of-

ten referred to as the inference latency of the SNN. Every

synaptic neuron of an SNN layer has spiking dynamics that

are characterized with the Integrate-Fire (IF) [29] or Leaky-

Integrate-Fire (LIF) [25] model. The iterative version of the

LIF neuron dynamics can be modeled through the following

differential equation,

ut+1
i = (1−

dt

τ
)ut

i +
dt

τ
I (1)

where ut+1
i represents the membrane potential of ith neuron

at time step t + 1, τ is a time constant, and I is the input

from a pre-synaptic neuron. However, for evaluation of the

model in a discrete time [42], the iterative model of Eq. 1

for a linear layer can be modified as

ut+1
i = λut

i +
∑

j

wijO
t
j − vthO

t
i (2)

Ot
i =

{

1, if ut
i > vth

0, otherwise
(3)

where the decay factor (1 − dt
τ
) of Eq. 1 is replaced by

the term λ, where λ is set to 1 for IF and less than 1 for

LIF. Here, Ot
i and Ot

j represents the output spikes of cur-

rent neuron i and its pre-synaptic neuron j, respectively.

wij represents the weight between the two and vth is the

firing threshold of current layer. Inference is performed by

simply comparing the total number of spikes generated by

each output neuron over T time steps. Training SNNs, on

the other hand, is challenging because exact gradients for

binary spike trains are undefined, forcing the use of approx-

imate gradients, and the training complexity scales with the

number of time steps T , which can be large.

1We use VGG16 to show compute efficiency.
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Figure 2. Two major training stages of the proposed scheme: (a) ANN training using attention-guided compression (AGC), (b) Sparse-

learning based SNN training using surrogate gradient-based training.

2.2. ANNtoSNN Conversion

The ANN-to-SNN conversion based training algorithm

is applicable for only IF neuron models. It was originally

introduced in [10] and recently extended in [37] to improve

accuracy on deep models. In this method, a constrained

ANN model (no bias, max-pool, or BN layer) with ReLU

activation is first trained. The ANN weights are copied to an

SNN model and the analog input training data of the ANN

is converted into rate-coded input spikes through a Poisson

event generation process over T time steps (detailed in Sec-

tion 4.1.1). The firing threshold vth of each layer is set to

the maximum value of the
∑

wijO
t
j (the 2nd term in Eq.

3) evaluated over the T time steps computed using a subset

of the training images. This threshold tuning operation en-

sures that the IF neuron activity precisely mimics the ReLU

function of the corresponding ANN. Even though this con-

version technique largely mitigates the training complex-

ity of deep SNNs and achieves state-of-the-art inference,

the resulting SNNs generally have larger inference latency

(T ≈ 2500) and this decreases their energy efficiency. For

our SNN models we adopt a time and memory efficient hy-

brid training strategy [36] where we use the SNN training

for only few epochs using a linear surrogate-gradient [2]

based SL, as will be detailed in Section 3.

2.3. Model Compression in SNNs

To improve the energy-efficiency of the SNN models,

[38] developed a pruning methodology that used the sparse

firing characteristics of IF neurons in different layers to ad-

just the corresponding number of synaptic weight updates

during SNN training. Other works relied on strategies like

dynamic pruning by introducing multi-strength SNN (M-

SNN) models [6] or considering the correlation between pre

and post-neuron spike activity [35]. However, the authors

of most of these works have evaluated their approaches on

shallow architectures for small datasets like MNIST and

DVS. Recently, [8] used ADMM to compress the models

while performing STBP based SNN training. However, as

mentioned earlier, ADMM requires added hyperparameters

of per-layer target parameter density which demand itera-

tive training [28] or complex procedures like reinforcement

learning to be added to the training loop, making the al-

ready tedious SNN training more difficult. Moreover, these

method fail to provide conventional ANN equivalent accu-

racy for the compressed models. Note that these SNN com-

pression strategies are applied during SNN training which

is memory intensive because of the need to perform back

propagation through time. Recently few works have also fo-

cused on model quantization [40, 29], another well-known

strategy to yield energy-efficient deep models. Although

our proposed approach focuses on pruning, it can easily be

extended to support pruning on quantized models, as these

are largely orthogonal techniques.

To solve the above mentioned issues, we propose to

prune the constrained ANN models (designed for SNN con-

version) using attention-guided compression. This strategy,

detailed in Section 3.1, requires only a global target param-

eter density and performs sparse weight updates (sparse-

learning) to avoid requiring iterative training. The specific

sparse-learning we adopt [9] is computationally more effi-

cient than other similar strategies [1] and uses a more com-

prehensive approach of regrowing the weights based on the

magnitude of their momentum and outperforms similar ap-

proaches [1, 31]. Our hypothesis is that the proposed ap-

proach can target ANNs designed for SNN conversion and

accelerate the current tedious training techniques for SNN

compression to yield superior performance.

3. Proposed Compression of SNNs

This section describes our two-step hybrid sparse-

learning strategy for SNNs. First, Section 3.1 details our

ANN training method using attention-guided compression

(AGC) that targets conversion-friendly ANNs. Section 3.2

then presents our sparse-learning based supervised SNN

training to finally generate the compressed SNN model. The

approach is a form of sparse-learning because during the

entire procedure we update only a fraction of the weights to

be non-zero and always satisfy the cardinality constraints of

non-zero weights for the compressed network.
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3.1. ANN Training with AGC

Let us assume a convolutional layer l activation tensor

Al ∈ R
Hl

i×W l
i×Cl

i with Cl
i feature planes/channels and spa-

tial dimension of H l
i×W l

i . An activation-based mapping F
converts this 3D tensor to a flattened spatial attention map,

i.e.,

F : RHl
i×Wi×Ci → R

Hi×Wi (4)

One of the most widely used attention map function is, F p

=
∑Cl

i

c=1 |Ac|
p, where p ≥ 1 is a parameter choice that de-

termines the relative degree of emphasis the most discrim-

inative parts of the feature map should be given. Recently,

several works propose to distill knowledge from a computa-

tion heavy teacher to a less complex student by penalizing

the student according to the difference of their associated

attention maps [45]. This difference is added to the student

model’s loss function and helps train the student model to

closely follow the teacher model’s inference behavior.

Inspired by the above mentioned framework, we intro-

duce a meta-model Ψm to guide the model compression

of a BN-less ANN Ψc. In particular, we add to Ψc’s loss

function an activation-based attention-transfer loss term to

minimize the differences between the meta and compressed

models’ activation maps. In our case, the Ψm is either a

low-complexity unpruned model or the unpruned variant of

the Ψc, in contrast to the computation-heavy teacher models

used in distillation. Moreover, as the purpose of Ψm is to

avoid the gradient explosion during the initial part of train-

ing, we remove the attention-guided (AG) loss component

(1st term in Eq. 5) after a certain number of epochs ǫ. This

allows Ψc to not be upper-bounded by the performance of

Ψm.2 More precisely, our proposed loss function for AGC

is

L =
α

2

∑

j∈I

∥

∥

∥

∥

∥

QΨc

j

‖QΨc

j ‖2
−

QΨm

j

‖QΨm

j ‖2

∥

∥

∥

∥

∥

2

+ LΨc

CE(y, ỹ), (5)

where α is the scale factor for AG loss that is set to zero af-

ter ǫ epochs and the 2nd term is the standard cross-entropy

(CE) loss where ỹ and y are Ψc output and the one-hot la-

bel, respectively. The terms QΨc

j and QΨm

j represent the jth

pair of vectorized versions of attention-maps F of specific

layers of Ψc and Ψm, respectively. We take the difference

of the l2-normalized attention-maps, evaluate l2-norm of the

result, and accumulate over all layer pairs in j ∈ I. In gen-

eral, we choose pairs of layers where the spatial dimensions

of the models Ψm and Ψc are similar. In particular, details

of the pairs for the VGG and ResNet models are presented

in the Supplementary Material. However, pairs of layers

2We note that some distillation approaches also penalize the network
using a weighted KL-divergence between the probabilistic outputs of the
two networks particularly for a more complex teacher model. However, we
empirically verified that adding KL-divergence to the loss worsens perfor-

mance of Ψc. Also, this added term reduces the importance of the L
Ψc
CE

which is critical in sparse-learning.

Figure 3. Plot of test accuracy versus epochs for ResNet12 on

CIFAR-10 for model compressed using AGC with VGG9 chosen

as Ψm.

having different shapes can also be computed by matching

shapes through interpolation [45]. The very fact that the Ψm

can be a light model as opposed to Ψc, reduces the compu-

tation complexity of pre-training compared to distillation.

We should also emphasize that we start the ANN training

with initialized weights and a random prune-mask that satis-

fies the non-zero parameter budget associated with the user-

given target parameter density d. Based on the loss of Eq. 5

we evaluate the layer’s importance, computing the normal-

ized momentum contributed by its non-zero weights dur-

ing a epoch. This evaluation helps us decide which layers

should have more non-zero weights under the given param-

eter budget and update the pruning mask accordingly. More

precisely, we re-grow the weights with the highest momen-

tum magnitude after pruning a fixed percentage of least-

significant weights from each layer based on their magni-

tude, as suggested in [9]. Details of AGC are shown in

Algorithm 1. Fig. 3 shows the successful compression of

ResNet12 to a target density d = 0.1 using the proposed

AGC framework and contrasts that with the significant ac-

curacy drop observed when compressed using SL [9].

3.2. SNN Training via Sparselearning

After the successful compression of the ANN model, we

compute the threshold of each layer via the threshold gen-

eration algorithm proposed in [37]. We then perform SNN

training for a few epochs (≈ 20) to reduce the inference

time step. The standard supervised SNN training uses a sur-

rogate gradient [2, 43, 46] to make backpropagation-based

optimization feasible given the discontinuous nature of the

neuron spikes. The surrogate gradient is typically a pseudo-

derivative in the form of a linear or exponential function of

the membrane potential. However, the existing SNN train-

ing scheme must be adjusted in the context of our proposed

compression framework. In particular, in our SNN training

the neuron membrane dynamics are modeled as

ut+1
i = ut

i +
∑

j

mij ∗ wijO
t
j − vthO

t
i (6)

Ot
i =

{

1, if zti > 0,

0, otherwise
(7)

where zti = (
ut
i

vth
− 1) denotes the normalized membrane

potential and mij ∈ {0, 1} denotes the fixed prune-mask
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Algorithm 1: Detailed Algorithm for Attention-

Guided compression.

1 Input: runEpochs, momentum µµµl, prune rate p, initial W,

initial M, target density d, Ψm, ǫ.

Data: i = 0..runEpochs, pruning rate p = pi=0

2

3 for l← 0 to L do

4 Wl ← init(Wl) &

Ml ← createMaskForWeight(Wl, d)

5 applyMaskToWeights(Wl,Ml)

6 end

7 for i← 0 to runEpochs do

8 α = α ∗Bool(i < ǫ)
9 for j← 0 to numBatches do

10 L = α ∗ LAG + LCE

11
∂L

∂W
= computeGradients(W,L)

12 updateMomentumAndWeights( ∂L

∂W
,µµµ)

13 for l← 0 to L do

14 applyMaskToWeights(Wl,Ml)
15 end

16 end

17 tM← getTotalMomentum(µµµ)
18 pT← getTotalPrunedWeights(W, pi)
19 pi ← linearDecay(pi)
20 for l← 0 to L do

21 µµµl ←

getMomentumContribution(Wl,Ml, tM, pT)

22 Prune(Wl,Ml, pi, pT)

23 Regrow(Wl,Ml,µµµl · tM, pT)

24 applyMaskToWeights(Wl,Ml)

25 end

26 end

between a neuron i and its pre-synaptic neuron j achieved

at the end of ANN training, where a 0 and 1 indicate ab-

sence and presence of synaptic weights, respectively. Note

that Eq. 7 does not model the leak part so that it can sup-

port IF training. Thus, during the forward propagation, the

weighted sum of the pre-synaptic neuron spikes are accu-

mulated in the membrane potential of the current layer neu-

rons. At each synaptic neuron the IF model of the activation

function compares the membrane potential and the thresh-

old of that layer to generate an output spike. This is repeated

for all layers until the last layer. For the last layer we accu-

mulate the inputs over all time steps and pass them through

a softmax layer to compute the multi-class probability.

During backpropagation with a learning rate η the linear

layer weights can then be updated as

wij = wij − ηδwij (8)

δwij = mij ∗
∑

t

∂L

∂Ot
i

∂Ot
i

∂zti

∂zti
∂ut

i

∂ut
i

∂wt
ij

(9)

where Ot
i is the thresholding function. The term

∂Ot
i

∂zt
i

re-

Figure 4. Input rate-coded spike equivalent images for different

number of time steps T .

quires a pseudo-derivative and we follow [2] to define this

as

∂Ot
i

∂zti
= γ ∗max{0, 1− |zti |} (10)

where γ is known as a damping factor of the backpropa-

gation error. Because we update only weights with corre-

sponding mask value of 1, we term this as ‘sparse-learning’

and the whole approach as a form of hybrid SL.

4. Experiments

This section first describes how we evaluate the effec-

tiveness of the proposed compression scheme and then

presents the compression results on CIFAR-10, CIFAR-100

and Tiny-ImageNet with VGG and ResNet model variants.

Finally, to demonstrate the energy-efficiency of the gener-

ated models, the section presents a detailed evaluation of

the FLOPs and compute energy for the compressed SNNs

(SNNC).

4.1. Experimental Setup

4.1.1 Input Data

To train our ANNs, we used the standard data-augmented

input set for each model. However, for the ANN-to-SNN

conversion and SNN training we used a rate-coded variant

obtained through a Poisson generator function that produces

a spike train with rate that is proportional to the input pixel

value. In particular, it generates a random number at every

time step for each pixel in the input image that is compared

with the normalized pixel value. An output spike is gen-

erated if the random number is less than the pixel. As T
increases, the rate-coded input spike train becomes a closer

approximation to the analog input (Fig. 4).

4.1.2 Model and ANN Training

For the ANN training with VGG and ResNet, we adopted

several constraints that facilitate efficient SNN conversion

[37]. In particular, our ANN models are designed without

bias terms or BN layers. Also, our pooling operations use

average pooling because for binary spike based activation

layers max pooling incurs significant information loss. We

used dropout to regularize both the ANN and SNN mod-

els for the uncompressed baseline training. However, as

the compressed models have significantly less chance of

over-fitting, we removed the convolutional dropout layers
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Figure 5. A ResNet basic block layer for target density (a) d = 1.0

(uncompressed) and (b) d = 0.1.

during the entire hybrid SL procedure.3 For the ResNet12

model we replaced the initial convolution layer with a pre-

processing block consisting of a series of three convolu-

tion layers of size 3 × 3 with a stride of 1. After the pre-

processing block of ResNet12 four basic block layers are

used each of which has two 3× 3 CONV layers (Fig. 5).

We performed the ANN training for 240 epochs with an

initial learning rate (LR) of 0.01 that decayed by a factor

of 0.1 after 150, 180, and 210 epochs. We hand tuned and

set both α and ǫ epoch to be 100. We used a starting prune

rate p of 0.5 that decays linearly every epoch. Unless stated

otherwise, for the meta-model we used an unpruned VGG9

ANN designed and trained with the same constraints.

4.1.3 Conversion and SNN Training

For the first hidden layer, we compute the maximum input

to a neuron over all its neurons across all T time steps for

a set of input images and set this value as the layer thresh-

old [37]. We sequentially compute the thresholds of the

subsequent layers similarly taking the maximum across all

neurons and time steps.4 We considered only 512 input im-

ages to limit conversion time and used a threshold scaling

factor of 0.74 for SNN training and inference, following the

recommendation in [36].

Initialized with these layer thresholds and the trained

ANN weights, we performed our sparse-learning based

SNN training for only 20 and 12 epochs for CIFAR and

Tiny-ImageNet, respectively. We set γ = 0.3 [2] and used

a starting LR of 10−4 which decays by a factor of 0.5 ev-

ery 7 (5) epochs for CIFAR (Tiny-ImageNet). Due to re-

source and memory constraints we performed the 12 epochs

of SNN training on Tiny-ImageNet with a subset of 20,000

images (1/5th of the total training set) and evaluated on

5,000 (1/2 of the total test set) test images to report our final

test accuracy. Note that the dropout units are implemented

with element-wise multiplication with randomly generated

masks that are kept constant for the entire SNN training.

3In particular we removed dropout for d ≤ 0.3 as we assumed any
density lower than this as sufficient compression and empirically verified
that addition of dropout adds no accuracy benefit.

4For the ResNet variant, the threshold evaluation is done only for the
pre-processing block convolution layers [36].

Compre- a. b. Accuracy (%) with c. Accuracy (%)
Architecture ssion ANN (%) ANN-to-SNN conversion after sparse

ratio accuracy T = 2500 Reduced T SNN training

Dataset : CIFAR-10

VGG11 1× 91.57 91.17 89.16 89.84
10× 91.10 90.64 86.16 90.45

VGG16 1× 92.55 92.01 84.79 91.13
2.5× 92.97 92.92 90.08 91.29
20× 91.85 91.39 79.08 90.74

33.4× 91.79 91.22 72.53 90.15

ResNet12 1× 91.37 90.87 88.98 90.41
10× 92.04 91.71 83.46 90.79

Dataset : CIFAR-100

VGG11 1× 66.30 64.18 62.49 64.37
4× 67.40 65.10 62.57 64.98

VGG16 1× 67.62 65.91 54.30 64.69
10× 67.45 65.84 51.63 64.63

ResNet12 1× 61.61 59.85 56.97 62.60
10× 63.52 61.43 52.66 63.02

Dataset : Tiny-ImageNet

VGG16 1× 56.56 56.8 51.14 51.92
2.5× 57.00 56.06 51.9 52.7

Table 1. Model performances with AGC based training on CIFAR-

10, CIFAR-100, and Tiny-ImageNet after a) ANN training, b)

ANN-to-SNN conversion and c) SNN training.

4.2. Results with AGC

Table 1 shows the performance of our proposed com-

pression scheme for all three datasets.5 To evaluate models

at reduced time steps we chose T as 100 (175), 120 (200)

and 150 for VGG (ResNet) variant to classify on CIFAR-

10, CIFAR-100 and Tiny-ImageNet, respectively. The re-

sults show that our sparse-learning based SNN training sig-

nificantly improves the model performance for classifica-

tion at reduced time steps. In particular, for VGG16 with

a compression ratio of 33.4×, our hybrid SL can improve

the accuracy by ∼18% compared to what is achievable with

original conversion-based models with the same reduced

T . The SNN trained compressed models perform similar

to their uncompressed counterparts with a compression ra-

tio of up to 33.4×, 10×, and 2.5× for CIFAR-10, CIFAR-

100, and Tiny-ImageNet, respectively. In particular, for

lower compression ratios we obtain improved classification

performance which may be due to better regularization of

AGC. For example, the VGG11 model on CIFAR-100 with

4× compression ratio has an increased classification per-

formance of 0.61% compared to the uncompressed baseline

which only uses dropout for regularization. To the best of

our knowledge, we are the first to report successful com-

pression results on Tiny-ImageNet.

Table 2 provides a comparison of the performances of

models generated through our hybrid SL with state-of-the-

art deep SNNs. On CIFAR-10, our approach outperforms

the compressed models [8] with an increased classification

performance of 2.77% and 8.35× better compression ra-

tio. On CIFAR-100, our approach simultaneously yields

2× higher compression and 7.15% higher accuracy.

5Our trained SNN models and test codes are available at this anony-
mous link
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Figure 6. Plot of test accuracy versus epochs with different target densities for (a) ResNet12 on CIFAR-10, (b) VGG11 on CIFAR-100, and

(c) VGG16 on Tiny-ImageNet. The SNN training is done with reduced time steps.

Authors Training Architecture Compress- Accuracy Time
type ion ratio (%) steps

Dataset : CIFAR-10

Cao et al. ANN-SNN 3 CONV, 1× 77.43 400
(2015) [4] conversion 2 linear

Sengupta et ANN-SNN VGG16 1× 91.55 2500
al. (2019)[37] conversion

Wu et al. Surrogate 5 CONV, 1× 90.53 12
(2019) [44] gradient 2 linear

Rathi et al. Hybrid VGG16 1× 91.13 100
(2020) [36] training 1× 92.02 200

Deng et al. STBP 11 layer 1× 89.53 8
(2020) [8] training CNN

Deng et al. STBP 11 layer 4× 87.38 8
(2020) [8] training CNN

This work Hybrid SL VGG16 2.5× 91.29 100
33.4× 90.15 100

Dataset : CIFAR-100

Deng et al. STBP 11 layer 2× 57.83 8
(2020) [8] training CNN

This work Hybrid SL VGG11 4× 64.98 120

Table 2. Performance comparison of the proposed hybrid SL with

state-of-the-art deep SNNs on CIFAR-10 and CIFAR-100.

4.3. Analysis of Energy Consumption

4.3.1 Spiking Activity

To model energy consumption, we assume a generated SNN

spike consumes a fixed amount of energy [5]. Based on this

assumption, earlier works [36, 37] have adopted the average

spiking activity (also known as average spike count) of an

SNN layer l, denoted ζl, as a measure of compute-energy of

the model. In particular, ζl is computed as the ratio of the

total spike count in T steps over all the neurons of the layer

l to the total number of neurons in that layer. Thus lower

the spiking activity the better is the energy efficiency.

Fig. 7 shows the per-image average number of spikes for

each layer with uncompressed and compressed (d = 0.03)

VGG16 while classifying on CIFAR-10 over 100 time steps.

As we can see, the spiking activity for all the layers reduces

significantly with compression. For example, the average

spike count of the 11th convolutional layer of the uncom-

pressed model is 11.7. For the compressed variant the value

is only 0.44. In particular, the spiking activity of the un-

compressed model can increase from 1.3× to 25.4× across

different layers of the SNN.

Table 3. Convolutional layer FLOPs for ANN and SNN models

Model FLOPs of a CONV layer l
Variable Value

ANN FLl
ANN (kl)2 × Hl

o × W l
o × Cl

o × Cl
i

SNN FLl
SNN (kl)2 × Hl

o × W l
o × Cl

o × Cl
i × ζl

SNNC FLl
SNNC

(
∑Hl

o−1

x=0

∑Wl
o−1

y=0

∑Cl
o−1

p=0

∑Cl
i−1

n=0

∑kl
−1

i=0

∑kl
−1

j=0

ζl
n,x+i,y+j × ml

p,n,i,j)

Figure 7. Average spiking activity generated at each layer of

VGG16 while classifying over the test set of CIFAR-10 for model

having parameter density (d) of 1.0 and 0.03.

4.3.2 Measure of FLOPs and Computation Energy

Consider a convolutional layer l with weight tensor Wl ∈

R
kl

×kl
×Cl

i×Cl
o takes an input activation tensor Al ∈

R
Hl

i×W l
i×Cl

i , where H l
i ,W

l
i , kl, Cl

i and Cl
o are input height,

width, filter height (or width), channel size, and number of

filters, respectively. This section quantifies the energy asso-

ciated with producing the corresponding output activation

map Ol ∈ R
Hl

o×W l
o×Cl

o for a standard ANN, an uncom-

pressed SNN, and finally a compressed SNN.

The number of FLOPS needed for layer l of a standard

ANN, denoted FLl
ANN , is easy to calculate and shown

in row 1 of Table 3 [22, 23]. The formula can be easily

adjusted for an uncompressed SNN in which each neuron

spike in layer l triggers a weight accumulation across each

of its connected post-synaptic neurons in layer l+1, denoted

as FLl
SNN in Table 3.

For a compressed SNN model, however, the calculation

is complicated by the fact that the presence of spikes at a
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Figure 8. Comparison of ANN to SNN in terms of FLOPs and normalized compute energy for VGG16 with different parameter density to

classify (a) CIFAR-10, (b) CIFAR-100, and (c) Tiny-ImageNet.

pre-synaptic neuron triggers accumulations in a subset of

post-synaptic neurons due to sparsity. In particular, we as-

sume that masked weights are not accumulated via inex-

pensive zero-gating logic and the resulting calculation for

FLl
SNNC

is shown in row 3 of Table 3, assuming a stride

value of 1. Here, ζln,x+i,y+j represents total spike count

accumulated over T time steps at the (x+ i, y + j)th in-

put activation map element in the nth channel and ml
p,n,i,j

represents the mask for weight of location (i, j) in the nth

channel of the pth filter. ml
p,n,i,j = 0, if wl

p,n,i,j = 0 and 1,

otherwise.

For ANNs, FLOPs are dominated by the total multiply

accumulate (MAC) operation of the CONV and linear lay-

ers. On the other hand, for SNNs, the FLOPs are limited to

accumulates (ACs) as the spikes are binary and thus simply

indicate which weights need to be accumulated at the post-

synaptic neurons. Thus the inference compute energy at the

CONV layers for the models can be quantified as

EANN = (

L
∑

l=1

FLl
ANN ) · EMAC (11)

ESNN = (

L
∑

l=1

FLl
SNN ) · EAC (12)

ESNNC
= (

L
∑

l=1

FLl
SNNC

) · EAC (13)

where EANN represents the energy for an ANN layer, and

the energy for the uncompressed and compressed SNN

layer is represented as ESNN and ESNNC
, respectively.

Here, EMAC and EAC are the energy consumption for a

MAC and AC operation respectively. As we can see in Ta-

ble 4 EAC is ∼32× lower than EMAC [18].

Fig. 8 illustrates the energy consumption and FLOPs for

ANN and SNN models of VGG16 while classifying three

datasets, where the energy is normalized to that of an equiv-

alent uncompressed ANN. As we can see, the number of

FLOPs for an SNN is larger than that for an ANN with sim-

ilar number of parameters. However, because the ACs con-

sume significantly less energy than MACs, as shown in Ta-

ble 4, SNNs are significantly more energy efficient. In par-

ticular, for CIFAR-10 a compressed SNN consumes 12.2×
less compute energy than a comparable compressed ANN

with similar parameters and 38.7× less compute energy

than a comparable uncompressed ANN.6 For CIFAR-100

and Tiny-ImageNet with SNN compression, the energy-

efficiency can reach up to 10.8× and 5.2×, respectively,

as opposed to ANN models having similar parameters.

Table 4. Estimated energy costs for various operations in 45 nm

CMOS process at 0.9 V [18]

Serial No. Operation Energy (pJ)

1. 32-bit multiplication int 3.1
2. 32-bit addition int 0.1
3. 32-bit MAC 3.2 (#1 + #2)
4. 32-bit AC 0.1 (#2)

5. Conclusions

This paper proposes a hybrid sparse-learning approach

for generating compressed deep SNN models that have re-

duced spiking activity and thus high energy efficiency. In

particular, we first use a novel attention-guided ANN com-

pression, then convert the ANN to an SNN by sequentially

fixing the firing threshold of each layer, and finally training

the SNN using a sparse-learning based approach that starts

with the compressed ANN weights. The generated sparse

SNNs have compression ratios of up to 33.4× with negligi-

ble drop in accuracy. Moreover, the reduced time steps to

perform inference further reduces the average spiking activ-

ity of the models required for classification. Compared to

unpruned and iso-parameter ANNs, our generated SNNs are

up to 38.7× and 12.2× more energy efficient, respectively,

with no significant drop in accuracy.
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