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Abstract—Superconductor single-flux-quantum (SFQ) logic
family has been recognized as a highly promising solution for the
post-Moore’s era, thanks to its ultra-fast and low-power switching
characteristics. Therefore, researchers have made a tremendous
amount of effort in various aspects to promote the technology
and automate its circuit design process (e.g., low-cost fabrication,
design tool development). However, there has been no progress in
designing a convincing SFQ-based architectural unit due to the
architects’ lack of understanding of the technology’s potentials
and limitations at the architecture level.

In this paper, we present how to architect an SFQ-based
architectural unit by providing design principles with an extreme-
performance neural processing unit (NPU). To achieve the goal,
we first implement an architecture-level simulator to model an
SFQ-based NPU accurately. We validate this model using our
die-level prototypes, design tools, and logic cell library. This
simulator accurately measures the NPU’s performance, power
consumption, area, and cooling overheads. Next, driven by the
modeling, we identify key architectural challenges for designing
a performance-effective SFQ-based NPU (e.g., expensive on-chip
data movements and buffering). Lastly, we present SuperNPU,
our example SFQ-based NPU architecture, which effectively
resolves the challenges. Our evaluation shows that the proposed
design outperforms a conventional state-of-the-art NPU by 23
times. With free cooling provided as done in quantum computing,
the performance per chip power increases up to 490 times. Our
methodology can also be applied to other architecture designs
with SFQ-friendly characteristics.

Index Terms—Single flux quantum (SFQ), Cryogenic comput-
ing, Modeling, Simulation

I. INTRODUCTION

We are now facing the era where both Moore’s Law [1]
and Dennard scaling [2] do not hold anymore. In this era,
we are running out of a convincing option to improve the
performance of the computer system, while maintaining its
power and temperature budget. Therefore, we believe that it is
the right time to actively exploit emerging device technologies
with significant potentials and make a serious effort to improve
their feasibility by resolving their limitations.

∗Both authors contributed equally to this research.
†Corresponding author.

Among several candidates, superconductor SFQ logic fam-
ily [3], [4] is a highly promising solution thanks to its ultra-
fast speed and low-power consumption at 4 K. The SFQ tech-
nology enables a low-level voltage impulse-driven switching
which allows both extremely-fast switching (~10−12s) and
low-energy consumption (~10−19 J per switching) [3], [4].
That is, with this technology, it is feasible to improve the
device’s clock frequency (and thus performance) by order of
magnitude (i.e., several tens of GHz [5], [6]).

By focusing on these high potentials, many serious SFQ-
related research efforts have been made in various aspects to
promote the technology and automate its device and circuit-
level design process (e.g., technology hardening, low-cost
fabrication, design tool development) [7], [8]. As a result,
the SFQ logic is now considered for an extreme-performance
computing and a promising post-Moore solution.

However, due to its unique pulse-driven nature, SFQ logic
requires completely different architecture designs from con-
ventional CMOS technology. Therefore, with the architectural
trade-offs considered, the following questions must be clearly
addressed to computer architects: (1) what architecture is
promising for this technology, (2) how to implement various
microarchitectural units with the voltage pulse-driven logics,
(3) how to maximize its potential at the architecture level
while minimizing its limitations, and (4) how to simulate and
validate a proposed architecture design.

In this paper, we resolve the fundamental challenges by
(1) providing straightforward answers to the questions above,
and (2) presenting SuperNPU, our example SFQ-based neural
processing unit (NPU) design. First, as our case-study archi-
tecture in this work, we choose to architect a conventional
NPU and present the basic structure with carefully designed
microarchitectural units. For instance, we design our baseline
NPU architecture consists of processing elements (PEs) with
the weight-stationary dataflow, systolic array network, and
data alignment unit. This baseline NPU architecture well
satisfies the requirements of SFQ-based logics such as fast
computation, dataflow-like data movements, and shift-register-
based memory implementation, respectively.
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Next, we implement an architecture-level simulation frame-
work to model an SFQ-based NPU architecture accurately.
Our simulator can accurately estimate the under-the-design
NPU’s performance, power consumption, area at various levels
(i.e., gate, microarchitecture, architecture). For the purpose,
the simulator constructs a target SFQ-based NPU architecture
by integrating SFQ-based microarchitecture and gate modules
using AIST 1.0 µm fabrication process technology [9]. We
carefully validate the simulator by comparing the results
obtained from our die-level microarchitecture prototypes and
post-layout simulations against our modeling results.

Third, based on the validated model, we identify key per-
formance bottlenecks in a naively designed SFQ-based NPU.
First, the data movement among different units and within a
single unit takes too long, mainly due to the shifting register-
based operation. Next, fast computing units often become
idle due to the workload’s low computational intensity and
relatively slow memory access. Also, the on-chip memory
underutilization can make the above overheads much worse.

Lastly, we present SuperNPU, our example SFQ-based NPU
design, which effectively resolves the performance bottlenecks
at the architecture level. First, it merges the partial-sum and
output memories to avoid unnecessary inter-memory data
movements. Second, it partitions a larger on-chip buffer to
multiple small chunks to reduce the length of intra-memory
shifting as well as the underutilization. Third, it increases the
computational intensity by balancing hardware resources for
a larger-batch purpose. Fourth, it further increases each PE’s
utilization by assigning more registers to each PE for enabling
multi-kernel execution.

Our evaluation shows that SuperNPU significantly outper-
forms a conventional NPU design by 23 times when running
various CNN workloads. However, without the SFQ-aware
architectural optimizations, the SFQ-based NPU design’s per-
formance drastically drops to the point even below the conven-
tional design. Therefore, it is extremely essential to identify the
SFQ-unfriendly bottlenecks and architect an optimized design
to resolve them. With the cooling cost considered, SuperNPU’s
performance per watt is slightly higher than the conventional
design. But, with free cooling cost assumed, SuperNPU’s
performance per watt becomes significantly higher than the
conventional design by 490 times.

In summary, our work makes the following contributions:
• Architecting an SFQ-based NPU: To the best of our

knowledge, this is the first work to design an NPU which
addresses the SFQ technology’s architectural trade-offs.

• Simulation framework: It is also the first work to model
and validate a simulator for SFQ-based architectures.

• SFQ-specific architectural optimizations: We identify
critical architectural bottlenecks and optimizations which
can cause a performance variance around 60 times.

• Significant results: SuperNPU provides extreme perfor-
mance and power efficiency by outperforming a conven-
tional design by 23 times and 490 times, respectively.

• Applicability: Our modeling-driven methodology can be
applied to other architectures favoring the SFQ logic.
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II. BACKGROUND & MOTIVATION

A. Superconductor SFQ logic technology

Superconductor SFQ logic [3], [10] and its energy-efficient
families [11]–[15] are representative ultra-fast and low-power
VLSI technologies using superconducting devices. Fig. 1(a)
shows a basic circuit element of SFQ technology, a super-
conductor ring. SFQ circuits utilize the existence of a single
magnetic flux quantum (SFQ) in the superconductor ring as an
information carrier, as similar to the voltage level in conven-
tional CMOS circuits. The superconductor ring can store and
transfer the SFQ by using a superconducting device called
Josephson junction (JJ), which consists of a thin insulator
sandwiched by the superconductors.

Fig. 1(c) shows the working principle of SFQ logic gates,
which operate based on the superconductor rings. We take an
SFQ-based delay-flip-flop (DFF) as our example due to its
simplest structure consisting of only a single superconductor
ring and a clock line. First, when the input pulse comes to the
ring, it makes the current flowing through the left JJ higher
than its critical current, Ic. With the electrical characteristic
shown in Fig. 1(b), the left JJ generates a voltage pulse and
it is stored to the ring as an SFQ (Fig. 1(c) ¶). Next, by
taking a clock pulse (Fig. 1(c) ·), the right JJ is activated
and the stored SFQ is transferred to the output as a voltage
pulse (Fig. 1(c) ¸). In this manner, SFQ gates can define the
logical value ‘1’ as the existence of stored SFQ between the
clock pulses (Fig. 1(d) ¬). On the other hand, if no input pulse
comes during a clock period, no voltage pulse is generated on
the output, and it indicates the logical value ‘0’ (Fig. 1(d) ).

The SFQ technology’s voltage pulse-driven nature en-
ables the extremely low-latency (~10−12 s) and low-energy
(~10−19 J) JJ switching [3], [11]. With this promising aspects,
serious SFQ-related research efforts have been made in various
aspects to promote the technology and automate its design
process [7], [8], [11], [12], [16]–[19]. Moreover, several phys-
ical implementations have been successfully demonstrated at
outstanding frequencies, a few tens of GHz [5], [6]. As a result,
the SFQ logic is now considered as a highly promising solution
for the post-Moore era and extreme-performance computing.
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B. SFQ technology in the architect’s perspective

In the architect’s perspective, it is essential to understand
SFQ logic’s architectural characteristics originated from the
pulse-driven nature. Therefore, we summarize some notable
features as follows.

1) Deeply pipelined datapath: In the SFQ logic, architects
can naturally apply the gate-level pipelining without any
overhead. All SFQ logic gates are synchronized with the clock
because they need a clock pulse to transfer the stored SFQ
to the adjacent gates (Section II-A). In other words, every
SFQ gate has the latch functionality and thus can be pipelined
without additional DFFs (Fig. 2(a)). With this property, several
chips have been successfully demonstrated at several tens
of GHz [5], [6]. However, the deep pipeline structure can
suffer from performance degradation because it is difficult to
avoid data (or control) hazards and the huge pipeline stalls.
Therefore, the SFQ technology favors streaming execution
rather than applications with complex control flows.

2) Frequency determination with pulse-driven clocking:
Unlike conventional CMOS technology, SFQ circuits’ fre-
quency is determined by the timing difference between the data
and clock pulse arrival. In the CMOS technology, the clock
frequency is bounded by the longest datapath delay because it
only can put single digital information (i.e., voltage level) in a
wire. On the other hand, SFQ logic can put several data into a
single wire because its data is encoded as a voltage pulse. That
is, SFQ circuits can achieve high frequency by flowing many
data pulses through a single wire, simultaneously. However, if
there is a large difference between the data and clock arrival
timing for an SFQ gate, its frequency can be significantly
reduced. This is because the next clock pulse should wait for
the slow data pulse propagation, and thus the time interval
between two adjacent clock pulses increases. Therefore, it is
crucial to match the data and clock pulse arrival timing for
maximizing the SFQ circuits’ frequency.

3) Shift-register-based on-chip memory: For the SFQ
logic’s on-chip memory, the shift-register-based memory is
much more practical than the random access memory (RAM).
Even though we can implement RAM with SFQ technology,
it severely suffers from low driving capability and scalability.
Such limitations mainly result from the difficulty of driving the
word lines and bit lines with the small pulses [3], [20]. On the
other hand, a shift-register-based memory does not have those
problems because it just consists of the serially connected
DFFs and the feedback loop (Fig. 2(b)). However, it is difficult
for the shift-register-based memory to support the random
memory access due to the complex control logic and the

variable access latency [21]. Therefore, the SFQ technology
favors applications with sequential memory access when its
on-chip memory implementation is considered.

4) Lack of off-chip memory technology: It has been a long-
standing challenge to implement a large-scale and high-speed
off-chip memory operating at the 4K environment. There has
been a few research about JJ-based memories [22]–[24], and
one of them is Vortex Transition Memory (VTM) [22]. The
VTM is the largest Josephson memory whose 4-kbit prototype
has been demonstrated. Despite the demonstration, it has
been difficult to practically use the VTM mainly due to the
scaling and speed problems with the AC-biasing and the large
superconductor-ring-based memory cells. Even though several
off-chip memory technologies (e.g., hybrid Josephson-CMOS
memory [23], [24], Josephson magnetic memory [25]) are
currently being developed, these technologies also have not
been put to practical use yet. For these reasons, it is currently
practical to use CMOS memory technology, which is slower
than the 4 K JJ-based memory but large and reliable. There-
fore, SFQ technology favors computation-oriented applications
with a minimal number of off-chip memory access.

C. Challenges for designing SFQ-based architectural unit
Even though there have been several studies regarding the

SFQ architecture’s features [5], [16], [26]–[28], there still exist
critical challenges for designing SFQ-based architectural units.

SFQ-optimal architecture design: First, for the target
architecture application, architects should carefully design
each microarchitectural unit because the novel circuit-level
trade-offs occur in SFQ logic (e.g., frequency trade-off with
the applied clocking scheme). Furthermore, architects must
carefully analyze the performance bottlenecks and propose the
best SFQ architecture design based on the analyses. However,
as far as we know, there does not exist either such SFQ-
friendly microarchitecture implementation or the SFQ-optimal
architecture proposed with the bottleneck analysis.

Absence of an SFQ-based architecture modeling tool:
Architects are in dire need of high-level architecture modeling
tools to design and evaluate their architectural innovations,
especially for emerging technologies such as SFQ logic de-
vices. Even though researchers recently have made an effort
to develop several SFQ design automation tools [7], [8], to
the best of our knowledge, a reliable SFQ-based architecture
modeling tool is currently absent.

D. Research goal: Provide SFQ design principles with NPU
In this paper, we resolve the challenges and provide the

guidelines for designing an SFQ-optimal architectural unit by
presenting an extreme-performance SFQ-based NPU. We first
conduct thorough analyses and introduce the baseline SFQ-
based NPU architecture by designing all microarchitectural
units in the SFQ-friendly manner (Section III). Next, on top
of the baseline NPU architecture, we develop SFQ-NPU, a
validated SFQ-based architecture modeling tool (Section IV).
Finally, we use the tool to identify critical performance bottle-
necks and propose our SFQ-optimal NPU, which successfully
resolves the bottlenecks at the architecture level (Section V).
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Fig. 3. Overview of our baseline SFQ-based NPU design

In this work, we choose NPU as one of the promising
examples to apply our design principles for the following
reasons. First, there are no complex control flows in Deep
Neural Network (DNN) applications, and therefore we can
fully exploit the SFQ’s gate-level pipelining nature without
control hazard. Second, we can take the best advantage of
shift-register-based memory and avoid its disadvantage thanks
to the static memory access pattern of DNN algorithms.
Finally, NPUs can reduce off-chip memory access by utilizing
the data-reuse pattern in DNN applications. Note that the
underlying SFQ circuits, such as multipliers and adders, have
already been demonstrated with around 50 GHz frequency [5],
[6]. Besides, we currently target the DNN inference as the first
case study to show SFQ-based NPU’s potential.

III. BASELINE SFQ-BASED NPU DESIGN

In this section, we design the baseline SFQ-based NPU
architecture by identifying the SFQ-friendly implementation
for key microarchitectural units. Fig. 3 shows the overview
of our baseline SFQ-based NPU which mainly consists of
four microarchitectural units: on-chip network unit (NW unit),
processing element (PE), data alignment unit (DAU), and on-
chip buffers. We perform detailed circuit-level analyses to
describe our design choice for each unit, except for the shift-
register-based on-chip buffers explained in Section II-B.

A. On-chip network unit design

To design the SFQ-friendly on-chip network, we compare
two representative network unit (NW unit) designs: fan-out
network and store-and-forward chain. The fan-out network
multicasts the data to several PEs simultaneously by using the
bus or tree structure. On the other hand, the store-and-forward
chain provides the data and subsequently forwards it from a
PE to the adjacent PE. Note that a network branch consists of
a DFF (D in Fig. 4) and a wire component called splitter (S
in Fig. 4), which splits a pulse into two identical pulses.

Among these two network designs, we adopt the store-and-
forward chain because it is superior to the fan-out network
in terms of both clock frequency and area. Fig. 4 shows the
structures of three network design candidates: two splitter tree
(2D and 1D) designs (fan-out network) and a 2D systolic array
(store-and-forward chain). In our analysis, we include both
2D and 1D splitter tree designs which can be applied to the
output stationary (OS) and weight stationary (WS) dataflow,
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respectively. Also, we assume that all network designs target
2D square-shaped PE array.

Fig. 5 shows the critical-path delay (i.e., the inverse of
maximum frequency) and the area comparison for the three
network designs, obtained with JSIM [29]. First, the 2D splitter
tree significantly suffers from the long critical-path delay due
to the increasing timing difference of two PE inputs. As shown
in Fig. 4(a), a single PE requires two inputs from each splitter
tree. As both splitter trees share a global clock line, the critical-
path delay increases in proportion to the PE array width (Input
arrival timing in Fig. 4(a)). As a result, the critical-path delay
of the 2D splitter tree keeps increasing with the PE width and
reaches above 800 ps in 64×64 PE array. Even though we can
mitigate this problem with the aggresive clock skewing (i.e.,
intentionally increase the clock propagation delay in path ¶),
it incurs much more area overhead and lowers the yield of
fabrication [30]. Next, even if there is no such a timing issue
in the 1D splitter tree, its area overhead is high as the same
with the 2D tree. The large area overhead is mainly due to the
large number of wire cells for the tree construction.

On the other hand, the 2D systolic network has the shortest
critical-path delay and the smallest area, as shown in Fig. 5.
Even though the 2D systolic network also provides two
different inputs to a single PE as same with the 2D splitter
tree, their timing difference is negligible (Fig. 4(c)). Besides,
its simple structure does not require much wire cells. For these
reasons, we conclude that the systolic array is more suitable
and adopt it as our on-chip network design.
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B. PE design

For the SFQ-friendly PE design, we identify the most suit-
able dataflow by carefully considering the SFQ logic’s circuit-
level characteristics. Among three major dataflows in a 2D
systolic network, Weight Stationary (WS), Output Stationary
(OS), and Input Stationary (IS) [31], [32], we focus on WS
and OS because the PE with IS has almost the same hardware
structure as the PE with WS. Fig. 6(a) shows the PE with WS
dataflow, where PE holds a weight in its register, multiplies it
with the input feature map data (ifmap), and adds the result to
the partial sum input (psum). On the other hand, the PE with
OS dataflow has a feedback loop consisting of the adder and
its register, and continuously accumulates the partial sums to
generate final output feature map data (ofmap) (Fig. 6(b)).

Among these two PE designs, we choose the PE with WS to
maximize the clock frequency because it does not include any
feedback loop. Unlike the CMOS technology, the existence of
the loop significantly degrades the SFQ circuit’s frequency as
the loop enforest the slower clocking scheme.

Fig. 7 provides the example with two representative clock-
ing schemes: (a) concurrent-flow clocking and (b) counter-flow
clocking. In our example, we show how the SFQ circuit’s
frequency is affected by the feedback loop. As Fig. 7(a)¶
shows, when there is no feedback loop, SFQ circuits can
hide the data propagation delay by flowing the clock pulse
along with the data. However, such clocking cannot be utilized
when the circuit includes the feedback loop. In fact, the
circuit’s frequency is significantly reduced because the next
clock pulse should wait for a very long data transfer through
the feedback path (Fig. 7(a)·). On the other hand, we can
resolve this problem with the counter-flow clocking, which can
perfectly hide the data feedback delay (Fig. 7(b)·). However,
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the frequency of the counter-flow clocked circuit is much lower
than that of the concurrent-clocked circuit without feedback.
Such difference is due to the unhidden feed-forward delay of
the counter-flow clocking (Fig. 7(b)¶).

Fig. 7(c) shows the feedback loop’s impact on the SFQ
circuit’s clock frequency by running JSIM [29] simulations
with simple example circuits, a full adder (FA), and a shift
register (SR). For the circuits without the feedback loop and
with the loop, we apply the concurrent-flow clocking and
counter-flow clocking, respectively. As Fig. 7(c) clearly shows,
the existence of the feedback loop significantly degrades the
clock frequency, from 66 GHz to 30 GHz in FA and from
133 GHz to 71 GHz in SR. Thus, we conclude that the PE
design without a feedback loop, PE with WS, is a more SFQ-
friendly choice and adopt it as our PE design.

C. Data alignment unit design

In the SFQ-based NPU adopting systolic network and WS
dataflow, the ifmap buffer can suffer from a large amount
of duplicated data. As the ifmap buffer is the shift-register-
based memory, each ifmap buffer row dedicatedly feeds data to
the corresponding PE array row. However, in CNN execution,
weights mapped to the adjacent PE array rows require partly
the same ifmap data due to the weight sharing property of
CNN. Therefore, the duplicated data significantly wastes the
buffer capacity if adjacent ifamp buffer rows hold all ifmap
data shared across the different weights. Fig. 8 clearly shows
that the amount of duplicated data can be over 90% for three
CNN networks. Note that such a massive waste of on-chip
buffer capacity incurs a severe off-chip memory pressure.

To resolve the problem, we design a data alignment unit
(DAU), which replicates and forwards data to the appropriate
PE rows at exact timing. Fig. 9 shows the DAU’s structure
with a working example that runs a simple 2D-convolutional
operation. Our DAU consists of sets of a selector, a controller,
and cascaded special DFFs for each PE row. The DAU operates
in two steps: 1) data selection and 2) timing adjustment.
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Gate parameters
Name Delay Static pow. Dynamic energy
AND 8.3 ps 3.6 µW 1.4 aJ
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Fig. 10. SFQ-NPU overview

Data selection: Before starting computation, each ifmap
buffer row dedicatedly holds data for a given ifmap channel.
First, each ifmap buffer row provides its data to all DAU rows
through a splitter tree, where each DAU row is dedicated to
a single PE row’s weight. For example, nine ifmap pixels are
transferred to all four DAU rows in Fig. 9 (¶). Next, the
selector in each DAU row selectively takes the required input
for the weight mapped in the corresponding PE array row.
The first row in Fig. 9 takes only i1, i2, i4, and i5, and 0
for others as a bubble to avoid the computation stall (·). The
bubbles are filtered at the end of computation by using a valid
bit. For such data selection, the controller in each DAU row
dynamically generates control signals. Note that the controllers
can identify whether the given input is required or not based
on the DNN layer configuration and current weight mapping
information (e.g., current ifmap and weight pixel index).

Timing adjustment: To adjust the arrival timing of selected
ifmap pixels, DAU utilizes the cascaded special DFFs with
different lengths. By using the DFFs, each DAU row delays
to feed the data because the computed psum in the above
PE and the ifmap data should simultaneously arrive at the
PE. For example, if the PE consists of three pipeline stages,
the inputs from the second row should be delayed at most 2
(= 3− 1) cycles. In fact, our 8-bit PE consists of 15 pipeline
stages. Also, we bypass some DFFs when the adjacent PE
rows map the weights with different row index. For example,
as the weight’s row index mapped to the third PE increases
from that of the second PE (from 1 (w2) to 2 (w3)), we should
bypass one DFF for the correct operation (¸). To support the
bypassing, our special DFF has a bypassing line, whose control
signal is statically determined by weight filter width, strides,
and current weight index (¹).

IV. SIMULATION FRAMEWORK

In this section, we describe our architectural simulation
framework, SFQ-NPU, to explore and optimize the SFQ-based
NPU architecture. Fig. 10 shows the overview of SFQ-NPU,
which consists of two simulation engines: SFQ-NPU estimator
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Fig. 11. Frequency model illustration

and SFQ-NPU simulator. SFQ-NPU estimator takes device-
level, microarchitecture-level, architecture-level information as
inputs, and derives the frequency, power, and area of the target
NPU design. Based on the obtained frequency and power
information, the SFQ-NPU simulator reports the effective
performance and power consumption by simulating target
DNN applications. In the following sections, we explain the
implementation details of each engine.

A. SFQ-NPU estimator

To carefully consider the SFQ logic’s unique features
ranging from the device to architecture, our SFQ-NPU esti-
mator takes a strategy of three-layer abstraction: gate-level,
microarchitecture-level, and architecture-level estimation.

1) Gate-level estimation: The gate-level estimation layer
accurately provides the timing parameters (i.e., SetupTime,
HoldTime, and delay), the power information (i.e., static power
and access energy), and the area for all SFQ logic gates
and wire cells with the given device parameters (e.g., bias
voltage, critical current). The gate models are compatible with
two SFQ technologies; rapid single-flux-quantum (RSFQ) [3],
[13]–[15], and energy-efficient RSFQ (ERSFQ) [11]. RSFQ
is the most practical and proven technology in the successful
demonstrations, whereas ERSFQ is a promising technology
that completely excludes the static power dissipation. The only
difference is how to supply the DC bias current, i.e., RSFQ
uses the bias resistors; on the other hand, ERSFQ uses the
bias JJs.

For the RSFQ gates, we extract all gate parameters by run-
ning JSIM [29] simulations with RSFQ cell library for AIST
1.0µm fabrication process technology [9]. For example, the
access energy is derived by taking an average of the dynamic
energy for all the possible states. Besides, we calculate each
gate’s area based on its number of JJs.

On the other hand, we estimate gate parameters of ERSFQ
based on those of RSFQ gates due to the lack of fabrication
information (or cell library) about ERSFQ technology. Specif-
ically, the timing parameters and area of ERSFQ gates are
assumed to be the same as those of RSFQ because all their gate
structures are the same, except for the bias current supply line.
Meanwhile, we estimate the access energy and static power of
ERSFQ gates as twice as that of RSFQ and zero, respectively.
Note that the difference in both access energy and static power
originates from the JJ-based DC biasing scheme [11].
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2) Microarchitecture-level estimation: This abstraction
layer estimates the frequency, static power, access energy, and
area of each microarchitectural unit designed in Section III
(i.e., NW units, PE, DAU, and on-chip buffers). For the accu-
rate estimation, the microarchitecture-level layer first generates
the intra-unit gate pair and the gate count information for each
unit based on the gate-level circuit structure model. The intra-
unit pair and the gate count are utilized to derive each unit’s
frequency and power/area, respectively.

f = 1/CCT = 1/(SetupTime + Max(HoldTime, δt)) (1)

With the gate-level pipelining nature considered, the
microarchitecture-level frequency model calculates the fre-
quency of all gate pairs in the target unit and takes the
minimum value as the unit’s frequency. Fig. 11 and Eq. (1)
illustrate the model to calculate the frequency of one gate
pair, where δt is the difference between the data and clock
propagation delay (i.e., τdata−τclock ). Note that Eq. (1) is the
direct translation of the two timing constraints: 1) data should
arrive after the HoldTime and 2) the next clock pulse should
arrive after SetupTime elapsed from the data arrival.

To reflect the real-world SFQ circuit design practice, we
model both representative clocking schemes, concurrent-flow
clocking (Fig. 11(b)) and counter-flow clocking (Fig. 11(c)).
As explained in Section III-B, to achieve high frequency, we
apply the concurrent-flow clocking to all circuits without the
feedback loop. Also, we include the frequency-enhancing tech-
nique called clock skewing, which minimizes δt by adjusting
the length of data and clock line. On the other hand, we apply
the counter-flow clocking to the circuits with the feedback
loop, such as shift-register-based on-chip buffers.

Meanwhile, the microarchitecture-level power and area
models calculate the power information (i.e., static power and
access energy) and area of each unit based on the gate count
information and the gate parameters.

3) Architecture-level estimation: The architecture-level
layer reports the final estimation results regarding the area,
static power, access energy, and clock frequency of the target
NPU configuration. For the accurate prediction, this layer not
only integrates the microarchitecture-level estimations based
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Fig. 13. Model validation result

on the unit counts but also considers the inter-unit gate
pair information. For instance, we calculate all the inter-unit
communication latency based on the interfacing gates’ timing
parameters and include them to derive the highest frequency
in NPU. Also, based on the estimated unit-to-unit distance, we
calculate the area of wire cells required to connect each unit
and include it to the final area estimation.

4) Model validation: We carefully validate our SFQ-NPU
estimator in terms of the frequency, power, and area by
comparing it with a fabricated 4-bit MAC unit (Fig. 12(a))
measured in the 4 K environment (Fig. 12(b)). Also, we com-
pare the model’s output with the post-layout characterizations
for 8-bit 8-entry shift-register-based memory (SRmem), 8-bit
NW unit, and a 4-bit 2 × 2 PE-arrayed NPU (Fig. 12(c)).
Note that our gate-level estimation is already validated in its
accuracy because it is based on the validated cell library, which
succeeded in fabricating real chips for many times.

First, we validate our microarchitecture-level estimation
with MAC unit, SRmem, and NW unit. Note that there is no
frequency result for a single NW unit because it only consists
of DFF-splitter pairs. As Fig. 13 shows, SFQ-NPU estimator
accurately predicts all the frequency, power, area for each unit
with the average error of 5.6%, 1.2%, and 1.3%, respectively.

Next, we also validate the architecture-level estimation with
the 4-bit 2 × 2 PE-arrayed NPU design (Fig. 12(c)). Even
though it is a small NPU prototype, the layout design is enough
to show the inter-unit connections’ impact on the frequency
due to the 2D-systolic network’s scalable structure. As shown
in Fig. 13’s NPU, our model well matches the frequency,
power, and area result of the post-layout simulation with the
error of 4.7%, 2.3%, and 9.5%, respectively.

B. SFQ-NPU simulator

For the given SFQ-based NPU design running DNN appli-
cations, SFQ-NPU simulator reports the effective performance
and power consumption based on the obtained frequency
and power information from the SFQ-NPU estimator. As the
first step for the simulation, SFQ-NPU simulator analyzes
all required weight mappings by taking the DNN description
file (i.e., ifmap window size, filter window size, the number
of filters, the number of strides) and architecture description
file as inputs. We use a batch of typical DNN input images
(224 × 224 × 3) as inputs. Next, for each weight mapping,
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the simulator runs the cycle-based simulation to calculate the
consumed cycles and the activated cycles for each hardware
unit. During the simulation, the simulator also models the
memory stall incurred by limited memory bandwidth by
taking memory bandwidth as its input. Finally, the SFQ-NPU
simulator aggregates the result of each mapping and reports the
performance numbers (e.g., latency, throughput, PE utilization)
and the power values (i.e., static power, dynamic power).

V. OPTIMIZING SFQ-BASED NPU DESIGN

In this section, with our simulation framework, we architect
an extreme-performance SFQ-based NPU by taking the best
advantage of SFQ technology. Similar to other devices, SFQ-
based NPUs have a large design space that cannot be easily
explored even with the modeling tool. Therefore, we start
from our baseline SFQ-based NPU architecture (Section III)
and identify the major performance bottlenecks to be resolved
(Section V-A). Next, we propose an optimal SFQ-based NPU
architecture, SuperNPU, which resolves the identified bottle-
necks with the architecture-level solutions (Section V-B).

In the following sections, we conduct performance analyses
by running six CNN workloads (i.e., AlexNet [33], FasterR-
CNN [34], GoogLeNet [35], MobileNet [36], ResNet 50 [37],
VGG16 [38]) with our simulation framework. As the input
fabrication process information, we take the currently avail-
able AIST 1.0 µm process to show the SFQ technology’s
performance potential conservatively1. Moreover, we assume
the memory bandwidth of 300 GB/s, which is the typical value
of HBM used by the recent TPUv2 [39].

A. Design implications for the SFQ-optimal NPU architecture

1) Baseline SFQ-based NPU setup: We first introduce
performance-side design implications by conducting analyses
with the baseline SFQ-based NPU design introduced in Sec-
tion III (hereinafter called Baseline). To show the implica-
tions, we start from Baseline following the TPU core’s [40]

1An i-line stepper with a wavelength of 365 nm (introduced to the market
in the mid-1990s) is used in the fabrication. The state-of-the-art steppers using
KrF or ArF excimer lasers would allow the fabrication of ultrafine Josephson
junctions and patterns.
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architectural specification for three reasons. First, we target the
server-side NPU due to the need for cryogenic cooling support.
Second, Baseline has a similar hardware structure with the
TPU core (i.e., weight-stationary dataflow and systolic-array
network). Third, its estimated area might be comparable to
the TPU core (< 330 mm2) if the SFQ circuits or JJs are
equivalently scaled to 28 nm as CMOS technology used in the
TPU design2. We summarize Baseline’s specification including
the architectural configurations in Table I.

As Table I shows, the peak performance of Baseline is
significantly high, 3366 TMAC/s, with the clock frequency
over 52 GHz. However, we find that the effective performance
of Baseline is only about 6.45 TMAC/s on average, which is
even lower than 0.2% of its peak performance (Fig. 17). In
the following subsections, we identify the performance bot-
tlenecks and set the design directions to resolve the identified
challenges.

2) Bottleneck 1. Huge data movement overhead: We first
emphasize the importance of reducing the overhead of data
movement among different on-chip buffers and within a sin-
gle buffer. Fig. 15 shows the Baseline’s cycle breakdown
normalized for each CNN workload. As the figure clearly
indicates, the Baseline’s performance is highly dominated by
the preparation step (above 90%), which moves data to the
appropriate location before starting computation. Based on this
analysis, we identify the huge data movement overhead as the
first performance bottleneck.

Fig. 16 shows the data movement overhead with the ex-
ample showing the data location right after the end of com-
putation for one weight mapping. First, the calculated partial
sums in the ofmap buffer should move to the psum buffer
when they need to be accumulated with the next computation
result (Fig. 16 ¶). In this case, the Baseline should consume
a huge amount of cycles corresponding to the sum of two
buffers’ length, 65,536 cycles (= 16 MB ÷ 256 B/cycle), due

2To the best of our knowledge, no study mentions the physical limit of
JJ scaling. On the other hand, there is the scaling rule that the frequency
increases in proportion to the reduction rate of JJ until 200 nm [41], and T-
flip-flop (TFF) has successfully demonstrated at up to 770 GHz with the
technology [42]. Moreover, there are several schemes to reduce the SFQ
cell size without the JJ scaling, such as the introduction of shunt-resistor-
free junctions [43], vertically-stacked junctions [44], multi-layer process
technology with high-inductance layers [45] and new materials.
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to the shift-register-based memory implementation. Also, the
ifmap buffer suffers from a similar situation to move the data
from its tail to the head when the used ifmap data is required
for the next computation again (Fig. 16 ·). Therefore, we
conclude that we should minimize the wasteful length of the
data movement.

3) Bottleneck 2. Fast but idle computing units: Next, we
emphasize the importance of improving the computing unit’s
(i.e., PE array) utilization. Fig. 17 shows the Baseline’s
roofline plot, which represents the highest achievable per-
formance for a given computational intensity. In this work,
we define computational intensity as the number of MAC
operations executed with one weight data mapped on the PE.
Note that it includes the impact of input batch size on the
amount of data reuse.

With the roofline model, Fig. 17 shows the performance
and computational intensity of each workload with a single
input batch. Even though the Baseline’s computing units are
fast, they are mostly idle with the maximum PE utilization
(= roofline performance ÷ peak performance) below 2%
on average. The underutilization directly results from the
workloads’ low computational intensity and the relatively slow
memory access (vs. 52 GHz computation speed). Therefore,
we conclude that we should maximize the PE utilization by
increasing the computational intensity.

4) Bottleneck 3. Waste of on-chip buffer capacity: Lastly,
we highlight that it is crucial to resolve the on-chip buffer
underutilization issue. To increase the computational intensity,
it is required to increase the input batch size for DNN
workloads. However, it is highly difficult for the Baseline to
take larger batch sizes (i.e., more than one) without additional
off-chip memory access because the on-chip buffer can be
significantly underutilized.
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Fig. 18 shows the three scenarios to explain the buffer
underutilization problem, which happens even with a single
batch. First, even with the huge amount of empty space, the
ofmap buffer should flush the data when the next computation
is for the different set of output channels (Fig. 18(a)). Second,
we waste the ofmap buffer’s capacity when the number of
active PE columns is smaller than the ofmap buffer’s width
(Fig. 18(b)). Third, we cannot map the remaining ifmap
channels to the ifmap buffer because each buffer row is
dedicated to a given ifmap channel (Fig. 18(c)). Therefore,
we conclude that we should maximize the buffer utilization
by resolving all the mentioned cases.

B. SuperNPU: SFQ-optimal NPU architecture

The design implications for optimizing SFQ-based NPU are
summarized as follows. First, the optimal design should have
a short path for the on-chip buffer data movement. Next, the
optimal design should be able to take a large batch size without
additional off-chip memory access. Lastly, to achieve the goal,
the buffer underutilization problem also should be resolved.

Following all the implications, we design the optimal SFQ-
based NPU architecture, SuperNPU, as shown in Fig. 19.
First, SuperNPU has the optimized on-chip buffer architecture
where each on-chip buffer is divided into small chunks and
connected by the multiplexer and demultiplexer trees. Note
that SuperNPU does not have a separated psum buffer but
integrates it with the ofmap buffer. Next, the PE array width of
SuperNPU is reduced to 1/4, and the on-chip buffer capacity
becomes twice compared to the Baseline. Finally, each PE
in SuperNPU has eight registers, so a PE can hold eight
different weights simultaneously. In the following subsections,
we explain how each design choice resolves the identified
performance bottlenecks in detail.

1) Optimized on-chip buffer architecture: The optimized
on-chip buffer architecture meets the design implications as
follows. First, SuperNPU removes the unnecessary data move-
ment and increases the effective buffer capacity by integrating
the psum buffer and the ofmap buffer. For example, SuperNPU
does not have to move the calculated psum to other buffer
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chunks. Instead, it just selects the buffer chunk with the
psum data as the psum buffer, and one of the empty buffer
chunks as the ofmap buffer (Fig. 19 ¶). Moreover, by indi-
vidually selecting the ofmap buffer and psum buffer through
the separated multiplexer/decoder, we can flexibly utilize the
integrated buffer. Fig. 20 shows the performance impact of
buffer integration. To match the capacity of input and output
buffer, we adjust each buffer’s capacity to 12 MB.

Next, by dividing each buffer to several small buffer chunks,
SuperNPU significantly reduces data movement overhead in
the on-chip buffer (Fig. 19 ·). Our simulation results (Fig. 20)
show the performance impact of dividing buffer with the vari-
ous degree of division. With the increasing division degree, the
single batch performance continuously increases and achieves
6.26 times higher performance compared to Baseline, from the
division degree of 64. Such performance improvement mainly
originates from the shortened buffer length, which correpond-
ingly reduces the data-shifting cycles. This result indicates
that the buffer division successfully resolves the performance
bottleneck resulting form data movement overhead.

The buffer division also mitigates the buffer underutilization
issues. For example, the NPU does not need to flush the
calculated data in ofmap buffer if there are remaining buffer
chunks to hold it, as shown in Fig. 19 ¸ (i.e., resolves
Fig. 18(a)). Moreover, divided ifmap buffer can hold many
input channels, corresponding to the PE array height multiplied
by the number of buffer chunks in maximum, as shown in
Fig. 19 ¹ (i.e., resolves Fig. 18(c)). Fig. 20 shows the impact
of improved buffer utilization on the performance with the
maximum batch size for each workload. The performance con-
tinuously increases and achieves 20 times higher performance
from the division degree of 64. Based on the result, we set
the buffer division degree as 64 because the performance is
saturated. Note that further division incurs the exponentially
increasing area overhead of multiplexer/decoder (Fig. 20).

0 10 20 30 40 50 60

1

2

4

8

16

32

Performance (Normalized to Baseline)

Nu
m

be
r o

f r
eg

ist
er

s 
in

 P
E

PE array width 64 (with added buffer) PE array width 128 (with added buffer)

Fig. 22. Performance impact of number of registers in PE

2) Efficient resource balancing: Next, in SuperNPU, we
increase the on-chip buffer capacity by reducing the number
of PEs in the PE array. The insight for this design choice is
that there is more room to increase the computational intensity
by sacrificing the excessively-high peak performance. Note
that we cannot utilize the current peak performance without
increasing the computational intensity furthermore (Fig. 17).

When reducing the number of PEs, we do not reduce the
height of the PE array but its width, to simultaneously resolve
the remaining buffer underutilization issue. Even with the
optimized on-chip buffer architecture, we still cannot fully
utilize the output buffer due to the problem shown in Fig. 18b.
However, this underutilization issue naturally disappears with
the reduced PE array width because the width of the output
buffer correspondingly decreases. While reducing the PE array
width, we correspondingly divide the integrated output buffer
further (i.e., division degree from 64 to 256) to maintain the
length of each buffer chunk.

Fig. 21 shows the performance impact of resouce balancing
which increases the on-chip buffer capacity while reducing the
PE array width. In our analysis, we start from the design with
the optimized on-chip buffer (256, 24 MB (Buffer opt.)). Max
batch (without added buffer) indicates that the NPU with the
given PE array width and fixed 24 MB on-chip buffer (i.e.,
no additional capacity). On the other hand, Max batch (with
added buffer) has the increased buffer capacity corresponding
to the values shown in the graph. We derive each on-chip
buffer capacity based on the area occupancy of the PE array
and the on-chip buffers.

First, Max batch performance (without added buffer) in-
creases to around 30 times higher compared to Baseline,
even though the peak performance decreases. This result
indicates that the PE array width reduction itself increases the
computational intensity by improving the buffer utilization.
Next, with the increased buffer capacity, performance (Max
batch performance (with added buffer)) is further improved to
47 times and 42 times higher compared to Baseline in the PE-
array width of 128 and 64, respectively. Although the optimal
PE array width is 128 in this analysis, the design with the
PE array width of 64 has more room for the performance
improvement with a much higher computational intensity.
Therefore, we focus on these two NPU architectures in the
following subsection.
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TABLE I
EVALUATION SETUP

TPU Baseline Buffer
opt.

Resource
opt.

Super-
NPU

PE array
width 256 256 256 64 64

PE array
height 256 256 256 256 256

Ifmap buf.

24 MB

8 MB 12 MB 24 MB 24 MB
Ofmap buf. 8 MB 12 MB 24 MB 24 MBPsum buf. 8 MB
Weight buf. 64 KB 64 KB 16 KB 128 KB
# regs in PE 1 1 1 1 8
Frequency

(GHz) 0.7 52.6 52.6 52.6 52.6

Peak perf.
(TMAC/s) 45 3366 3366 842 842

Area (mm2)
(28nm) <330 ∼283 ∼285 ∼298 ∼299

3) Increasing the number of registers in PE: Finally, to
further improve the performance, we increase the number of
weight registers in PE. With the larger number of weight
registers in each PE, SuperNPU increases the PE utilization
by filling several PE pipeline stages with a single ifmap data.
For example, if each PE holds four different weights from
different weight filters, PE can compute four different MAC
operations with one ifmap pixel.

Fig. 22 shows the performance impact of the number of
registers in PE on two chosen designs (128-width and 64-
width PE arrays). First, the PE array width of 128 (with added
buffer) cannot improve its performance further due to its lower
computational intensity, i.e., performance is bounded by the
relatively slow memory access. On the other hand, in the
PE array width of 64, we get much higher performance im-
provement thanks to its high computational intensity (Fig. 21).
Based on this performance analysis, we take the PE array
width of 64, the on-chip buffer capacity of 46 MB, and eight
registers per PE in SuperNPU.

VI. EVALUATION

In this section, we show the system-level performance and
power efficiency of SuperNPU by pointing out the impact of
each optimization scheme step by step. We first introduce our
evaluation methodology (Section VI-A). Next, we evaluate
SuperNPU in terms of the performance (Section VI-B) and
performance per Watt (Section VI-C).

A. Evaluation methodology

1) Evaluation setup: We evaluate SuperNPU by comparing
it with the TPU core [40], one of the most representative
server-side DNN accelerators. To estimate the TPU core’s
performance, we use SCALE-SIM [32], systolic-array-based
cycle-accurate DNN accelerator simulator, with the hardware
specification summarized in Table I. For the TPU’s power
consumption, we take 40 W as its average value based on
[40]. Also, we set the memory bandwidth of TPU core as
300 GB/s following TPUv2 board specification [39].

TABLE II
WORKLOAD SETUP (BATCH SIZE)

TPU Baseline Buffer
opt.

Resource
opt.

Super-
NPU

AlexNet 22 1 15 30 30
FasterRCNN 20 1 3 30 30
GoogLeNet 20 1 3 30 30
MobileNet 20 1 3 30 30
ResNet50 20 1 3 30 30
VGG16 3 1 1 7 7
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Fig. 23. Performance evaluation

In our performance evaluation, we explicitly show the per-
formance impact of each optimization step by accumulatively
evaluating three intermediate SFQ-based NPU architecture de-
signs: architecture introduced in Section V-A (Baseline), with
optimized on-chip buffer (Buffer opt.), and with reduced PE
array and larger buffer capacity (Resource opt.). We also set
the memory bandwidth for SFQ-based NPU designs as same
as the TPU core, 300 GB/s. As the fabrication technology,
we take AIST 1.0 µm process as same as in Section V. We
summarize the setup for each architecture in Table I.

For the evaluation, we use six representative CNN work-
loads that have various application characteristics (e.g., com-
putational intensity, layer configurations). We set each work-
load’s batch size as the maximum value, which can be held
by a given on-chip buffer capacity without additional off-chip
memory access. For example, for TPU, we set the batch size
of AlexNet as 22 because its largest layer’s (second layer)
input/output data size is 1.05 MB, where 22 input batches
can be held within 24 MB in maximum. Our batch setup is
conservative because there is room to increase the batch size
while improving performance. We summarize each workload’s
batch size setup for all NPU designs in Table II.

B. Performance evaluation

Fig. 23 shows the speed-up of SFQ-based NPU designs.
The speed-up is calculated by the throughput (i.e., TMAC/s)
normalized to that of the TPU. In our performance evaluation,
SuperNPU achieves the significant speed-up (23 times) as
three architectural optimizations are applied one by one.

The baseline SFQ-based NPU design (Baseline) shows
the poor performance, only 40% of TPU’s performance on
average. The low performance mainly results from the data
movement overhead between the on-chip buffers, idle PEs,
and low on-chip buffer utilization, as identified in Section V-A.
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Note that we cannot put even one more input image without
off-chip memory overhead in Baseline (Table I).

With the optimized buffer architecture, Buffer opt. achieves
the speed-up of 7.7 times on average by resolving the per-
formance bottlenecks in Baseline. The divided and integrated
on-chip buffers significantly improve the performance of all
workloads by removing the wasteful on-chip buffer data move-
ment. Furthermore, by mitigating the buffer underutilization
(Fig. 18(a), (c)), most workloads can take benefit of larger
batch size (15 in AlexNet and 3 for others except for VGG16).

In Resource opt., average speed-up reaches 17.3 times,
mainly thanks to the much higher computational intensity in
all workloads. For example, FasterRCNN, GoogLeNet, and
MobileNet show the drastically increasing performance in this
optimization step with the 10 times larger batch size compared
to Buffer opt. Among them, MobileNet shows the highest
speed-up (around 40 times) because of its small number of
weight filters, usually lower than 64. Note that even with the
reduced PE array width, there is no performance degradation
in layers consisting of few weight filters. On the other hand,
the performance of AlexNet is reduced in Resource opt. due to
the reduced peak performance. This is the exact opposite case
compared to MobileNet. However, the performance degrada-
tion is almost mitigated by the doubled batch size in AlexNet.

Finally, with the increased number of registers in PE,
SuperNPU boosts all workloads over 10 times, 23 times on
average, and 42 times in MobileNet. In the previous step, the
layers consisting of less than 64 filters suffer from performance
degradation corresponding to the reduced PE array width.
However, in SuperNPU, we mitigate performance degradation
by increasing the number of weights in PE (i.e., improving
the PE pipeline utilization). For example, in AlexNet, we
compensate the performance reduction in Resource opt. by
filling the PE pipeline several times with the single input
data. As a result, SuperNPU not only successfully shows
the performance potential of SFQ-based NPU design but also
clearly indicates the importance of optimizing SFQ processors
in the right direction.

C. Power-efficiency evaluation

We evaluate SuperNPU’s power-efficiency for two differ-
ent SFQ device technologies, RSFQ [3], and ERSFQ tech-
nology [11]. Table III shows the power consumption and
performance per Watt (i.e., power-efficiency) for SuperNPUs
and TPU core. Power-efficiency values are normalized to that
of TPU core, which dissipates 40 W in its operation [40].
Also, to include the cooling cost for the 4 K, we set the
cooling cost as the 400 times of NPU’s power consumption
following [46]. In our power-efficiency evaluation, SuperNPU
shows 490 times higher power-efficiency provided the free
cooling, with ERSFQ technology.

With RSFQ device technology, SuperNPU consumes 964 W,
which is infeasible power consumption, due to its huge static
power dissipation. Even though its low switching energy,
RSFQ technology requires to supply DC-biased current (i.e.,

TABLE III
POWER-EFFICIENCY EVALUATION

Power (W) Performance/W
(Normalized to TPU)

TPU 40 1

RSFQ-SuperNPU
(w/o cooling cost)

964 0.95

RSFQ-SuperNPU
(w/ cooling cost)

3.8x105 0.002

ERSFQ-SuperNPU
(w/o cooling cost)

1.9 490

ERSFQ-SuperNPU
(w/ cooling cost)

751 1.23

DC-biased voltage with bias resistor) for each JJ for the op-
eration (2.5 mV and 70 µA, respectively). Recently, although
several device-level optimizations are proposed to reduce the
static power, 960 W is too high to make this technology
feasible. As Table III shows, the power efficiency of RSFQ-
SuperNPU is not much lower than TPU (95%) thanks to the 23
times of speed-up. However, with the cooling cost included,
the normalized power efficiency value becomes 0.002.

On the other hand, ERSFQ-SuperNPU consumes only
1.9 W because there is no static power consumption in ERSFQ
technology [4], [11]. As ERSFQ provides the bias current
using JJ with inductors (i.e., bias resistors are replaced to bias
JJ), it does not consume static power, but the number of JJs
increases (i.e., twice higher dynamic energy per switching).
However, thanks to the significantly low switching energy
of JJs, ERSFQ-SuperNPU achieves 490 times higher power
efficiency compared to the TPU with free cooling provided.
Even including the 400 times of cooling cost, ERSFQ-
SuperNPU attains 1.23 times higher power efficiency. That is,
with ERSFQ-SuperNPU, architects can increase the server-
side NPU’s performance to 23 times with 490 times higher
power-efficiency with assuming free cooling.

VII. RELATED WORK

Exploiting emerging devices is a critical challenge to design
next-generation computer systems. Many researchers have so
far been proposed and discussed such novel architectures.
In this section, we discuss prior work from the viewpoint
of neural network (NN) acceleration and superconducting
computing to clarify the novelty of this paper.

A lot of researchers have proposed NN accelerators
for power-efficient processing [47]–[51]. A representative
approach exploiting an emerging device is to implement
memristor-based dot-product operations [52]–[54]. Another
direction is to introduce PIM (Processor-In-Memory) and die-
stacking technologies [53], [55]–[57]. A more challenging
attempt is to apply nanophotonic technology [58]–[62], or
superconducting SQUIDs [63], [64] to NN operations. Unlike
previous researches, this paper focuses on SFQ circuits and
achieves better performance in both the computing power and
energy efficiency than the conventional CMOS designs even
with the cooling penalty.
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Prior researches regarding SFQ demonstrated its signifi-
cant potential from the viewpoint of circuit implementation.
Regardless of its high-speed operations, unfortunately, their
throughput was quite low due to the simple but bit-serial
designs [65], [66]. Although a recent design successfully
demonstrated high-throughout bit-parallel multiplier [5], [67],
it is still not clear whether or not the SFQ technology
can realize at the system level. Swamit et al. proposed an
accelerator for SHA-256 for low latency operations [26].
Tzimpragos et al. introduced an interesting idea that attempts
to apply the concept of the delay-based logic (race logic) [68]
to SFQ [69]. Another relating proposal is to use not SFQ
but AQFP [70] for stochastic computing [71]. Our target is
to explore and optimize the architecture of the SFQ-based
NPU and to clarify the system-wide potential. To achieve this
goal, we have developed a simulation framework, including
power/frequency/area models validated based on physical chip
fabrication or post-layout characterizations. Also, we have
deeply evaluated and presented the significant potential of SFQ
devices at the architectural level.

VIII. CONCLUSION

Superconductor SFQ technology is a highly promising
solution in post-Moore’s era. However, SFQ computing has
not yet been realized because of the lack of understanding
of SFQ technologies’ potentials and limitations. This paper
resolves the challenge as follows. First, we implement and
validate an SFQ-based NPU modeling framework. Next, by
using the tool, we identify critical challenges in architecting an
SFQ-based NPU. Finally, we present SuperNPU, our example
SFQ-based NPU architecture, which effectively addresses the
challenges at the architectural level. Our evaluation shows that
the proposed design outperforms a conventional state-of-the-
art NPU by 23 times with comparable power efficiency even
including the extremely expensive cooling costs. We believe
that our design methodology can also be applied to architect
other SFQ-based architectural units.
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