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Preface

As a user, acquirer, or developer of a system, product, or service, have you ever been confronted
with one of the situations listed below?

* Wondered if the people who designed a product bothered to ask potential users to simply try
it before selling it to the public.

* Found that during a major program review prior to component development that someone
thought a requirement was so obvious it didn’t have to be written down.

* Participated in a new system development effort and discovered at Contract Award that team
members were already designing circuits, coding software, and developing mechanical draw-
ings BEFORE anyone understood WHAT system users expected the system to provide or
perform?

* Procured one of those publicized “designed for assembly” products and discovered that it
was not designed for maintainability?

* Interacted with a business that employed basic business tools such as desktop computers,
phones, and fax machines that satisfied needs. Then, someone decided to install one of those
new, interactive Web sites only to have customers and users challenged by a “new and
improved” system that was too cumbersome to use, and whose performance proved to be
inferior to that of the previous system?

Welcome to the domain of system analysis, design, and development or, in the case of the scenar-
ios above, the potential effects of the lack of System Engineering (SE).

Everyday people acquire and use an array of systems, products, and services on the pretense
of improving the quality of their lives; of allowing them to become more productive, effective, effi-
cient, and profitable; or of depending on them as tools for survival. The consumer marketplace
depends on organizations, and organizations depend on employees to ensure that the products they
produce will:

1. Perform planned missions efficiently and effectively when called upon.

2. Leverage user skills and capabilities to accomplish tasks ranging from simple to highly
complex.

3. Operate using commonly available resources.

4. Operate safely and economically in their intended environment with minimal risk and intru-
sion to the general public, property, and the environment.

5. Enable the user to complete missions and return safely.

6. Be maintained and stored until the next use for low cost.

7. Avoid any environmental, safety, and health risks to the user, the public, or the
environment.

In a book entitled Moments of Truth, Jan Carlzon, president of an international airline, observed
that every interaction between a customer and a business through product usage or service support
is a moment of truth. Each customer—product/service interaction, though sometimes brief, produces
and influences perceptions in the User’s mind about the system, products, and services of each

ix
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organization. Moment of truth interactions yield positive or negative experiences. Thus, the expe-
riences posed by the questions above are moments of truth for the organizations, analysts, and
engineers who develop systems.

Engineers graduate from college every year, enter the workforce, and learn system analysis,
design, and development methods from the bottom up over a period of 10 to 30 years. Many spend
entire careers with only limited exposure to the Users of their designs or products. As engineers
are assigned increasing organizational and contract responsibilities, interactions with organizational
customers also increase. Additionally, they find themselves confronted with learning how fo inte-
grate the efforts of other engineering disciplines beyond their field. In effect, they informally learn
the rudiments of System Engineering, beginning with buzzwords, from the bottom up through
observation and experience.

A story is told about an engineering manager with over 30 years of experience. The manager
openly bragged about being able to bring in new college graduates, throw them into the work envi-
ronment, and watch them sink or swim on their own without any assistance. Here was an individ-
ual with a wealth of knowledge and experience who was determined to let others “also spend 30
years” getting to comparable skill levels. Granted, some of this approach is fundamental to the
learning experience and has to evolve naturally through personal trials and errors. However, does
society and the engineering profession benefit from this type of philosophy.

Engineers enter the workplace from college at the lowest echelons of organizations mainly to
apply their knowledge and skills in solving unique boundary condition problems. For many, the
college dream of designing electronic circuits, software, or impressive mechanical structures is
given a reality check by their new employers. Much to their chagrin, they discover that physical
design is not the first step in engineering. They may be even startled to learn that their task is not
to design but to find low-cost, acceptable risk solutions. These solutions come from research of the
marketplace for existing products that can be easily and cost-effectively adapted to fulfill system
requirements.

As these same engineers adapt to their work environment, they implicitly gain experience in
the processes and methods required to transform a user’s operational needs into a physical system,
product, or service to fulfill contract or marketplace needs. Note the emphasis on implicitly. For
many, the skills required to understand these new tasks and roles with increasing complexity and
responsibility require tempering over years of experience. If they are fortunate, they may be
employed by an organization that takes system engineering seriously and provides formal training.

After 10 years or so of experience, the demands of organizational and contract performance
require engineers to assimilate and synthesize a wealth of knowledge and experience to formulate
ideas about how systems operate. A key element of these demands is to communicate with their
customers. Communications require open elicitation and investigative questioning, observation, and
listening skills to understand the customer’s operational needs and frustrations of unreliable, poorly
designed systems or products that:

1. Limit their organization’s ability to successfully conduct its missions.
2. Fail to start when initiated.

3. Fail during the mission, or cause harm to its operators, the general public, personal prop-
erty, or the environment.

Users express their visions through operational needs for new types of systems that require appli-
cation of newer, higher performance, and more reliable technologies, and present the engineer with
the opportunity to innovate and create—as was the engineer’s initial vision upon graduation.
Task leads and managers have a leadership obligation to equip personnel with the required
processes, methods, and tools to achieve contract performance—for example, on time and within
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budget deliverables—and enterprise survival over the long term. They must be visionary and pro-
active. This means providing just-in-time (JIT) training and opportunities to these engineers when
they need these skills. Instead, they defer training to technical programs on the premise that this is
on-the-job (OJT) training. Every program is unique and only provides a subset of the skills that
SEs need. That approach can take years!

While browsing in a bookstore, I noticed a book entitled If I Knew Then What I Know Now
by Richard Elder. Mr. Elder’s book title immediately caught my attention and appropriately cap-
tures the theme of this text.

You cannot train experience. However, you can educate and train system analysts and engi-
neers in system analysis, design, and development. In turn, this knowledge enables them to bridge
the gap between a user’s abstract operational needs and the hardware and software developers who
design systems, products, and services to meet those needs. You can do this in a manner that avoids
the quantum leaps by local heroes that often result in systems, products, or services that culminate
in poor contract program performance and products that fail to satisfy user needs.

Anecdotal evidence suggests that organizations waste vast amounts of resources by failing to
educate and train engineers in the concepts, principles, processes, and practices that consume on
average 80% of their workday. Based on the author’s own experiences and those of many others,
if new engineers entering and SEs already in the workplace were equipped with the knowledge
contained herein, there would be a remarkable difference in:

1. System development performance
2. Organizational performance

3. Level of personal frustrations in coping with complex tasks

Imagine the collective and synergistic power of these innovative and creative minds if they
could be introduced to these methods and techniques without having to make quantum leaps. Instead
of learning SE methods through informal, observational osmosis, and trial and error over 30+ years,
What if we could teach system, product, or service problem-solving/solution development as an
educational experience through engineering courses or personal study?

Based on the author’s experience of over 30 years working across multiple business domains,
this text provides a foundation in system analysis, design, and development. It evolved from a need
to fill a void in the core curriculum of engineering education and the discipline we refer to as system
engineering.

Academically, some people refer to System Engineering as an emerging discipline. From the
perspective of specific engineering disciplines, System Engineering may be emerging only in the
sense that organizations are recognizing its importance, even to their own disciplines. The reality
is, however, the practice of engineering systems has existed since humans first employed tools to
leverage their physical capabilities. Since World War II the formal term “system engineering” has
been applied to problem solving-solution development methods and techniques that many specific
engineering disciplines employ. Thus, system engineering concepts, principles, and practices
manifest themselves in every engineering discipline; typically without the formal label.

In the chapters ahead, I share some of the If I Knew Then What I Knew Now knowledge and
experiences. Throughout my career I have had the good fortune and opportunities to work and learn
from some of the world’s best engineering application and scientific professionals. They are the
professionals who advanced the twentieth century in roles such as enabling space travel to the Moon
and Mars, creating new building products and approaches, developing highly complex systems, and
instituting high-performance organizations and teams.

This is a practitioner’s textbook. It is written for advancing the state of the practice in the dis-
cipline we refer to as System Engineering. My intent is to go beyond the philosophical buzzwords
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that many use but few understand and address the HOWS and WHYS of system analysis, design,
and development. It is my hope that each reader will benefit from my discussions and will endeavor
to expand and advance System Engineering through the application of the concepts, principles, and
practices stated herein. Treat them as reference guides by which you can formulate your own
approaches derived from and tempered by your own unique experiences.

Remember, every engineering situation is unique. As an engineer, you and your organization
bear sole responsibility and accountability for the actions and decisions manifested in the systems,
products, and services you design, develop, and deliver. Each user experience with those products
and services will be a moment of truth for your organization as well as your own professional rep-
utation. With every task, product, or service delivery, internally or externally, make sure the user’s
moment of truth is positive and gratifying.
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Chapter 1

Introduction

1.1 FRAMING THE NEED FOR SYSTEM ANALYSIS,
DESIGN, AND DEVELOPMENT SKILLS

One of the most perplexing problems with small, medium, or large system development programs
is simply being able to deliver a system, product, or service without latent defects on schedule,
within budget, and make a profit.

In most competitive markets, changes in technology and other pressures force many organi-
zations to aggressively cut realistic schedules to win contracts to sustain business operations. Many
times these shortcuts violate best practices through their elimination under the premise of “selec-
tive tailoring” and economizing.

Most programs, even under near ideal conditions, are often challenged to translate User needs
into efficient and cost-effective hardware and software solutions for deliverable systems, products,
and services. Technical program leads, especially System Engineers (SEs), create a strategy to
bridge the gap. They translate the User’s abstract vision into a language of specifications, archi-
tectures, and designs to guide the hardware and software development activities as illustrated in
Figure 1.1. When aggressive “tailoring” occurs, programs attempt to bridge the gap via a quantum
leap strategy. The strategy ultimately defaults into a continuous build—test—redesign loop until
resources such as cost and schedules are overrun and exhausted due to the extensive rework.
Systems delivered by these approaches are often patched and are plagued with undiscovered latent
defects.

Bridging the gap between User needs and development of systems, products, and services to
satisfy those needs requires three types of technical activities: 1) system analysis, 2) system design,
and 3) system development (i.e., implementation). Knowledge in these areas requires education,
training, and experience. Most college graduates entering the workforce do not possess these skills;
employers provide very limited, if any, training. Most knowledge in these areas varies significantly
and primarily comes from personal study and experience over many years. Given this condition,
programs have the potential to be staffed by personnel lacking system analysis, design, and devel-
opment skills attempting to make a quantum leap from user needs to hardware and software
implementation.

Technically there are solutions of dealing with this challenge. This text provides a flexible,
structural framework for “bridging the gap” between Users and system developers. Throughout this
text we will build on workflow to arrive at the steps and practices necessary to plan and implement
system analysis, design, and development strategy without sacrificing best practices objectives.

Part I System Design and Development Practices presents a framework of practice-based
strategies and activities for developing systems, products, and services. However, system develop-
ment requires more than simply implementing a standard framework. You must understand the

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.



2 Chapter 1 Introduction

Engineering

Solutions | () Specialty
C Engineering

_ - o (]

O (=)
o o © 4
User 0 System Developers
S

ystems Engineering
Concepts, Principles, & Practices

N _

Operational
Need(s)

Hardware
Engineering

l Operational Need Requirements >

Figure 1.1 Systems Engineering—Bridging the Gap from User Needs to System Developers

foundation for the framework—HOW TO analyze systems. This requires understanding WHAT
systems are; HOW the User envisions deploying, operating, supporting, and disposing of the
system; under WHAT conditions and WHAT outcome(s) they are expected to achieve. Therefore,
Part I addresses System Analysis Concepts as a precursor to Part 2.

This text identifies fundamental system analysis, design, and development practices that in the
author’s experiences are applicable to most organizations. The concepts, principles, and practices
presented in Parts I and II represent a collection on topics that condense the fundamentals of key
practices. Some of these topics have entire textbooks dedicated to the subject matter.

Your experiences may be different; that’s okay. You and your organization are responsible and
accountable for identifying the key concepts, principles, and practices unique to your line of busi-
ness and programs and incorporate them into its command media—namely policies and procedures.
Using this knowledge and framework, personnel at all levels of the organization are better postured
to make informed decisions to bridging the gap from User needs to system, product, and service
solutions to meet those needs without having to take a quantum leap.



Chapter 2

Book Organization and Conventions

2.1 HOW THIS BOOK IS ORGANIZED

There is a wealth of engineering knowledge that is well documented in textbooks targeted specif-
ically for disciplinary and specialty engineers. In effect, these textbooks are compartmentalized
bodies of knowledge unique to the discipline. The challenge is that SE requires knowledge, appli-
cation, and integration of the concepts in these bodies of knowledge. The author’s purpose in writing
this book is not to duplicate what already exists but rather to complement and link SE and devel-
opment to these bodies of knowledge as illustrated in Figure 2.1.

To accomplish these interdisciplinary linkages, the topical framework of the book is organized
the way SEs think. SEs analyze, design, and develop systems. As such, the text consists of two
parts: Part I System Analysis Concepts and Part I System Design and Development Practices. Each
part is organized into series of chapters that address concepts or practices and include Definitions
of Key Terms and Guiding Principles.

Part I: System Analysis Concepts
Part I provides the fundamentals in systems analysis and consists of a several series of topics:

» System entity concepts

* System architecture concepts
» System mission concepts

* System operations concepts

» System capability concepts

Each series within a part consists of chapters representing a specific topical discussion. Each chapter
is sequentially numbered to facilitate quick location of referrals and topical discussions. The intent
is to isolate topical discussions in a single location rather than a fragmented approach used in most
textbooks. Due to the interdependency among topics, some overlap is unavoidable. In general, Part
I provides the underlying foundation and framework of concepts that support Part II.

Unlike many textbooks, you will not find any equations, software code, or other technical
exhibits in Part I. SE is a problem solving—solution development discipline that requires a funda-
mental understanding in HOW to think about and analyze systems—HOW systems are organized,
structured, defined, bounded, and employed by the User.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Part lI: System Design and Development Practices

Part II builds on the system analysis concepts of Part I and describes the system design and devel-
opment practices embodied by the discipline we refer to as system engineering. Part II contents
consists of several series of practices that include:

* System development strategies

» System specification

* System design

 Decision support

» System verification and validation

* System deployment, operations, and support

Each series covers a range of topical practices required to support the series.

2.2 DEFINITIONS

SE, as is the case with most disciplines, is based on concepts, principles, processes, and practices.
The author’s context for each of these terms can be better understood as follows:

* Concept A visionary expression of a proposed or planned action that leads to achievement
of a disciplinary objective.

* Principle A guiding thought based on empirical deduction of observed behavior or prac-
tices that proves to be true under most conditions over time.

* Process A sequence of serial and/or concurrent operations or tasks that transform and/or
add value to a set of inputs to produce a product. Processes are subject to external controls
and constraints imposed by regulation and/or decision authority.
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* Operation A collection of outcome-based tasks required to satisfy an operational
objective.

* Task The application of methods, techniques, and tools to add value to a set of inputs—
such as materials and information—to produce a work product that meets “fitness for use”
standards established by formal or informal agreement.

* Practice A systematic approach that employs methods and techniques that have been demon-
strated to provide results that are generally predictable and repeatable under various operating
conditions. A practice employs processes, operations, or tools.

* Best or Preferred Practice A practice that has been adopted or accepted as the most suit-
able method for use by an organization or discipline. Some individuals rebuff the operative
term “best” on the basis it is relative and has yet to be universally accepted as THE one and
only practice that is above all others. Instead, they use preferred practice.

2.3 TEXT CONVENTIONS

This textbook consists of several types of annotations to facilitate readability. These include
referrals, author’s notes, guideposts, reference identifiers, and examples. To better understand the
author’s context of usage, let’s briefly summarize each.

Referrals. SE concepts, processes, and practices are highly interdependent. Throughout the book
you will find Referrals that suggest related chapters of the book that provide additional information
on the topic.

Author’s Notes. Author’s Notes provide insights and observations based on the author’s own
unique experiences. Each Author’s Note is indexed to the chapter and in sequence within the chapter.

Guideposts. Guideposts are provided in the text to provide the reader an understanding of
WHERE you are and WHAT lies ahead in the discussion. Each guidepost is indexed to the chapter
and sequence within the section.

Reference Identifiers. Some graphics-based discussions progress through a series of steps that
require navigational aids to assist the reader, linking the text discussion to a graphic. Reference
Identifiers such as (#) or circles with numbers are used. The navigational reference IDs are intended
to facilitate classroom or training discussions and reading of detailed figures. It is easier to refer to
“Item or ID 10” than to say “system development process.”

Examples. Examples are included to illustrate how a particular concept, method, or practice is
applied to the development of real world systems. One way SEs deal with complexity is through
concepts such as abstraction, decomposition, and simplification. You do not need a Space Shuttle
level of complexity example to learn a key point or concept. Therefore, the examples are intended
to accomplish one objective—to communicate. They are not intended to insult your intelligence or
impress academic egos.

References. Technical books often contain pages of references. You will find a limited number
of references here. Where external references are applicable and reinforce a point, explicit call-outs
are made. However, this is a practitioner’s text intended to equip the reader with the practical
knowledge required to perform system analysis, design, and development. As such, the book is
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intended to stimulate the reader’s thought processes by introducing fresh approaches and ideas for
advancing the state of the practice in System Engineering as a professional discipline, not
summarizing what other authors have already published.

Naming Conventions. Some discussions throughout the book employ terms that have generic
and reserved word contexts. For example, terms such as equipment, personnel, hardware, software,
and facilities have a generic context. Conversely, these same terms are considered SE system
elements and are treated as RESERVED words. To delineate the context of usage, we will use
lowercase spellings for the generic context and all capitals for the SE unique context—such as
EQUIPMENT, PERSONNEL, HARDWARE, SOFTWARE, and FACILITIES. Additionally,
certain words in sentences require communication emphasis. Therefore, some words are italicized
or CAPITALIZED for emphasis by the author as a means to enhance the readability and
communicate key points.

2.4 GRAPHICAL CONVENTIONS

System analysis and design are graphics-intensive activities. As a result a standard set of graphical
conventions is used to provide a level of continuity across a multitude of highly interdependent
topics. In general, system analysis and design employ the following types of relationships:

. Bounding WHAT IS/IS NOT part of a system.
. Abstractions of collections of entities/objects.

. Logical associations or relationships between entities.

. Iterations within an entity/object.

N B W N

. Hierarchical decomposition of abstract entities/objects and integration or entities/
objects that characterized by one-to-many and many-to-one entity or object
relationships—for example, parent or sibling.

6. Peer-to-peer entity/object relationships.

7. Time-based, serial and concurrent sequences of workflow, and interactions between enti-
ties.

8. Identification tags assigned to an entity/object that give it a unique identity.

There are numerous graphical methods for illustrating these relationships. The Object Management
Group’s (OMG) Unified Modeling Language (UMLP) provides a diverse set of graphical symbols
that enable us to express many such relationships. Therefore, diagrams employing UML symbol-
ogy are used in this book WHERE they enable us to better communicate key concepts. UML anno-
tates one-to-many (i.e., multiplicity) entity relationships with “0 ... 1,7 “1,” “1 .. .*,” and so forth.
Many of the graphics contain a significant amount of information and allow us to forgo the multi-
plicity annotations. Remember, this text is intended to communicate concepts about system analy-
sis, design, and development; not to make you an expert in UML. Therefore, you are encouraged
to visit the UML Web site at www.omg.org for implementation specifics of the language. Currently,
SE versions of UML®, SYSML, is in the process of development.

System Block Diagram (SBD) Symbology

One of the first tasks of system analysts and SE is to bound WHAT IS/IS NOT part of the system.
System Block Diagrams (SBDs), by virtue of their box structure, offer a convenient way to express
these relationships, as illustrated at the left side of Figure 2.2.
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Figure 2.2 Symbolic Interface Representation Convention

If we attempt to annotate each system input/output relationship with lines, the chart would
become unwieldy and difficult to read. Using the left side of Figure 2.2 as an example, External
System 1 interfaces with Entity A; External System B interfaces with Entities A through D. Exter-
nal System 2 could be the natural environment—consisting of temperature, humidity, and the life—
that affects Entities A through D within your system.

Where a system such as External System B interfaces with ALL internal entities, we simplify
the graphic with a single arrow touching the outer boundary of the system—meaning your system.
Therefore, any arrow that touches the boundary of an entity represents an interface with each item
with the entity.

Aggregation and Composition Relationships Symbology

Object-oriented and entity relationship methods recognize that hierarchical objects or entities are
comprised of lower level sibling objects or entities. Two types of relationships exist in these cases:
aggregation versus generalization. Let’s elaborate on these further.

Aggregation (Composition). Aggregation represents the collection of entities/objects that
have direct relationships with each other. Composition, as a form of aggregation, characterizes
relationships that represent strong associations between objects or entities as illustrated in Figure
2.3. Entity A consists of Entities A1, A2, A3, and A4 that have direct relationships via interfaces
that enable them to work together to provide entity A’s capabilities. Consider the following example:

EXAMPLE 2.1

An automobile ENGINE consists of PISTONS that have direct relationships via the engine’s SHAFT.
Therefore, the ENGINE is an aggregation of all entities/objects—such as ENGINE SHAFT and
PISTONS—required to provide the ENGINE capability.
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UML symbology for aggregation or composition is represented by a filled (black) diamond shape,
referred to as an aggregation indicator, attached to the aggregated object/entity as illustrated at the
left side of Figure 2.3. The diamond indicator is attached to the parent entity, System A, with link-
ages that connect the indicator to each object or entity that has a direct relationship.

Author’s Note 2.1 As a rule, UML only allows the aggregation indicator to be attached to the
aggregated entity/object on one end of the relationship (line). You will find instances in the text
whereby some abstractions of classes of entities/objects have many-to-many relationships with each
other and employ the indicator on both ends of the line.

Generalization. Generalization represents a collection of objects or entities that have loose
associations with each other as illustrated in Figure 2.3. Entity B consists of sibling Entities B1,
B2, B3, and B4, which have not direct relationship with each other. Consider the following example:

EXAMPLE 2.1

A VEHICLE is a generalization for classes of trucks, cars, snowmobiles, tractors, and the like, that have the
capability to maneuver under their own power.

UML® symbology for generalization is represented by an unfilled (white) triangular shape as illus-
trated as the right side of Figure 2.3. The triangle indicator is attached to the parent entity with
linkages that connect the indicator to each lower level object or entity that have loose associations
or relationships.

Aggregation (Composition) Generalization
Consists of sets of entities with CLOSE associations or Consists of sets of entities with LOOSE
interdependencies that comprise a higher level entity associations that comprise a higher level entity
Entity A Entity B

Entity | || Entity Entity Entity

Al A2 B1 B2
v 1

Entity | || Entity Entity Entity

A3 A4 B3 B4

UML ’ = Strong Association UML
Symbology System A o = Weak Association Symbology Entity B
Aggregation == ..
(Composition) ( Generalization
Indicator Indicator
[ | | | | | | |
Entity Entity Entity Entity Entity Entity Entity Entity
Al A2 A3 A4 B1 B2 B3 B4

Figure 2.3 Hierarchical Aggregation and Generalization Symbology
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Relationship Dependencies

In general, this text employs three types of line conventions to express entity/object relationship
dependencies as illustrated in Figure 2.4.

e Instances of a Relationship That May or May Not Exist (Panel A) ~ Since there are instances
that may or may not contain a specific relationship, a dashed line is used for all or a part of
the line. Where an aggregated entity/object may or may not have all instances of siblings,
the parent half of the line is solid and the sibling half may be dashed.

* Electronic/Mechanical Relationships (Panel B) Some graphics express electronic relation-
ships by solid lines and mechanical relationships by dashed lines. For example, a computer’s
electronic data communications interface with another computer is illustrated by a solid line.
The mechanical relationship between a disc and a computer is illustrated by a dashed line
to infer either a mechanical or a temporary connection.

» Logical/Physical Entity Relationships (Panels C and D) Since entities/objects have logical
associations or indirect relationships, we employ a dashed line to indicate the relationship.

Interaction Diagrams

UML accommodates interactions between entities such as people, objects, roles, and so forth, which
are referred to as actors via interaction or sequence diagrams, as illustrated in Figure 2.5. Each
actor (object class) consists of a vertical time-based line referred to as a lifeline. Each actor’s
lifeline consists of activation boxes that represent time-based processing. When interactions occur
between actors, an event stimulates the activation box of the interfacing actor. As a result, a simple
sequence of actions will represent interchanges between actors.

®

Relationship Instances that May or May Not Exist Electrical/Mechanical
Relationships

Entity A

All Instances of Al Specific Instances of jAZ —> Ert;ity —» En};ity —»
Exist (Solid Line) May or May Not Exist
«— (Dashed Line) : :

: Entity C

Entity Al Entity A2 Where:

—» = Data Flow (Solid Line)
<4 » = Mechanical Interfaces (Dashed)

@ Logical @ Direct Physical
Associations or Relationships Associations or Relationships
Entity A -- f -1 Entity B Entity A f Entity B
Logical Relationship or Association Physical Relationship or Association
(Dashed Line) (Solid Line)

Figure 2.4 Dashed Line Conventions
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Entity B

Actor A
(Class)

Actor B1 Actor B2
(Class) (Class)

|

O
Sequence
(Author’s Convention)

(D—+
1
I
1
: Lifelines

Activation Events
Box

Figure 2.5 UML® Sequence Diagram Symbology

Process Activity Graphics

Systems processing consists of sequential and concurrent process flows and combinations of the
two. Key UML elements for representing process flow consist of initial/final states, activities, deci-
sion blocks, and synchronization bars (forks and joins), as illustrated in Figure 2.6.

Initial and Final States. To isolate on specific aspects of process flow, a process requires a
beginning referred to as an INITIAL STATE and an ending we refer to as a FINAL STATE. UML
symbolizes the INITIAL STATE with a filled (black) circle and the FINAL STATE with a large
unfilled (white) circle encompassing a filled (black) circle.

Activities. Activities consist of operations or tasks that transform and add value to one or mode
inputs to produce an objective-based outcome within a given set of performance constraints such
as resources, controls, and time. UML graphically symbolizes activities as having a flat top and
bottom with convex arcs on the left and right sides.

Decision Blocks. Process flows inevitably have staging or control points that require a decision
to be made. Therefore, UML uses a diamond shape to symbolize decisions that conditionally branch
the process flow to other processing activities.

Synchronization Bars. Some entity processing requires concurrent activities that require
synchronization. For these cases, synchronization bars are used and consist of two types: forks and
Jjoins. Forks provide a means to branch condition-based processing flow to specific activities. Joins
synchronize and integrate multiple branches into a single process flow.

Hierarchical Decomposition Notation Conventions

Systems are composed of parent—sibling hierarchies of entities or objects. Each object or entity
within the diagram’s structural framework requires establishing a numbering convention to uniquely
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Actor #1 Actor #2 Actor #3
Initial Swimlane Swiml
State \bI t Swimlane wimlane

Activity
11 /
Synchronization

v I'd Bar (Fork)

5

/ Activity \ <

31
Acthlty Actwnty\ < Activity
32
l I & Synchronization v Decision
o Bar (Join) Condition 21
v >
Activity ' - Condition 31
14 ' >
! il Condition 22 iCondition 32

Final
State @

Figure 2.6 UML Activity Diagram Symbology

O, O]

identify each entity. In general, there are two types of conventions used in the text: decimal based
and tag based.

Decimal-Based Notation. SEs employ decimal notation to delineate levels of information with
the most significant level being in the left most digit position as illustrated in Figure 2.7. Lower
levels are identified as extensions to the previous level such as 1.0, 1.1, 1.1.1, 1.1.1.1 and so forth.

Tag-Based Notation. In lieu of the decimal system in which the decimal point can be misplaced
or deleted, numerical tags are used without the decimal points as illustrated in the right side of
Figure 2.7. Rather than designating these lower level entities with names such as B, C, and D, we
need to explicitly identify each one based on its root traceability to its higher level parent. We do
this by designating each one of the entities as A_1, A_2, and A_3. Thus, if entity A_2 consists of
two lower level entities, we label them as A_21 and A_22. A_21 consists of A_211, A_212, and
A_213. Following this convention, entity A_212 is an element of entity A_21, which is an element
of entity A_2, which is an element of entity A.

2.5 EXERCISES

Most sections of the text consist of two types of exercises: general exercises and organizational
centric exercises.

General Exercises

General exercises are intended to test your understanding of each chapter’s topic to two types of
problems:
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Hierarchical Decomposition Relationships Hierarchical Decomposition Relationships
Decimal-Based Notation Tag-Based Notation
Entity
— | Process Process Process [, A
1.0 2.0 3.0
/ Entity Entity Entity
| ! Al A2 A3
! Process Process Process |1 |
| 2.1 2.2 2.3 N | |
1 1
L I Entity Entity
A_21 A_22
P _ |
1 1
1 1
! Process [ [ Process Process |1 | |
| 2.2.1 2.2.2 2.2.3 \ Entity Entity Entity
: : A_211 A_212 A_213

Figure 2.7 Hierarchical Decomposition Relationship Notations

1. What You Should Learn from This Chapter questions presented in the Introduction of each
chapter.

2. Progressive application of knowledge to a selected system as listed is Table 2.1.

Organizational Centric Exercises

Organizational Centric Exercises are intended for organizations that may conduct internal SE train-
ing programs. SEs work within the framework of organizational command media such as policies
and procedures and apply that knowledge to contract programs. Therefore, these exercises consists
of two types of problems: research of organizational command media concerning SE topics of inter-
est and interviewing technical leadership of contract programs to understand how they:

1. Approached various facets of SE on their programs.

2. What best or preferred practices were used?

3. What lessons were learned?

2.6 TEAM DECISION MAKING

Team decision making is all about consensus. Development teams such as Integrated Product Teams
(IPTs) consist of personnel from different disciplines that bring knowledge and levels of experi-
ence; some senior level, some young, others in between. The context of the term consensus through-
out this book refers to root wisdom decision making that stands the test of time. It’s NOT about
one person, one vote; seniority; dominating personalities; or compromise. It’s not about show-
casing IPTs to customers while continuing to do business the OLD way.
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Table 2.1 Sample systems for application to General Exercises

Individual Project Suggestions Team-Based Project Suggestions
1. Mechanical pencil 1. Exercise room treadmill
2. Desktop stapler 2. Snowmobile
3. Disposable camera 3. Automobile
4. Personal digital assistant (PDA) 4. Word processor
5. Cellular phone 5. Voice mail system
6. Desktop or laptop computer 6. Sports utility vehicle (SUV)
7. Computer mouse 7. Doctor’s office
8. Computer scanner 8. Automatic car wash
9. Computer printer 9. Fast food restaurant with drive—through window
10. Computer display monitor 10. Store (video, grocery, bookstore, etc.)
11. CD/DVD player 11. Shopping mall
12. TV/CD/DVD remote control device 12. Hospital
13. Television 13. School
14. MP3 player 14. Fire department
15. Home 15. Overnight package delivery
16. Residential mailbox 16. Restaurant
17. Lawn mower 17. Garbage collection system
18. Lawn edger 18. Recyclable materials station
19. Hand-held calculator 19. Community landfill
20. Ceiling fan 20. Emergency response system (ERS)
21. Web site 21. City rapid transit system or an element
22. Fast food restaurant drive through 22. Professional sports stadium
23. Airport check-in kiosk 23. Organization within an enterprise
24. Voice mail system 24. Fighter aircraft
25. Commercial jet aircraft
26. NASA Space Shuttle
27. International Space Station (ISS)

Team decision making involves eliciting and integrating team member knowledge and expe-
rience to make choices that clearly represent a path fo success and avoid a path to failure. It may
require smart, informed assessments of risk and reward decision making. The bottom line is that
it’s about making technical decisions everyone can and will proactively support.

2.7 WARNINGS AND CAUTIONARY DISCLAIMERS

As a professional, you and your organization are solely responsible and accountable for the appli-
cation and implementation of the concepts, principles, processes, and practices discussed in this
book, the quality of work products produced, and the impact of those actions on society, colleagues,
and the environment. As a practitioner’s book, the discussions reflect experiences that may or may
not be relevant to you, your organization, or program.

You are advised to supplement this information with personal study, education, research, and
experience to enhance your competency skills to the level of performance required and expected
by your organization, contract, profession, and applicable laws and regulations. Where specialized
expertise is required, employ the services of highly qualified and competent subject matter expert
(SME) professionals.






Part 1

System Analysis
Concepts

EXECUTIVE SUMMARY

The foundation of any discipline resides in its concepts and guiding principles. Part 1 is structured
around five thematic concepts that are fundamental to understanding systems—WHAT a system is;
WHO its users and stakeholders are; WHY it exists and HOW it benefits its users and stakehold-
ers; HOW it is structured; and HOW it operates, is supported, and disposed. Chapters 3-22 are
grouped and presented in a sequence that supports the five concepts listed below:

* System Entity Concepts

» System Architecture Concepts
* System Mission Concepts

» System Operations Concepts

» System Capability Concepts

These basic concepts serve as the foundation for understanding Part II System Design and
Development Practices. This foundation fills the void for people and organizations that restrict their
education and training to the philosophy of SE and attempt to make a quantum leap from specifi-
cations to point design solutions due to a lack of understanding of these fundamental concepts.

To better understand what each of these concepts entails, let’s explore a brief introductory
synopsis of each one.

System Entity Concepts

Our first series of discussions focus on a simple concept, the system as an entity. The System Entity
Concepts consist of Chapters 3—7. These discussions: define what a system is; identify attributes,
properties, and characteristics common to most systems; address organizational systems roles and
stakeholders; identify key factors that impact user acceptability of a system, and define a model for
the system/product lifecycle.

Given an understanding of the System Entity Concepts, our next discussions shift to under-
standing HOW systems and their operating environments are organized and structured.

System Architecture Concepts

Most people think of a system and its operating environment in physical terms; however, some
systems may be virtual such as those centered around political or cultural systems. Regardless of

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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whether a system is physical or virtual, we can characterize them in terms of form, fit, and func-
tion using their structural framework as the point of reference.

Our second series, System Architecture Concepts, decomposes the system into its constituent
parts via its architectural framework. Chapters 8—12 establish a high level analytical framework
for analyzing how a system interacts with itself and its operating environment. Analyses and obser-
vations of these interactions reveal that we can characterize a SYSTEM OF INTEREST (SOI)
and its operating environment via system elements—EQUIPMENT, PERSONNEL, MISSION
RESOURCES, PROCEDURAL DATA, and FACILITIES. Our discussions include establishment
of a semantics convention to minimize confusion relating to how developers communicate about
multi-level components within a system and relate to higher-level systems.

Based on an understanding of the System Architecture Concepts, we are ready to explore WHY
a system exists and how an organization employs it as an asset via the System Mission Concepts.

System Mission Concepts

Every system has a mission or a reason for its existence as envisioned by its acquirer, users, and
stakeholders who expect the system to provide purposeful value and a return on investment (ROI).
The System Mission Concepts series consisting of Chapters 13—17 describe HOW systems are
employed by organizations and assigned performance-based outcome missions to fulfill specific
aspects of organizational objectives.

Our discussions trace the origins of a system from an organization’s operational need to HOW
users envision operating and supporting the system to perform missions that satisfy that need. We
investigate how systems interact with their operating environment during missions, how missions
are planned, and explore how the user(s) expect the system to perform specific actions related to
achieving mission objectives.

The System Mission Concepts, which define WHAT a system is to accomplish and HOW WELL
from an organizational perspective, provide the foundation for our next topic, the System Opera-
tions Concepts.

System Operations Concepts

System missions require timely execution of a series of performance-based operations and tasks.
The System Operations Concepts series consisting of Chapters 18-20 explore how users prepare
and configure a system for a mission, conduct the mission, and perform most-mission follow-up.
Analysis and observations of systems reveals that we can create a tailorable System Operations
Model that serves as a basic construct to facilitate identification of phase-based operations common
to all human-made systems. We employ the model’s framework to illustrate how system interac-
tions with its operating environment are modeled for various types of single use and multi-use
applications.

The System Operations Concepts, which structure a system mission into specific operations
and tasks, serve as a framework for identifying system capabilities to be provided by the system
to accomplish mission objectives. This brings us to the final topic of Part I, System Capability
Concepts.

System Capability Concepts

The System Capability Concepts series consist of Chapters 21 and 22. We explore HOW to derive
and allocate mission operational capabilities to integrated sets of system elements. Whereas most
people believe a capability is an end in itself, our discussions reveal that a capability has a common
construct that can be universally applied to specifying and implementing all types of capabilities.



Chapter 3

What Is a System?

3.1 INTRODUCTION

Analysis, design, and development systems, products, or services requires answering several fun-
damental questions:

1. WHAT is a system?

2. What is included within a system’s boundaries?

3. WHAT role does a system perform within the User’s organization?

4. What mission applications does the system perform?

5. WHAT results-oriented outcomes does the system produce?

These fundamental questions are often difficult to answer. If you are unable to clearly and con-
cisely delineate WHAT the system is, you have a major challenge.

Now add the element of complexity in bringing groups of people working on same problem
to convergence and consensus on the answers. This is a common problem shared by Users,
Acquirers, and System Developers, even within their own organizations.

This chapter serves as a cornerstone for this text. It answers the first question, What is a system?
We begin by defining what a system is and explain the meaning of structural phrases within the
definition. Based on the definition, we introduce various categories of systems and describe the dif-
ferences between systems, products, and tools. We introduce the concept of precedented and

unprecedented systems. Finally, we conclude by presenting an analytical and graphical represen-
tation of a system.

What You Should Learn from This Chapter

* What is a system?

e What are some examples of types of systems?

* What are the differences between systems, products, and tools?

e What is the difference between a precedented system and an unprecedented system?

* How do we analytically represent a system?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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3.2 DEFINITION OF A SYSTEM

The term “system” originates from the Greek term systéma, which means to “place together.” Mul-
tiple business and engineering domains have definitions of a system. This text defines a system as:

* System An integrated set of interoperable elements, each with explicitly specified and
bounded capabilities, working synergistically to perform value-added processing to enable
a User to satisfy mission-oriented operational needs in a prescribed operating environment
with a specified outcome and probability of success.

To help you understand the rationale for this definition, let’s examine each part in detail.

System Definition Rationale

The definition above captures a number of key discussion points about systems. Let’s examine the
basis for each phrase in the definition.

* By “an integrated set,” we mean that a system, by definition, is composed of hierarchical
levels of physical elements, entities, or components.

* By “interoperable elements,” we mean that elements within the system’s structure must be
compatible with each other in form, fit, and function, for example. System elements include
equipment (e.g., hardware and software, personnel, facilities, operating constraints, support),
maintenance, supplies, spares, training, resources, procedural data, external systems, and
anything else that supports mission accomplishment.

Author’s Note 3.2 One is tempted to expand this phrase to state “interoperable and comple-
mentary.” In general, system elements should have complementary missions and objectives with
nonoverlapping capabilities. However, redundant systems may require duplication of capabilities
across several system elements. Additionally, some systems, such as networks, have multiple
instances of the same components.

* By each element having “explicitly specified and bounded capabilities,” we mean that every
element should work to accomplish some higher level goal or purposeful mission. System
element contributions to the overall system performance must be explicitly specified. This
requires that operational and functional performance capabilities for each system element
be identified and explicitly bounded to a level of specificity that allows the element to be
analyzed, designed, developed, tested, verified, and validated—either on a stand-alone basis
or as part of the integrated system.

* By “working in synergistically,” we mean that the purpose of integrating the set of elements
is to leverage the capabilities of individual element capabilities to accomplish a higher level
capability that cannot be achieved as stand-alone elements.

* By “value-added processing,” we mean that factors such operational cost, utility, suitability,
availability, and efficiency demand that each system operation and task add value to its inputs
availability, and produce outputs that contribute to achievement of the overall system mission
outcome and performance objectives.

* By “enable a user to predictably satisfy mission-oriented operational needs,” we mean that
every system has a purpose (i.e., a reason for existence) and a value to the user(s). Its value
may be a return on investment (ROI) relative to satisfying operational needs or to satisfy
system missions and objectives.
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* By “in a prescribed operating environment,” we mean that for economic, outcome, and
survival reasons, every system must have a prescribed—that is, bounded—operating
environment.

s

* By “with a specified outcome,” we mean that system stakeholders (Users, shareholders,
owners, etc.) expect systems to produce results. The observed behavior, products, by-
products, or services, for example, must be outcome-oriented, quantifiable, measurable, and
verifiable.

* By “and probability of success,” we mean that accomplishment of a specific outcome
involves a degree of uncertainty or risk. Thus, the degree of success is determined by various
performance factors such as reliability, dependability, availability, maintainability, sustain-
ability, lethality, and survivability.

Author’s Note 3.1 Based on the author’s experiences, you need at least four types of agree-
ment on working level definitions of a system: 1) a personal understanding, 2) a program team
consensus, 3) an organizational (e.g., System Developer) consensus, and 4) most important, a con-
tractual consensus with your customer. Why?

Of particular importance is that you, your program team, and your customer (i.e., a User or
an Acquirer as the User’s technical representative) have a mutually clear and concise under-
standing of the term. Organizationally you need a consensus of agreement among the System Devel-
oper team members. The intent is to establish continuity across contract and organizations as
personnel transition between programs.

Other Definitions of a System

National and international standards organizations as well as different authors have their own def-
initions of a system. If you analyze these, you will find a diversity of viewpoints, all tempered by
their personal knowledge and experiences. Moreover, achievement of a “one size fits all” conver-
gence and consensus by standards organizations often results in wording that is so diluted that many
believe it to be insufficient and inadequate. Examples of organizations having standard definitions
include:

¢ International Council on Systems Engineering (INCOSE)

* Institute of Electrical and Electronic Engineers (IEEE)

* American National Standards Institute (ANSI)/Electronic Industries Alliance (EIA)

* International Standards Organization (ISO)

e US Department of Defense (DoD)

» US National Aeronautics and Space Administration (NASA)

e US Federal Aviation Administration (FAA)
You are encouraged to broaden your knowledge and explore definitions by these organizations.
You should then select one that best fits your business application. Depending on your personal

viewpoints and needs, the definition stated in this text should prove to be the most descriptive
characterization.

Closing Point

When people develop definitions, they attempt to create content and grammar simultaneously.
People typically spend a disproportionate amount of time on grammar and spend very little time
on substantive content. We see this in specifications and plans, for example. Grammar is impor-
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tant, since it is the root of our language and communications. However, wordsmithed grammar has
no value if it lacks substantive content.

You will be surprised how animated and energized people become over wording exercises.
Subsequently, they throw up their hands and walk away. For highly diverse terms such as a system,
a good definition may sometimes be simply a bulleted list of descriptors concerning what a term
is or, perhaps, is not. So, if you or your team attempts to create your own definition, perform one
step at a time. Obtain consensus on the key elements of substantive content. Then, structure the
statement in a logical sequence and translate the structure into grammar.

3.3 LEARNING TO RECOGNIZE TYPES OF SYSTEMS

Systems occur in a number of forms and vary in composition, hierarchical structure, and behavior.
Consider the next high-level examples.

EXAMPLE 3.1
¢ Economic systems * Communications systems
¢ Educational systems * Entertainment systems
* Financial systems e Government systems
* Environmental systems Legislative systems
¢ Medical systems Judicial systems
 Corporate systems Revenue systems
e Insurance systems Taxation systems
* Religious systems Licensing systems
¢ Social systems Military systems
* Psychological systems Welfare systems
e Cultural systems Public safety systems
» Food distribution systems Parks and recreation systems
» Transportation systems Environmental systems

If we analyze these systems, we find that they produce combinations of products, by-products, or
services. Further analysis reveals most of these fall into one or more classes such as individual
versus organizational; formal versus informal; ground-based, sea-based, air-based, space-based, or
hybrid; human-in-the-loop (HITL) systems, open loop versus closed loop; and fixed, mobile, and
transportable systems.

3.4 DELINEATING SYSTEMS, PRODUCTS, AND TOOLS

People often confuse the concepts of systems, products, and tools. To facilitate our discussion, let’s
examine each of these terms in detail.

System Context

We defined the term system earlier in this section. A system may consist of two or more integrated
elements whose combined—synergistic—purpose is to achieve mission objectives that may not be
effectively or efficiently accomplished by each element on an individual basis. These systems typ-
ically include humans, products, and tools to varying degrees. In general, human-made systems
require some level of human resources for planning, operation, intervention, or support.
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Product Context

Some systems are created as a work product by other systems. Let’s define the context of product:
a product, as an ENABLING element of a larger system, is typically a physical device or entity
that has a specific capability—form, fit, and function—with a specified level of performance.
Products generally lack the ability—meaning intelligence—to self-apply themselves without
human assistance. Nor can products achieve the higher level system mission objectives without
human intervention in some form. In simple terms, we often relate to equipment-based products as
items you can procure from a vendor via a catalog order number. Contextually, however, a product

may actually be a vendor’s “system” that is integrated into a User’s higher-level system. Effectively,
you create a system of systems (SoS).

EXAMPLE 3.1

A hammer, as a procurable product has form, fit, and function but lacks the ability to apply its self to ham-
mering or removing nails.

EXAMPLE 3.2

A jet aircraft, as a system and procurable vendor product, is integrated into an airline’s system and may possess
the capability, when programmed and activated by the pilot under certain conditions, to fly.

Tool Context

Some systems or products are employed as tools by higher level systems. Let’s define what we
mean by a tool. A fool is a supporting product that enables a user or system to leverage its own
capabilities and performance to more effectively or efficiently achieve mission objectives that
exceed the individual capabilities of the User or system.

EXAMPLE 3.3

A simple fulcrum and pivot, as tools, enable a human to leverage their own physical strength to displace a
rock that otherwise could not be moved easily by one human.

EXAMPLE 3.4

A statistical software application, as a support tool, enables a statistician to efficiently analyze large amounts
of data and variances in a short period of time.

3.5 PRECEDENTED VERSUS UNPRECEDENTED SYSTEMS

Most human-made systems evolve over time. Each new evolution of a system extends and expands
the capabilities of the previous system by leveraging new or advanced technologies, methods, tools,
techniques, and so forth. There are, however, instances where system operating environments or
needs pose new challenges that are unprecedented. We refer to these as precedented and unprece-
dented systems. Although we tend to think in terms of the legal system and its precedents, there
are also precedents in physical systems, products, and services.
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3.6 ANALYTICAL REPRESENTATION OF A SYSTEM

As an abstraction we symbolically represent a system as a simple entity by using a rectangular box
as shown in Figure 3.1. In general, inputs such as stimuli and cues are fed into a system that
processes the inputs and produces an output. As a construct, this symbolism is acceptable; however,
the words need to more explicitly identify WHAT the system performs. That is, the system must
add value to the input in producing an output.

We refer to the transformational processing that adds value to inputs and produces an output
as a capability. You will often hear people refer to this as the system’s functionality; this is par-
tially correct. Functionality only represents the ACTION to be accomplished; not HOW WELL as
characterized by performance. This text employs capability as the operative term that encompasses
both the functionality and performance attributes of a system.

The simple diagram presented in Figure 3.1 represents a system. However, from an analytical
perspective, the diagram is missing critical information that relates to how the system operates and
performs within its operating environment. Therefore, we expand the diagram to identify these
missing elements. The result is shown in Figure 3.2. The attributes of the construct—which include
desirable/undesirable inputs, stakeholders, and desirable/undesirable outputs—serve as a key
checklist to ensure that all contributory factors are duly considered when specifying, designing, and
developing a system.

Input(s) ——{ System Entity L, Output Response(s)

. . Processing
- Stimuli - Products
. Cues - By-Products
- Services
Figure 3.1 Basic System Entity Construct
Roles,
Missions, & Resources
Stakeholders Objectives
l Controls
Acceptable Inputs System Entity Acceptable Outputs s
(Any Level of Abstraction)
Unacceptable Inputs | * Attributes * Products Unacceptt.zble Outputs:
e Capabilities ~ * By-Products .
e Performance ¢ Services [€nrmnnnrerans -

T

Opportunities Threats  Physical
Constraints

Figure 3.2 Analytical System Entity Construct
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3.7 SYSTEMS THAT REQUIRE ENGINEERING

Earlier we listed examples of various types of systems. Some of these systems are workflow-based
systems that produce systems, products, or services such as schools, hospitals, banking systems,
and manufacturers. As such, they require insightful, efficient, and effective organizational structures,
supporting assets, and collaborative interactions.

Some systems require the analysis, design, and development of specialized structures, complex
interactions, and performance monitoring that may have an impact on the safety, health, and well-
being of the public as well as the environment, engineering of systems may be required. As you
investigate WHAT is required to analyze, design, and develop both types of systems, you will find
that they both share a common set concepts, principles, and practices. Business systems, for
example, may require application of various analytical and mathematical principles to develop busi-
ness models and performance models to determine profitability and return on investment (ROI) and
statistical theory for optimal waiting line or weather conditions, for example. In the case of highly
complex systems, analytical, mathematical, and scientific principles may have to be applied. We
refer to this as the engineering of systems, which may require a mixture of engineering disciplines
such as system engineering, electrical engineering, mechanical engineering, and software engi-
neering. These disciplines may only be required at various stages during the analysis, design, and
development of a system, product, or service.

This text provides the concepts, principles, and practices that apply to the analysis, design, and
development of both types of systems. On the surface these two categories imply a clear distinc-
tion between those that require engineering and those that do not. So, how do you know when the
engineering of systems is required?

Actually these two categories represent a continuum of systems, products, or services that range
from making a piece of paper, which can be complex, to developing a system as complex as an
aircraft carrier or NASA’s International Space Station (ISS). Perhaps the best way to address the
question: What is system engineering?

What Is System Engineering?

Explicitly SE is the multidisciplinary engineering of systems. However, as with any definition, the
response should eliminate the need for additional clarifying questions. Instead, the engineering of
a system response evokes two additional questions: What is engineering? What is a system? Pur-
suing this line of thought, let’s explore these questions further.

Defining Key Terms

Engineering students often graduate without being introduced to the root term that provides the
basis for their formal education. The term, engineering originates from the Latin word ingenerare,
which means “to create.” Today, the Accreditation Board for Engineering and Technology (ABET),
which accredits engineering schools in the United States, defines the term as follows:

* Engineering “[T]he profession in which knowledge of the mathematical and natural sci-
ences gained by study, experience, and practice is applied with judgment to develop ways
to utilize economically the materials and forces of nature for the benefit of mankind.”
(Source: Accreditation Board for Engineering and Technology [ABET])

There are a number of ways to define SE, each dependent on an individual’s or organization’s per-
spectives, experiences, and the like. System engineering means different things to different people.
You will discover that even your own views of SE will evolve over time. So, if you have a diver-
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sity of perspectives and definitions, what should you do? What is important is that you, program
teams, or your organization:

1. Establish a consensus definition.

2. Document the definition in organizational or program command media to serve as a guide
for all.

For those who prefer a brief, high-level definition that encompasses the key aspects of SE, con-
sider the following definition:

* System Engineering (SE) The multidisciplinary application of analytical, mathematical,
and scientific principles to formulating, selecting, and developing a solution that has accept-
able risk, satisfies user operational need(s), and minimizes development and life cycle costs
while balancing stakeholder interests.

This definition can be summarized in a key SE principle:
Principle 3.1 System engineering BEGINS and ENDS with the User.

SE, as we will see, is one of those terms that requires more than simply defining WHAT SE does;
the definition must also identify WHO/WHAT benefits from SE. The ABET definition of engi-
neering, for example, includes the central objective “to utilize, economically, the materials and
forces of nature for the benefit of mankind.”

Applying this same context to the definition of SE, the User of systems, products, and serv-
ices symbolizes humankind. However, mankind’s survival is very dependent on a living environ-
ment that supports sustainment of the species. Therefore, SE must have a broader perspective than
simply “for the benefit of mankind.” SE must also ensure a balance between humankind and the
living environment without sacrificing either.

3.8 SUMMARY

This concludes our discussion of what a system is. We defined the term “system” and highlighted the chal-
lenges of defining the term within diverse contexts. We also explored examples of types of systems; distin-
guished between precedented and unprecedented systems and considered the context of systems, products,
and tools.

We concluded with the identification of two categories of systems that produce other systems, products,
or services. Some of these require the engineering of systems or system engineering. Therefore, we defined
engineering, which in combination with the definition of a system, leads to defining system engineering.

With this basic understanding, we are now ready to investigate the key attributes, properties, and char-
acteristics that make each system unique.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.
2. Create your own definition of a system. Based on the “system” definitions provided in this chapter:

(a) Identify your viewpoint of shortcomings in the definitions.

(b) Provide rationale as to why you believe that your definition overcomes those shortcomings.

(¢) From an historical perspective, identify three precedented systems that were replaced by unprecedented
systems.
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ORGANIZATION CENTRIC EXERCISES

1. How do you and your organization define a “system”?

2. Do you and your work team have a definition for a “system”? If not, ask members to independently develop
their definition of what a system is. Summarize the results and present individual viewpoints to the team.
Discuss the results and formulate a consensus definition. Report the results to your class. What diversity
of opinions did you observe? What concept or semantic obstacles did the team have to overcome to get to

consensus?

3. Research the definitions for system engineering provided in the list below. Compare and contrast these def-
initions and determine which one best fits your beliefs and experiences?

(a) AFSCM 375-1

(b) Former FM 770-1

(¢) Former MIL-STD-499A
(d) EIA/IS-731.1

(e) Defense Systems Management College (DSMC)

(f) International Council on Systems Engineering (INCOSE)

(g) International Organization for Standardization (ISO)

4. For the system, product, or service your organization produces, identify constituent products and tools (e.g.,

external systems) required to create or support it.

5. Identify the paradigms you observe in your: (a) organization, (b) customers, and (¢) business domain that
influence system or product design. For each paradigm, what are the characteristic phrases stakeholders

use that make the paradigm self-evident.

6. How does your organization view and define SE?

7. How does the author’s definition of SE compare with your experiences?

8. What challenges and paradigms does your organization or program face in defining SE?
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Chapter 4

System Attributes, Properties,
and Characteristics

4.1 INTRODUCTION

System engineering requires development of a strong foundation in understanding how to charac-
terize a system, product, or service in terms of its attributes, properties, and performance.

This Chapter introduces system attributes that are common across most natural and human-
made systems. Our discussions address these attributes in terms of a framework that Acquirers
can use as a checklist for system specifications and System Developers/Service Providers can use
to assess the adequacy of those specifications. The intent is to enable you to learn how to: 1) THINK
about, 2) ORGANIZE, and 3) CHARACTERIZE systems. This knowledge equips SEs and
system analysts in two ways. First, when you analyze and evaluate specifications, checklists of
commonly used attributes, properties, and characteristics enable us to perform a reality check
and identify any “holes” in specification requirements. Second, when we develop specifications, it
provides a reference checklist for organizing and specifying key capabilities and their levels of
performance.

Based on this Introduction, let’s identify what you should learn from the chapter’s discussions.

What You Should Learn from This Chapter

1. What is a system attribute?

What is a system property?

What is a system characteristic?

What makes a system, product, or service unique?

Understanding categories of system, product, or service performance

What are some types of system characteristics?

AL o

What constitutes a system’s state of equilibrium?

Definition of Key Terms

» Capability An explicit, inherent feature activated or excited by an external stimulus to
perform a function (action) at a specified level of performance until terminated by external
commands, timed completion, or resource depletion.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.

27
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* Fit An item’s compatibility to interface with another item within a prescribed set of limits
with ease and without interference.

* Form An item’s prescribed shape intended to support one or more interface boundary
objectives.

* Form, Fit, and Function “In configuration management, that configuration comprising the
physical and functional characteristics of an item as an entity, but not including any charac-
teristics of the elements making up the item.” (Source: IEEE 610.12-1990)

* Function An operation, activity, process, or action performed by a system element to
achieve a specific objective within a prescribed set of performance limits. Functions involve
work—such as to move a force through a distance, analyze and process information, trans-
form energy or physical properties, make decisions, conduct communications, and inter-
operate with other OPERATING ENVIRONMENT systems.

* Functional Attributes “Measurable performance parameters including reliability, main-
tainability, and safety.” (Source: ANSI/EIA-649-1998, para. 3.0, p. 5)

* Level of Performance An objective, measurable parameter that serves to bound the ability
of a system to perform a function based on a set of scenario assumptions, initial conditions,
and operating conditions. Examples include system effectiveness, PERSONNEL Element
proficiency, and system efficiency.

* Performance “A quantitative measure characterizing a physical or functional attribute relat-
ing to the execution of an operation or function.” (ANSI/IEEE 649-1998, para. 3.0, p.5)
“Performance attributes include: quantity (how many or how much), quality (how well),
coverage (how much area, how far), timeliness (how responsive, how frequent), and readi-
ness (availability, mission/operational readiness).” (ANSI/IEEE 649-1998, para. 3.0, p. 5)

* Physical Attributes “Quantitative and qualitative expressions of material features, such as
composition, dimensions, finishes, form, fit, and their respective tolerances.” (Source: ANSI/
EIA-649-1998, Section 3.0, p. 6)

4.2 OVERVIEW OF ATTRIBUTES, PROPERTIES,
AND CHARACTERISTICS

You will often hear people refer to a system’s attributes, properties, and characteristics. To the
casual observer who researches the definitions of these terms, most dictionaries define these terms
by referencing the other. For purposes of our discussions, we will employ the following as a means
of delineating the differences between the terms.

Attributes

The term attributes classifies functional or physical features of a system. Examples include gender;
unit cost; nationality, state, and city of residence; type of sport; organizational position manager;
and fixed wing aircraft versus rotor.

Properties

The term, properties, refers to the mass properties of a system. Examples include composition;
weight; density; and size such as length, width, or height.
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Characteristics

The term characteristics refers to the behavioral and physical qualities that uniquely identify each
system. Behavioral characteristics examples include predictability and responsivity. Physical char-
acteristics examples include equipment warm-up and stabilization profiles; equipment thermal sig-
natures; aircraft radar crosssections; vehicle acceleration to cruise speed, handling, or stopping; and
whale fluke markings.

The sum of a system’s attributes, properties, and characteristics uniquely identifies and dis-
tinguishes a system, product, or service from others of the same classification. To illustrate this
uniqueness, let’s explore a few aspects that are common to most systems.

4.3 EVERY SYSTEM HAS ITS OWN UNIQUE IDENTITY

All natural and human-made systems have their own attributes (traits) that uniquely characterize,
for example, their roles, behavioral patterns, temperament, and appearance, even within the same
species. In general, key attributes of uniqueness include the following items, which are described
in Table 4.1.

4.4 UNDERSTANDING SYSTEM PERFORMANCE

In general, system performance is the main factor that determines the ultimate level of success of
a system. System functionality is often viewed as the “qualifying criterion” for systems perform-
ance. From the user’s perspective, will the system be operationally effective in accomplishing its
mission and objectives? Let’s begin our discussion by defining “performance.”

Categories of Performance

When you investigate systems, you soon discover two basic categories of performance: 1) objec-
tive performance and 2) subjective performance. Let’s define these terms:

* Objective Performance Performance that produces measurable physical evidence of
system effectiveness based on pre-defined criteria. For example, the temperature of the water
is 108°F.

* Subjective Performance Performance indicated by a subjective quality that varies by indi-

vidual sensory values, interpretations, or perspectives. For example, is the water “warm or
hot”?

Given these definitions, let’s examine each performance category in greater detail.

Objective Performance

From an SE perspective, especially in writing specifications, a system’s capabilities and expected
levels of performance must be specified with clear, unambiguous, quantifiable, measurable, testable,
and verifiable parameters without the influence of subjective interpretations. Examples of objective
performance include:
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Table 4.1 Descriptions of system attributes, properties, and characteristics

ID Attribute Description

1 System Every system has at least one or more benefactors such as owners,
benefactors administrators, operators, and maintainers, who benefit from its behavior,

products, by-products, or services.

2 System life Every system, product, and service has a life cycle that depicts its level of
cycle maturity.

3 System Every system has an operating domain or “sphere of influence” that bounds its
operating area of coverage, operations, and effectiveness. Humans have learned to extend
domain the area of coverage by employing other assets that enable a specific system to

“amplify” its range.

EXAMPLE 4.1 An aircraft has a specific range under specific operating
conditions such as fuel, payload, and weather. Deploying refueling sources—
airborne tankers—and maintenance facilities along its mission flight path can
extend the range.

4 System frame of ~ Every system at any point in time has a frame of reference that serves as the
reference permanent or temporary:

1. Base of operations for its operating domain.

2. Basis for navigation.

EXAMPLE 4.2 An aircraft may be assigned to a permanent home base that
serves as the center of its operations. The aircraft may be ordered to perform
special (temporary) assignments from a base in Europe. The Apollo Space
Program used the Kennedy Space Center (KSC) and the Earth as its frame of
reference.

5 Higher order Every system:
systems 1. Operates as part of a higher order system that may govern, direct, constrain,

or control its operation and performance.
2. Provides resources for missions.

6 Purpose-based Viewing the universe as a “system of systems (SOS),” every natural and man-
role made system has a beneficial role based on a reason for its existence as

envisioned by its original Acquirer or System Owner.

7 System missions ~ Every system performs missions in fulfillment of its purpose to achieve outcome-

based performance objectives established by its owner and Users.

8 Mission goals Each system and mission must be characterized by a set of goals and
and objectives, preferably documented. Goals and objectives provide the
performance fundamental basis for resource expenditures by the system owner and
objectives shareholders based on a planned set of multifaceted accomplishments and an

expected return on investment(ROI). Each goal must be supported by one or
more specific objectives that are quantifiable, measurable, testable, and
verifiable.

9 System Every system, in execution of its mission, is subjected to a set of
operating operating constraints and conditions controlled by higher order
constraints and systems.
conditions

10 System utility Every system must provide a physical, psychological, sociological, financial, and

economic value-added utility to its User. System utility includes ease of use,
usefulness, etc.

(continued)
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Table 4.1 continued

ID Attribute Description

11 System Every system has a level of operational suitability to the User in terms of suiting

suitability its planned application and integration into the users organizational system.

EXAMPLE 4.3 A gas-powered lawn edger is suitable for cutting grass around
trees and flower gardens; they are not, however, suitable for mowing lawns
unless you do not own a lawn mower.

12 System success Each system and mission requires a set of success criteria that the system owner

13

14

15

17

18

19

20

21

criteria

Mission
reliability

System
effectiveness

System
efficiency

System
integrity

System
sustainment

System
promotion

System threats

System
concealment

System
protection

and shareholders agree represent WHAT objective criteria constitute successful
accomplishment of a mission via goals and results-oriented objectives. Ultimate
success resides in User acceptance and level of satisfaction.

Every system is characterized by a probability of success in accomplishing
mission objectives for a specified mission duration and set of operating
environment conditions and scenarios.

Every system has some level of cost and technical effectiveness related to
accomplishing the system’s mission with an anticipated probability of success
per unit of cost.

EXAMPLE 4.4 Consider the system effectiveness of an educational system or a
health care system. The challenge is: Effectiveness from WHAT stakeholder’s
perspective?

Every system has a degree of efficiency in processing raw materials, information,
stimuli, cues, etc. As engineers, we assign an efficiency metric that provides a
ratio of the quantity of output produced for a known quantity on input.

Every system has a level of integrity in its ability to deliver systems, products,
and services as required despite operating constraints and conditions.

To ensure success in accomplishing its mission, every system, product, or service
requires resources such as personnel, funding, consumables, expendables;
corrective and preventive maintenance; and support such as spares, supplies, and
training.

Some systems, namely businesses, promote their systems in anticipation of sales
via demonstrations, advertising, etc. The promotion activities may require
protection and security.

EXAMPLE 4.5 A publisher plans to release a new book in a series on a specific
day and time, promote the book via advertising, and impose sale constraints and
conditions on bookstore owners. The bookstore owners must keep the book
under lock and key (protection) with 24 hour surveillance (security) until the
official release.

Every system and its missions may be threatened by competitors or adversaries
in its operating environment that may exhibit friendly, benign, or hostile
intentions or actions.

Because of vulnerabilities or the need for the element of surprise, some systems
require camouflage or concealment to shield or alter their identity.

Every system must have some level of protection to minimize its vulnerability to
external threats.

(continued)
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Table 4.1 continued
ID Attribute Description
22 System Man-made systems may maintain a level of security such as physical security
security (PHYSEC), communications security (COMSEC), operational security (OPSEC),
and information security (INFOSEC).
23 System Every system consists of a multi-level, logical (functional) and physical structure
architecture or architecture that provides the framework for its form, fit, and function.
24 System Every system, by definition, has inherent capabilities such as processing,
capabilities strengths, transfer functions that enable it to process inputs such as raw
materials, information, and stimuli and to provide a response in the form of
behavior patterns, products, and by-products.
System capabilities, like operating domains, can be extended using tools or
other systems.
25  System concept Every system has a Concept of Operations (ConOps) as envisioned by its system

26

27

28

29

30

31

32

33

34

of operations
(Con Ops)

System phases,
modes, and states
of operation

Operating
norms,
standards, and
conventions

System
description

System
operating
constraints and
conditions

System sensors

System behavior
patterns

System
responsiveness
and sensitivity

System
interfaces

System pedigree

owner, system developer, and/or system maintainer. The ConOps provides the
basis for bounding the operating space, system capabilities, interfaces, and
operating environment.

For each system/product life cycle phase, every system, product, or service
evolves through a series of phases, modes, and state of operation that may be
cyclical or nonrecurring (single use).

Every system employs a set of operating norms, standards, and conventions that
governs its operations, morals, ethics, and tolerances.

Every system should have a system description that characterizes the system
architecture, its elements, interfaces, etc. Each of these characteristics is
represented by system capabilities and engineering performance parameters that
must be captured and articulated as requirements in the System Performance
Specification (SPS).

Every system has operating constraints and conditions that may be physical
(capabilities), imposed by higher order authority—international, governmental,
environmental, social, economic, financial, psychological, etc.

Every natural and human-made system possesses some form of sensor that
enables it to detect external stimuli and cues.

Every system is characterized by patterns of behavior.

Every system possesses performance-based behavioral characteristics, such as
throughput, that characterize its ability to process raw materials or stimuli and
provide a response. We refer to the quickness as its responsivity.

EXAMPLE 4.8 Accelerator boards enable computer processors to improve
responsiveness.

Every system has internal and external interfaces that enable it to interact within
itself and its operating environment.

Every system has a pedigree derived from predecessor system designs,
technologies, and improvements to those designs to correct for flaws, defects,
deficiencies, errors, etc.

(continued)
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Table 4.1 continued

ID Attribute Description

35 Mission Every system requires inputs such as tasking, expendables, consumables, and
resources operator actions that can be transformed into specific actions required to

36

37

38

39

40

41

42

43

44

45

46

47

(system inputs)

System
products,
services, and
by-products

Procedural data

System lethality

System
vulnerability

System
survivability

System
availability

System
aesthetics

System
blemishes

Risk

System
environmental,
safety, and
health (ES&H)

System health
status

System total cost
of ownership

stimulate motivate, maneuver, process, and output behavioral and physical
responses.

Every system produces:

1. Value-added products and/or performs services that benefit its stakeholders

2. By-products that may impact system performance and/or its operating
environment.

EXAMPLE 4.9 By-products include heat, waste products—trash, exhaust,
thermal signatures, and colorations.

Every human-made system requires procedural data that describe safe operating
procedures related to equipment, services, and operator interfaces and
interfaces with external systems.

Some defensive and offensive systems are characterized by their lethality—their
potential to destroy or inflict damage, disable, neutralize, or otherwise cause
harm to a threat or target.

Every system has some form vulnerability that exposes uncertainties or
shortcomings in its behavioral and physical characteristics. Vulnerability
includes physical, psychological, social, economic, security, privacy, and other
factors.

EXAMPLE 4.10 Military tanks have additional layers of protection to
minimize the impacts of direct hits. Internet sites have vulnerabilities to
computer “hackers.”

Every system has degrees of fault tolerance that enable it to perform missions
and achieve mission objectives while operating at a degraded level of
performance for a given set of internal or external induced or malfunctions.

The state of a system’s operational readiness to perform a mission on-demand.
Auvailability is a function of the system’s reliability and maintainability.

Every system possesses psychological or appearance characteristics that appeal
to the senses or are aesthetically pleasing to its stakeholders.

Every system is unique in its development. This includes design flaws and
errors, work quality and material defects, imperfections, etc., that may impact
system performance or cosmetically diminish its value based on appearance.

Every system, product, or service has an element of risk related to mission
operations and its operating environment that include:

1. Probability of occurrence.

2. Consequence(s) of failure.

Every human-made system, at various stages of the system/product life cycle,
may pose environmental, safety, or health risks to system personnel—operators
and maintainers, private and public property, the environment, etc.

Every system has an operational health status that represents its current state of
readiness to perform or support User missions.

Every human-made system has a total ownership cost (TOC) over its life cycle
that includes nonrecurring and recurring development operational costs.
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e Time Angle Maintainability
* Distance Displacement Reliability
 Size Velocity Productivity

e Length Acceleration Effectiveness
e Depth Thrust Efficiency

* Thickness Hardness Temperature

* Weight Softness Pressure

* Volume Horsepower Humidity

* Density Viscosity Number of errors
 Physical state Frequency Field of view

* Cost Intensity Resolution

* Voltage Wavelength Defects

* Amperage

These are just a few examples of objective performance parameters. Now let’s investigate the other
type, subjective performance.

Subjective Performance

Subjective performance is more difficult to characterize and quantify. Interestingly, we can assign
arbitrary quantities to subjective performance parameters that are measurable, testable, and verifi-
able via surveys and interviews, tests. However, when the survey or interview participants are asked
to indicate their degree of preference, agreement, and like/dislike with the measurable statement,
the response still requires interpretation, value judgment, opinion, and so on. Thus, the response
may be aliased based on past experience and lessons learned. Subjective performance examples
include:

* Quality—clarity, appearance, and color

o Affinity

* Likeability

* Opinion

e Smoothness

 Satisfaction—enjoyment and taste

4.5 SYSTEM CHARACTERISTICS

When we characterize systems, especially for marketing or analysis, there are four basic types
of characteristics we consider: 1) general characteristics, 2) operating or behavioral characteristics,
3) physical characteristics, and 4) system aesthetics.

General Characteristics

The high-level features of a system are its general characteristics. We often see general charac-
teristics stated in marketing brochures where key features are emphasized to capture a client or cus-
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tomer’s interest. General characteristics often have some commonality across multiple instances or
models of a system. Consider the following examples:

EXAMPLE 4.12

o Automobile General Characteristics Available in two-door or four-door models; convertible or sedan; air-
conditioned comfort; independent suspension; tinted windows, 22mpg city, 30mpg highway.

e Aircraft General Characteristics Fanjet, 50-passenger, 2000 nautical mile range, IFR capabilities.

o Enterprise or Organization General Characteristics 200 employees; staff with 20 PhD, 50 Master, and
30 BS degrees; annual sales of $500M per annum.

o Network General Characteristics Client-server architecture, PC and Unix platforms, firewall security, remote
dial-up access, Ethernet backbone, network file structure (NFS).

Operating or Behavioral Characteristics

At a level of detail below the general characteristics, systems have operating characteristics that
describe system features related to usability, survivability, and performance for a prescribed oper-
ating environment. Consider the following examples:

EXAMPLE 4.17

o Automobile Operating Characteristics Maneuverability, turn radius of 18 ft, 0 to 60 mph in 6 seconds, etc.
e Aircraft Operating Characteristics All-weather application, speed, etc.

e Network Operating Characteristics Authorization, access time, latency, etc.

Physical Characteristics

Every system is described by physical characteristics that relate to nonfunctional attributes such
as size, weight, color, capacity, and interface attributes. Consider the following examples:

EXAMPLE 4.13

e Automobile Physical Characteristics 20001bs, curb weight 14.0cu ft of cargo volume, 43.1 of inches
(max). of front leg room, 17.1 gals fuel capacity, 240 horsepower engine at 6250 rpm, turbo, available in
10 colors.

o Enterprise or Organization Physical Characteristics 5000sq ft of office space, 15 networked computers,
100,000 sq ft warehouse.

e Network Physical Characteristics 1.0 Mb Ethernet backbone, topography, routers, gateways.

System Aesthetic Characteristics

General, operating, and physical characteristics are objective performance parameters. However,
what about subjective characteristics? We refer to these as system aesthetic characteristics because
they relate to the “look and feel” of a system. Obviously, this includes psychological, sociological,
and cultural perspectives that relate to appealing to the User’s, Acquirer’s, or System Owner’s pref-
erences. Thus, some buyers make independent decisions, while others are influenced by external
systems (i.e., other buyers) in matters relating to community or corporate status, image, and the
like.
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4.6 THE SYSTEM’S STATE OF EQUILIBRIUM

Every natural and human-made system exists in a state of equilibrium relative to its operating envi-
ronment. In general, we refer to this as the “balance of power.” The state of equilibrium depends
on how a system exists through its own: 1) level of dominance or 2) subordination by other systems.
At any instance of time, a system is typically described by an INITIAL STATE—with conditions,
statics, dynamics, strengths, weaknesses, or stabilization—and a FINAL STATE—with behavior,
product, by-product, or service-oriented result controlled by the balance of power.

Prerequisite Conditions

System stability, integrity, and consistency of performance require that transitions between system
phases, operations, and tasks have clean unambiguous transitions with no ramifications. Thus,
systems are assumed by designers to have pre-requisite or initial conditions or criteria that must
be accomplished prior to entering the next phase, operation, or task. By definition, since a system
is composed of a set of integrated elements, this is important to ensure that all elements of the
system are synchronized and harmonized.

Initial Operating Conditions and State

A system’s initial operating conditions consist of the physical and operational states of the system
and its surrounding operating environment at the beginning of a system mission phase, operation,
or task. Since analyses often require the establishment of basic assumptions for investigating some
facet of system phases, operations, or task, initial conditions serve as a “snapshot” or starting point
that captures the assumptions. To illustrate this concept, consider the following example:

EXAMPLE 4.14

The aircraft took off in a crosswind of 35 knots; the early morning rush hour began as a blizzard with 30 mph
windgusts moved through the area.

Statics

When we analyze systems, a key basis for the analysis is often the physical state of the system at
a given “snapshot of time.” Statics are used to characterize a system’s current orientation, such as
state vector or orientation within a larger system. From an overall system perspective, an aircraft
sitting in a hanger, an automobile in a driveway, a network computer system with no message traffic,
and a lighting system in the ON or OFF state, all represent a system in its static state. In contrast,
lower level system components may have a static condition while the system as a whole is in a
dynamic condition.

Mission Dynamics

Every natural and man-made system conducts missions in its operating environment in some form
of dynamic, physical state. Dynamics are a time-based characterization of system statics over a
defined timeframe within its operating environment. The dynamics may range from slow changes—
rock anchored on a hillside—to moderate changes—temperature variations—to violent, sudden
changes—earthquakes or volcanoes.

Dynamics occur as inconsistencies, perturbations, and instabilities in the balance of power in
the local or global environment. Mankind has always been intrigued by the study of dynamics and
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their effect on behavior patterns—of the Earth, weather, oceans, stock market, and people—espe-
cially when its comes to predicting dynamic behavior that can have devastating economic or safety
impacts. Thus, predicting the advancement of the state of the practice and technology is big busi-
ness. Why? We need to be able to confidently predict how a system will behave and perform under
specified—dynamic—operating conditions.

System Stabilization

All natural and man-made systems must maintain a level of stability to ensure their longevity.
Otherwise, the system can easily become unstable and potentially become a threat to itself and
surrounding systems. Therefore, systems should have inherent design characteristics that enable
them to stabilize and control their responses to dynamic, external stimuli.

Stabilization is ultimately dependent on having some form of calibrated reference that is stable,
dependent, and reliable. For man-made systems, stabilization is achieved by employing devices
such as inertial navigation gyroscopes, global positioning satellites (GPS), quartz crystals for
electronic watches, and reference diodes for voltage regulators. In each of these cases, the system
stabilization is accomplished by sensing current free body dynamics; comparing them with a
known, calibrated reference source; and initiating system feedback control actions to correct any
variations.

The Balance of Power

Taking all of these elements into account, system existence and survival are determined by its ability
to: 1) cope with the statics and dynamics of its operating environment and 2) sustain a level of
capability and stabilization that harmonizes with its adjacent systems—the balance of power or
state of equilibrium.

4.7 SUMMARY

Our discussion in this chapter introduced the concept of system attributes, properties, and characteristics. Top-
ically, this information provides the foundation for: 1) characterizing an existing system’s capabilities and
2) serves as an initial checklist for developing or assessing specifications.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Identify the following:

(a) Examples of the selected system’s unique identity via system mission, goals, and objectives.
(b) Types of mission operations attributes.
(¢) General, operating, physical, and system aesthetic attributes.
3. What is the frame of reference and operating domain for your: (a) business organization and (b) systems,
products, or the services it provides?

4. Using any system, product, or service your organization provides, identify the human system roles for the
product.
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Chapter 5

System Roles and Stakeholders

5.1 INTRODUCTION

Every system within the universe has a purpose or mission. In other words, every system has a
reason for its existence relative to other systems. Most human-made systems are directed toward
contributing to and achieving the “owner” organization’s roles, missions, and objectives. Each
system performs a role within the owner system’s overall role. This section introduces the concept
of system roles and stakeholders. We explore the roles of organizations that employ systems, prod-
ucts, and services and how physical systems—namely assets—are acquired to perform in support
of organizational roles, missions, and objectives.

The success of man-made systems in achieving success within an organization is determined
by HOW WELL the system is specified, designed, developed, integrated, verified, validated, oper-
ated, and supported. This requires that humans, either directly or indirectly, that a vested interest
in the operational effectiveness of the mission results, performance achieved, and outcome of the
system’s mission and objectives. We refer to these individuals as the system stakeholders. We con-
clude this chapter by identifying the primary system stakeholder roles and their contributions, some-
times positive—sometimes negative—to system mission performance and outcomes.

What You Should Learn from This Chapter

* What is a system role?

* What is a MISSION SYSTEM?

e What is a SUPPORT SYSTEM?

* Who is a stakeholder?

e Who are the various stakeholders?

Definitions of Key Terms

* End User An individual or organization that benefits directly from the outcome or results
of a system, product, or service.

o Stakeholder An individual or organization that has a vested interest (e.g., friendly, compet-
itive, or adversarial) in the outcome produced by a system in performing its assigned mission.

* System User An individual or organization that employs a system, product, or service or
their by-products for purposes of accomplishing a mission-oriented objective or task. For
example, a city transportation system employs bus drivers and buses to transport people from
one location to another. The bus drivers and passengers are categorized as users.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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5.2 ORGANIZATIONAL SYSTEM ROLES

Organizational systems perform roles that reflect their chartered missions and objectives within
their business domains. Table 5.1 provides examples of system roles and missions.

5.3 SYSTEM ROLE CONTEXT

Every man-made system performs mission-oriented operations and tasks intended to accomplish
specific performance-based objectives and outcomes to support their customers, the Users and
stakeholders. The conduct of these missions requires two types of operational roles: mission system
and support system.

SYSTEM OF INTEREST (SOI) Entities

If you analyze human-made systems, you discover that EVERY system performs two simultane-
ous, contextual roles: 1) a MISSION SYSTEM role and 2) a SUPPORT SYSTEM role. Let’s define
each of these roles.

MISSION SYSTEM Role. MISSION SYSTEM roles are performed by systems that are assigned
specific tasks to deliver products and services that achieve performance-based outcome objectives.
Consider the following example:

EXAMPLE 5.1

NASA’s Space Shuttle performs space-based missions to accomplish various scientific objectives.

Author’'s Note 5.1 We should note here that the User may or may not own the MISSION
SYSTEM. In some cases, they do; in other cases, they may contract to other organizations to lease
systems. A trucking company, for example, may lease additional vehicles to perform organizational
missions during a business surge.

SUPPORT SYSTEM Role. SUPPORT SYSTEM roles are performed by systems to ensure that
another MISSION SYSTEM(s) is (are) operationally ready to conduct and support assigned tasks
and to perform subsequent maintenance and training. Consider the following examples:

EXAMPLE 5.2

An airline’s MISSION SYSTEM consists of the aircraft and crew with an objective to safely and comfortably
transport passengers and cargo between cities. The aircraft’s SUPPORT SYSTEM consists of baggage han-
dlers, mechanics, facilities, ground support equipment (GSE), and others that function in their own MISSION
SYSTEM roles to prepare the aircraft for a safe flight, replenish expendables and consumables, and load/unload
cargo and passenger luggage.

EXAMPLE 5.3

NASA’s Space Shuttle performs a MISSION SYSTEM role to conduct space-based missions to accomplish
science objectives such as payload bay experiments. As a SUPPORT SYSTEM to the International Space
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Table 5.1 Example system roles and missions

System Role Role-Based Mission

Legislative Establish societal compliance guidance and constraints in the form of laws, statutes,
regulations, ordinances, policies, etc. that govern other individuals, organizations, or
or governmental entities such as cities or states.

Judicial Adjudicate individual, organizational, or enterprise compliance with established laws,
statutes, regulations, ordinances, policies, etc.

Military Perform cooperative, emergency, peacekeeping, deterrence, and wartime roles that
ensure the survival of a country and protect its constitution, security, and sovereignty.

Transportation Provide transportation services that enable customers and products to move safely
and efficiently from one location to another by land, sea, air, or space or
combinations of these.

Civic Perform public services that further the goals and objectives of an organization.

Educational Provide educational opportunities for people to gain specialized knowledge and
enhance their skills to prepare them for becoming contributing members of society.

Resource Provide resources—time, money, fuel, electricity, etc.—commensurate with

Monitor and
control

Research and

performance and risk to support the missions, goals, and objectives of an
individual, organization, or enterprise with an expectation of a return on the
investment (ROI).

Monitor the performance of other systems, evaluate the performance against
established standards, record objective evidence, and control the performance or the
other systems.

Investigate the research and development, productization, or application of new

development technologies for systems.

Producer Produce large or mass quantities of a system design in accordance with requirements
and standards for the marketplace.

Construction Provide construction services that enable system developers to implement facilities,
sites, etc., that enable Users to deploy, operate, support, train, anddispose of systems.

Agricultural Provide nutritional food and agricultural by-products to the marketplace that are safe

Retail or wholesale

business

Medical

for human and animal consumption and safe for the environment.

Supply consumer products and services to the marketplace.

Provide medical consultation and treatment services.

Station (ISS), the Space Shuttle ferries astronauts and cargo back and forth between the Kennedy Space Center
(KSC) and the ISS.

Referral For more detailed information about the MISSION SYSTEM and SUPPORT SYSTEM
roles, refer to Chapter 13 Organizational Roles, Missions, and System Applications.
How Do Organizational System Roles Relate to SE?

You may be asking WHY and HOW organizational roles relate to SE and the engineering of systems.
Physical systems, such as hardware, software, and courseware, exist because higher level human
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organizations, as Users, employ and leverage physical system capabilities to achieve organizational
goals, missions, and objectives within budgetary cost and schedule constraints.

As an SE, you must fully comprehend, understand, and appreciate HOW the User intends to
deploy and employ a system in a prescribed operating environment to achieve the organization’s
goals, objectives, and missions.

For example, How does this guidance relate to an organization’s Transportation Role? If you
are in the airline business, you provide or contract for reservation and ticketing services, check-in
and baggage handling, aircraft, gate facilities, special services, or security. All these entities require
physical systems—as well as hardware and software—to perform the organization’s role. The
organization may:

1. Develop a system, product, or service.
2. Procure the system, product, or service from other vendors.

3. “Outsource” (e.g., contract, lease) for the systems or services.

In any case each system entity is allocated goals, objectives, missions, or performance requirements
that contribute to achieving the organization’s transportation role.

When an organization, such as an airline, initiates operations, large numbers of humans must
be an integral part of the planning, implementation, and operation activities. Each stakeholder has
a vested interest or stake in the outcomes and successes of the organization’s role and its embed-
ded systems. This brings us to out next topic, understanding the role of system stakeholders.

5.4 UNDERSTANDING THE ROLE OF
SYSTEM STAKEHOLDERS

Human-made systems, from conception through disposal, require human support, both directly and
indirectly. Humans with vested interests in a system, product, or service expect to contribute to the
conceptualization, funding, procurement, design, development, integration, operation, support, and
retirement of every system. We refer to these people as stakeholders. Depending on the size and
complexity of the system, including risks and importance to the User, stakeholder roles may be per-
formed by an individual, an organization, or some higher level enterprise such as a corporation,
government, or country.
To better understand who stakeholders are, let’s scope and bound the term’s application.

Who Is a System Stakeholder?

A stakeholder is anyone or an organization having a vested interest in a system and its outcomes.
WHO a stakeholder is depends on their role.

System Stakeholder Roles

Every human-made system is supported by human roles with different objectives and agendas that
contribute to the overall longevity and performance of the system throughout its life cycle. Con-
sider the following examples of system roles:
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EXAMPLE 5.4

* System advocate or proponent e Mission planner

¢ System shareholder * System analyst

e System owner e System support

* System user(s) e System maintainer
* System architect * System instructor
e System acquirer e System critic

* System developer ¢ System competitor
* Services provider e System adversary
¢ Independent Test Agency (ITA) * System threat

¢ System administrator

Let’s introduce and define each of these roles. Table 5.2 provides a brief description of each stake-
holder role.

Understanding the Multiplicity of System Stakeholder Roles

The context of stakeholder roles centers on a SYSTEM OF INTEREST (SOI). Recognize that the
individual, organizations, or enterprises that perform these roles may be stakeholders in other
systems. In fact, stakeholder roles may vary from system to system.

EXAMPLE 5.6

The System Advocate for your system may serve as a System Owner for numerous systems. Users may employ
several other systems to achieve their own mission goals and objectives. The System Developer may be the
developer of numerous systems and system maintainer of other systems.

5.5 SUMMARY

Our discussion covered the roles of system stakeholders. Each stakeholder has some level of interest in the
outcome and success of the system, product, or service. Based on these interests, system stakeholders become
key sources for system requirements. Stakeholder satisfaction with system performance ultimately determines
system acceptability, our next topic.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Specifically identify the following:

(a) What MISSION SYSTEM and SUPPORT SYSTEM roles does the system perform?

(b) Who are the stakeholders for each system.
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Table 5.2 System stakeholder role definitions

Role Role Description
System An individual, organization, or enterprise that champions the system’s cause, mission, or
advocate or reason for existence.
proponent System advocates may derive tangible or intangible benefits from their support of the
system, or they may simply believe the system contributes to some higher level cause
that they support.
System An individual, organization, or enterprise that “owns,” either directly or indirectly, all
shareholder or equity shares in the system and its development, operation, products, and by-products.
System An individual, organization, or enterprise that is legally and administratively responsible
owner and accountable for the system, its development, operation, products, by-products, and
outcomes and disposal.
System An individual, organization, or enterprise that derives direct benefits from a system and/or
user(s) its products, services, or by-products. Users may physically operate a system or provide
inputs—data, materials, raw materials, preprocessed materials, etc.—to the system
and await the results of value-added processing in the form of products, services, or
information. Users may directly or indirectly include the System Advocate, System
Owner, or other Users.
System An individual, organization, or enterprise that visualizes, conceptualizes, and formulates
architect the system, system concepts, missions, goals, and objectives. Since SE is viewed as
multidisciplined, the system architect role manifests itself via hardware architects,
software architects, instructional architects, etc.
System An agent (or agency) selected by the User to serve as their technical representative to:
acquirer 1. Specify the system.
2. Select a System Developer or Services Provider.
3. Provide technical assistance.
4. Provide contractual oversight for the execution of the contract and delivery of a
verified and validated system to the User.
System An individual, organization, or enterprise responsible for developing a verified system
developer solution based on operational capabilities and performance bounded and specified in a
System Performance Specification (SPS).
Services An individual, organization, or enterprise chartered or contracted to provide services to
provider operate the system or support its operation.
Independent An individual, organization, or enterprise responsible for verifying and/or validating that

test agent/
agency (ITA)

System
administrator
Mission
planner

a system will meet the User’s documented operational mission needs for an intended and
prescribed operating environment.

An individual, organization, or enterprise responsible for the general operation,
configuration, access, and maintenance of the system.

An individual, organization, or enterprise that:

1. Translates mission objectives into detailed tactical implementation plans based on
situational analysis; system capabilities and performance relative to strengths,
weaknesses, opportunities, and threats (SWOT)

2. Develops a course of action, countermeasures, and required resources to achieve
success of the mission and its objectives.

(continued)
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Table 5.2 continued

Role Role Description

System An individual or organization that applies analytical methods and techniques (scientific,

analyst mathematical, statistical, financial, political, social, cultural, etc.) to provide meaningful
data to support informed decision making by mission planners, system operators, and
system maintainers.

System An individual, organization, or enterprise responsible for supporting the system, its

support capabilities, and/or performance at a sustainment level that ensures successful
achievement of the system’s mission and objectives. System support includes activities
such as maintenance, training, data, technical manuals, resources, and management.

System An individual, organization, or enterprise accountable for ensuring that the EQUIPMENT

maintainer System Element is properly maintained via preventive and corrective maintenance,
system upgrades, etc.

System An individual or organization accountable for training all members of the PERSONNEL

instructor System Element to achieve a level of performance standard based proficiency in

System critic

System
competitor

System
adversary

System
threat

achieving the system mission and its objectives.

An individual, organization, or enterprise with competitive, adversarial, or hostile
motivations to publicize the shortcomings of a system to fulfill its assigned missions,
goals, and objectives in a cost effective, value-added manner and/or believes the system
is a threat to some other system for which the System Critic serves as a System Advocate.

An individual, organization, or enterprise whose missions, goals, and objectives compete
to capture similar mission outcomes.

EXAMPLE 5.5 Examples include market share, physical space, etc.

A hostile individual, organization, or enterprise whose interests, ideology, goals, and
objectives are:

1. Counter to another system’s missions, goals, and/or objectives.

2. Exhibits behavioral patterns and actions that appear to be threatening.

A competitive, adversarial, or hostile individual, organization, or enterprise actively
planning and/or executing missions, goals, and objectives that are counter to another
system’s missions, goals, and/or objectives.

ORGANIZATIONAL CENTRIC EXERCISES

1. Identify a contract program within your organization. Interview the program and technical directors to iden-
tify the system’s roles and stakeholders, using Table 5.2 as a checklist.

2. Identify a services group within your organization—such as communications, accounting, or contracts.
Identify the role and stakeholders of the services system using Table 5.2 as a checklist.

3. Using any system, product, or service your organization provides, identify what human system roles the
product supports.
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System Acceptability

6.1 INTRODUCTION

The degree of success of any human-made system and its mission(s) ultimately depends on:
1. Whether the marketplace is ready for introduction of the system—an operational need
driven “window of opportunity.”
2. The User’s perception of the system’s operational utility, suitability, and availability.
3. The system’s ability to accomplish the User’s mission—system effectiveness.
4. The return on investment (ROI) for the resources expended to operate and maintain the

system—cost effectiveness.

Most people view system acceptability in a customer satisfaction context. Engineers often shrug it
off as something that can be measured by customer satisfaction surveys AFTER a system or product
has been delivered or distributed to the marketplace. Based on WHAT the organization learns from
the postdelivery surveys, they may improve the system or product if:

1. The User awards them another contract to correct any deficiencies, assuming the deficiences
are not covered by the contract.
2. Longer term profit projections make internal investment worthwhile.
You should understand the User’s operational needs prior to the system development rather than
from postdelivery surveys. You need to understand:
1. HOW the User intends to use the system or product.
2. WHAT measures of success are to be applied?

3. The consequences and ramifications of User failure or degrees of success.

Author’s Note 6.1 This topic is seldom addressed by many texts and is typically one of the last
concepts engineers learn. Yet, it is one of the most important concepts. If system developers do not
understand the success criteria for user acceptance, the most elegant designs are worthless. There-
fore, this topic is introduced as part of the System Entity Concepts.

The four degree of success factors listed at the start of this chapter are seldom optimum simul-
taneously. Though appearing to be equal, psychologically, the subjective measures—namely, per-
ception of operational utility, suitability, and availability (factor 2)—often obscure the objective
measures of system success—system and cost effectiveness (factors 3 and 4).

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Subjective 1ook, feel, and perception within the peer community or by the funding source
factors often obscure User acceptance that a system may only be partially successful.

Conversely, the User for the same subjective reasons may reject an objectively successful
system.

Ultimately, some event often brings a reality check. A decision to continue with the system may
require an upgrade to correct deficiencies or to phase out the system and replace it with a new
system. Operational utility, suitability, availability and effectiveness drive the need to ensure that
SE is an integral part of overall system development from conception through disposal. These
factors thrive as common buzzwords among marketers and are often very difficult to quantify for
implementation. The implementation typically requires specialists that spend entire careers focused
exclusively on quantifying and presenting this information in a manner that is realistic and easily
understood by key decision makers.

What You Should Learn from This Chapter

What factors influence system acceptability to Users?

Why are system introduction, feasibility, and affordability important?
What is meant by the operational utility of a system?

What is meant by the operational suitability of a system?

What is operational availability?

What is meant by the operational effectiveness of a system?

What is meant by the cost effectiveness of a system?

What is system verification?

What is system validation?

Why are system verification and validation important to Users, Acquirers, and System
Developers?

Definitions of Key Terms

Measures of Effectiveness (MOE) “A qualitative or quantitative measure of the perform-
ance of a model or simulation or a characteristic that indicates the degree to which it per-
forms the task or meets an operational objective or requirement under specified conditions.”
(Source: DoD 5000.59-M Modeling and Simulation (M&S) Glossary, Part 11, Glossary A-
318, p. 134)

Measures of Performance (MOP) “Measures of lowest level of performance representing
subsets of measures of effectiveness (MOEs). Examples are speed, payload, range, time on
station, frequency, or other distinctly quantifiable performance features.” (Source: DSMC—
Test & Evaluation Management Guide, Appendix B, Glossary of Test Terminology)

Measures of Suitability (MOS) Objective performance measures derived from subjective
user criteria for assessing a system’s operational suitability to the organizational and mission
applications.

Operational Effectiveness “An operational Test & Evaluation (OT&E) metric that meas-
ures the overall degree of mission accomplishment of a system when used by representative
personnel in the environment planned or expected (e.g., natural, electronic, threat) for oper-
ational employment of the system considering organization, doctrine, tactics, survivability,
vulnerability, and threat (including countermeasures, initial nuclear weapons effects, nuclear
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biological, and chemical contamination threats). The operational system that is provided to
users from the technical effort will be evaluated for operational effectiveness by a service
OT&E agency. Also a useful metric for operational effectiveness assessments.” (Source:
INCOSE Handbook, Section 12, Appendix Glossary, p. 36)

* Operational Suitability “The degree to which a system can be placed satisfactorily in field
use with consideration being given to availability, compatibility, transportability, inter-
operability, reliability, ... usage rates, maintainability, safety, human factors, manpower sup-
portability, logistic supportability, natural environmental effects and impacts, documentation,
and training requirements.” (Source: Adated from DoD Glossary, Defense Acquisition
Acronyms and Terms)

» System Effectiveness “A quantitative measure of the extent to which a system can be
expected to satisfy customer needs and requirements. System effectiveness is a function of
suitability, dependability, (reliability, availability, maintainability), and capability.” (Source:
INCOSE Handbook, Section 12, Appendix Glossary, p. 43)

Key Challenges in Developing Systems
Acceptable to Their Users

The success and level of acceptance of a system, product, or service is often measured by a series
of questions that are answered by analysis before a system is developed and by User feedback and
actual results after the system is implemented in the field. The questions include:

1. Is the timing RIGHT for the introduction of a new system? Is the marketplace “mentally
and emotionally ready” ready for this system, product, or service as driven by operational
needs?

2. Is system feasibility sufficient to warrant User/System Developer investments that may result
in a return on investment (ROI) at a later date?

3. Does the proposed system have OPERATIONALLY UTILITY to the User relative to their
organizational missions and objectives?

4. Is the proposed system OPERATIONALLY SUITABLE for all stakeholders relative to its
intended application?

5. Is the proposed system OPERATIONALLY AVAILABLE when tasked to perform missions?

6. Is the system OPERATIONALLY EFFECTIVE, in terms of cost and technical performance,
for its intended mission applications and objectives?

The underlying foundation for all of these questions resides in User and system stakeholder per-
ceptions of the system. An old adage states “perception is reality.” Despite the physical realities of
system success, the User and stakeholders must be technically convinced via objective, fact-based,
compelling evidence that the system does or will meet their missions and objectives.

This chapter provides an overview of the concepts of: 1) marketplace timing, 2) system afford-
ability, 3) system operational utility, suitability, and system effectiveness; and 4) system verifica-
tion and validation.

6.2 SYSTEM INTRODUCTION, FEASIBILITY,
AND AFFORDABILITY

The decision to proceed with development of new systems, products, and services involves three
basic questions:
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1. Is the timing right to introduce a new system to the market/User, particularly in the com-
mercial environment?

2. Is it economically feasible to develop a new system with the technologies currently avail-
able within budgetary constraints?

3. If development is economically feasible, will the User be able to afford the operating and
maintenance costs over the planned service life of the system?

Let’s investigate each of these questions further.

System Timing to the Marketplace

History is filled with examples of systems or products that were delivered to the marketplace pre-
maturely or too late. You can innovate and develop the best widget or electronic mouse trap.
However, if the marketplace is not mentally or skillfully ready for the device or can afford it, your
efforts and investments may be futile—timing is critical to User acceptance!

The same is true for proposing new systems or capabilities to Users. They may WANT and
NEED a system yet lack sufficient funding. In other cases their funding may be placed “on hold”
by decision authorities due to a lack of consensus regarding the maturity in system definition or
understanding the system’s requirements.

For this reason, most organizations develop a series of decision-making “gates” that qualify the
maturity of a business opportunity and incrementally increase the level of commitment, such as
funding. The intent is to ensure that the RIGHT system/product solution is introduced at the RIGHT
time for the RIGHT price and is readily accessible when the User is ready to purchase. Therefore,
organizations must do their homework and work proactively with the Users to ensure that system
timing is right. This leads to the next point: User system/product feasibility and affordability.

System Feasibility and Affordability

If a determination is made that the timing for a system, product, or service is RIGHT, the next chal-
lenge comes in determining if the system, as currently specified, can be feasibly developed and pro-
duced with existing technologies within the planned development and life cycle budget at
acceptable risk for the User or Acquirer.

System feasibility ultimately focuses on four key questions:

1. WHAT does the User WANT?

2. WHAT does the User NEED?

3. WHAT can the User AFFORD?

4. WHAT is the User WILLING to PAY?

As an SE, chances are you will be required to provide technical support to business development
teams working on a new system or product acquisition. If not, you may be supporting an SE who
is. From a technical perspective, the multidisciplinary SE team is expected to conceptualize, mature,
and propose technical solutions to satisfy the system feasibility questions noted above.

Author’s Note 6.2 If you choose to AVOID business development support, others within your
organization may potentially formulate a risky or undesirable solution or commitment that you
have to live with later. Conversely, if the others solicit engineering support and you choose to
IGNORE them, you may be stuck with the consequences of your own inaction. Therefore, proac-
tively support and technically influence business development activities and decision making—It’s
a win-win for all stakeholders.
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6.3 OPERATIONAL UTILITY AND SUITABILITY

If you determine that the market timing is RIGHT and the Users can AFFORD the system/product,
the next challenge is managing User perceptions of operational utility and operational suitability.

Operational Utility

Users expect systems and products to have a level of operational utility that enables them to accom-
plish the organizational missions and achieve the stated goals and objectives. These are nice words,
but what does operational utility really mean? A system or product having operational utility is
one that is:
1. The RIGHT system, product, or service for the objective to be accomplished.
2. Does not pose any unacceptable safety, environment, or health hazards or risks to its
operators or the public.

So, if a system satisfies these operational utility criteria, how do we determine operational
suitability?

Operational Suitability
Operational suitability characterizes HOW WELL a system or product is:

1. Suited to a User’s specific application in a given operating environment.

2. Integrates and performs within the User’s existing system.

Some systems and products may have significant operational utility for some applications but
simply are not operationally suited to a specific User’s intended application and operating envi-
ronment. Consider the following example:

EXAMPLE 6.1

From a transportation perspective, vehicles such as cars may have operational utility to a User. However, if
the User plans to use the vehicle off the road in a rugged, harsh environment, only specific types of vehicles
may be operationally suitable for the application. If the User intends to carry heavy loads, only specific types
of trucks may be operationally suitable for the application.

Operational Availability

Operational availability means that the system, product, or service is ready ON DEMAND to
perform a mission WHEN tasked. Operational availability becomes a critical metric for assessing
the degree of readiness to perform missions. Availability is a function of SYSTEM reliability and
maintainability. Consider the following example:

EXAMPLE 6.2

911 calls to police, fire departments, and emergency medical responders TEST the respective organization’s
system availability—its personnel and equipment—to respond to emergencies and disasters.
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6.4 OPERATIONAL EFFECTIVENESS

If the User deems a system or product to: 1) have operational utility, 2) be operationally suitable
for the application, and 3) operationally available to perform missions, the next challenge is deter-
mining if the system is operationally effective. Users and organizations are chartered with specific
goals, missions, and objectives. Users acquire and implement systems, products, or services specif-
ically to support achievement of those goals, missions, and objectives. If the system, product, or
service is not or is only marginally operationally effective, it is of limited or no value to the User.

The Elements of Operational Effectiveness

A system, product, or service must be capable of supporting User missions to a level of perform-
ance that makes it operationally effective in terms of accomplishing organizational goals and objec-
tives, namely outcomes, cost, schedule, and risk.

EXAMPLE 6.3

For a military system, system effectiveness depends on environmental factors such as operator organization,
doctrine, and tactics; survivability; vulnerability; and threat characteristics. (Source: DSMC, System Engi-
neering Fundamentals, Chapter 14, Measures of Effectiveness and Suitability, p. 125)

If you analyze operational effectiveness, two key elements emerge:

1. HOW WELL the system accomplishes its mission objectives—operational effectiveness.

2. HOW WELL the system integrates and performs missions within the User’s organizational
structure and operating environment—operational suitability.

Therefore, we need to establish metrics that enable us to analyze, predict, and measure mission
operational outcomes. We do this with two key metrics measures of effectiveness (MOEs) and meas-
ures of suitability (MOSs).

Measures of Effectiveness (NVIOEs)

MOEs enable us to evaluate the first objective—HOW WELL the system accomplished its mission
objectives. MOEs are objective measures that represent the most critical measures—performance
effecters—that contribute to mission outcome success. Consider the following example:

EXAMPLE 6.4

Did we meet our financial target? How far did we miss the target? Did we meet our production goals? Did
we finish the production run on schedule?

MOE:s are used as the basis for deriving measures of performance (MOP) parameters stated as
requirements in system performance and item development specifications.

Measures of Suitability (MIOSs)

MOSs enable us to evaluate the second objective—HOW WELL the system integrates into the
User’s organizational structure, mission applications, and operating environment. MOSs represent
integrated measures that objectively quantify issues such as supportability, human interface com-
patibility, and maintainability.
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EXAMPLE 6.5

1. What anthropometrics, skills, tools, and equipment are required to operate and maintain the
system to a specific level of performance?

2. Do the control panels incorporate ergonomic designs and devices that minimize operator fatigue?

MOSs are characterized measures of performance (MOP) parameters stated as requirements in
system specifications.

6.5 COST EFFECTIVENESS

The objective measure of system success ultimately depends on its cost effectiveness. From an orga-
nizational perspective: Does the system produce outcome-based performance and results that
provide a return on investment (ROI) that justifies continued use?

Engineers, by virtue of their technical backgrounds, often have difficulty in relating to the
concept of cost effectiveness; they tend to focus on system effectiveness instead. The reality is:
system life cycle operational costs and the profits derived from system applications DRIVE orga-
nizational decision making. You can innovate the best system, product, or service with outstand-
ing system effectiveness. However, if the recurring operating and support costs are unaffordable
for its Users, the system may “dead on arrival” at system delivery, especially in commercial
environments.

Cost effectiveness, as a metric, is computed from two elements: 1) life cycle cost and 2) system
effectiveness.

System Effectiveness

As an objective factor, system effectiveness represents the physical reality of outcome-based per-
formance and results.

Outcome-based performance and results occur in two basic forms: planned and actual per-
formance. When system development is initiated, the System Developer is dependent on analyses,
models, and simulations to provide technical insights that will reveal how a system is projected to
perform. These data are used to:

1. Bound and specify the system or one of its items.

2. Compare actual versus planned performance or expected results.

Various techniques, such as rapid prototypes, proof of concept prototypes, and technology demon-
strations, are employed to validate models and simulations as predictors of system performance
ands reduce risk. The intent is to collect objective, empirical evidence “early on” to gain a level of
confidence that the system, or portions thereof, perform as expected. The net result is to verify and
validate the predictions.

When the actual system is ready for field-testing, actual performance data are collected to:

1. Verify accomplishment of the requirements.
2. Validate models that the system successfully performs according to the User’s intended
use.

System effectiveness requires understanding the contributory factors such as reliability, maintain-
ability, and performance.
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Quantifying System Effectiveness

Although the concepts of cost effectiveness and system effectiveness are intriguing, the challenge
is being able to translate concepts into simple, physical reality that people can easily understand.
‘We make the translation by establishing metrics that enable us to analytically and objectively quan-
tify system effectiveness and the level of performance required to achieve the effectiveness. System
effectiveness metrics include: MOEs and MOSs supported by MOPs. MOPs are stated as fechnical
performance parameters (TPPs) in specifications.

MOESs and MOSs are outcome-based measures of operational effectiveness. Operational effec-
tiveness is further defined as “the overall degree of a system’s capability to achieve mission success
considering the total operational environment” (Source: DSMC, Systems Engineering Fundamen-
tals, Dec. 2000, para. 14.1, p. 125). MOEs and MOSs “identify the most critical performance
requirements to meet system-level mission objectives, and will reflect key operational needs in the
operational requirements document” (Source: DSMC, Systems Engineering Fundamentals, Dec.
2000, para. 14.1, p. 125).

6.6 REALITY CHECK

All of this discussion sounds fine, but how does it apply to the real world? Traditionally, organi-
zations have developed procurement packages and employed cost models to provide a rough order
of magnitude (ROM) estimate for system development. In effect, Acquirers solicited a point solu-
tion for a specified capability.

Although the cost model estimates were generally accurate, surprises did occur. If the cost
proposals exceeded the original estimate that had been budgeted, the Acquirer and User were con-
fronted with recompeting the contract. Generally, negotiations took place to arrive at a contract
price for a system that was affordable but often with lesser capabilities.

WHAT Acquirers and Users wanted to hear was “Give us a proposal that describes the range
and mix of capabilities and levels of performance—the system/cost effectiveness—that can be pro-
cured for a specific set of system objectives or requirements.”

In concept, this approach focuses on cost effectiveness—namely how much system effective-
ness can we acquire per unit of life cycle cost. A more formal term, cost as an independent vari-
able (CAIV), is applied to the concept. As a result, System Developer proposals may be required
to submit graphical analyses that plot system performance options along the horizontal axis and
cost on the vertical axis. Figure 6.1 provides an example view.

One final point. Today’s society is continually innovating new contracting approaches to assist
organizations that have sporadic funding. Due to the cost of acquiring, developing, operating, and
supporting new system, organizations often shift the investment cost burden of system develop-
ment to contractors. The intent is to procure on a fee for service basis to meet budgetary needs. As
a result, contracts between these organizations incorporate system availability clauses that require
the system to be operationally available on-demand when the User needs the system. The bottom
line is that if the system is not operationally available, the contractor is not paid. Therefore, system
availability becomes a prime measure of success criteria for system acceptability—meaning User
willingness or desire to employ your systems, products, and services to achieve individual or orga-
nizational goals and objectives.

Are cost effectiveness and system effectiveness analyses easy to perform? No. In fact both are
often very difficult to quantify and measure. Implementation of these details varies by organization
and program. Military organizations employ subject matter experts (SMEs) with specialized skills
in these areas to assess survival in battlefield operations. If you fail to plan for system effective-
ness and all the factors that contribute to its success, you place organizational and mission objec-
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Figure 6.1 Cost as an Independent Variable (CAIV) plot for making cost-capability decisions

tives at risk. Are these concepts important to retailer companies doing business on the World Wide
Web? You, bet! Especially from a User interface, security, and billing perspective. Is system effec-
tiveness important in educational and training systems? A resounding Yes!

6.7 SYSTEM VERIFICATION AND VALIDATION (V&V)

The subject of system acceptability is often abstract and is OPEN to INTERPRETATION to dif-
ferent people. WHAT constitutes acceptability to one User may not be acceptable to another User.
Our discussion of system operational utility, suitability, and effectiveness ultimately influences the
User’s decision as to whether the system satisfies their operational needs. The degree of satisfac-
tion for a given system application establishes user perceptions concerning whether they procured
the RIGHT system. We refer to this as system validation.

System validation draws yet another question: If the Users have a vision of WHAT they WANT,
HOW do they:

1. Translate the vision into a specification to produce the visionary system?

2. Have a level of confidence that the system, product, or service delivered will be that RIGHT
system?

3. Be able to reproduce multiple copies of the system?

The first question requires the “engineering of the system.”

The second question requires building integrity into the evolving “engineering of the system”
to ensure that the source requirements manifest themselves in the design of the deliverable system,
product, or service and can be demonstrated at system delivery to be satisfied. We refer to this as
system verification.

The third question requires that the “engineering of the system” establish high-quality docu-
mentation and process standards that enable skilled workers to reliably and predictably reproduce
each copy of the system, product, or service within specified performance constraints.

Let’s focus our attention briefly on the concepts of system validation and system verification.
Figure 6.2 provides an illustration of system verification and system validation that helps in better
understanding these concepts.
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Figure 6.2 Verification & Validation (V&V) Concept Overview

Operational Need

Beginning in the upper left corner of the figure, Users have operational needs related to their
assigned organizational and system missions. Later we will discuss the context of this operational
need in terms of a problem space or and solution space. To satisfy this operational need, the User
must translate the operational need requirements into a specification that is legally sufficient for
procurement. Since the creation of the specification requires specialized expertise provided by
subject matter expert (SME) SEs, the User’s organization may lack this capability. Where this is
the case, the User may employ the services of an Acquirer organization to serve as their technical
and contractual representatives.

System Verification

Throughout the development of the multi-level specifications, the Acquirer and User must answer
the question: Are we specifying the RIGHT system that will satisfy the User’s operational need?
This is an Acquirer-User process that is highly iterative until the requirements reach a state of matu-
rity sufficient for initiating a procurement action. Once the procurement action begins, the formal
Request for Proposal (RFP) solicitation process for a system provides additional insights, such as
from proposals by System Developer candidates concerning the RIGHT system from an objective,
technical perspective. The formal RFP solicitation process culminates in the award of a system
development or procurement contract.

Once the contract is awarded, the challenge becomes: HOW do we ensure that the system will
be built RIGHT—that is, correctly — in accordance with the contract specification? The Acquirer,
User, and System Developer must answer this question mainly through a series of technical reviews,
technical demonstrations, and risk assessments that occur throughout the system development con-
tract. As a result, the teams must continually assess compliance of the evolving system design solu-
tion relative to the specification requirements. We refer to the evolving system design solution as
the Developmental Configuration and the test activities during system development as the Devel-
opmental Test and Evaluation (DT&E).
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Ultimately, when system or product development is complete, those responsible and account-
able for system acceptance must answer the question: Did we build the system RIGHT—that is,
in accordance with specification requirements? This question is typically answered with a System
Verification Test (SVT) that documents test results for each specification requirement based on
prescribed verification methods.

System Validation

Once the system has been verified as meeting its specification requirements, the next question that
the Acquirer and User must answer is: Did we procure the RIGHT system? This is the ultimate test
of HOW WELL the Acquirer, in collaboration with the User, performed the up-front process of
partitioning the operational need—meaning the problem space—into a solution space that can be
bounded and technically described via a procurement specification.

Author’s Note 6.3 For introductory overview purposes, the scope of the following discussion
focuses on system validation of the completed system. System validation occurs throughout system
development from Contract Award through formal system acceptance. Contextually, system verifi-
cation and validation apply to each step along the supply chain (e.g., customer-supplier) involy-
ing the User, Acquirer, System Developer, Subcontractor, and vendor organizations as well as
individuals within those organizations.

During system validation the User or an Independent Test Agency (ITA) subject the system,
product, or service to actual operating field conditions, using trained system operators and main-
tainers. Actual devices or surrogate representations of the operational need are employed to for-
mally evaluate the overall system responsiveness and effectiveness, including operator and
maintainer actions, to satisfy the operational need. We refer to this phase of system development
as Operational Test and Evaluation (OT&E). Depending on contract requirements, results of
OT&E are incorporated as corrective actions into the Developmental Configuration of the design
solution.

Depending on contract requirements, on completion of the OT&E activities, the Acquirer and
System Developer conduct a functional configuration audit (FCA) and a physical configuration
audit (PCA). The FCA verifies that SVT results fully comply with specification requirements.
The PCA verifies that the physical components of the “As Verified” and “As Validated” system
identically match the “As Designed” requirements (drawings, wiring diagrams, etc.). Results of the
FCA and PCA are certified at a System Verification Review (SVR) prior to system delivery and
acceptance. As part of the SVR, the Product Baseline is established as a precursor for system
production.

Due the expense of producing production items and the need to avoid rework, the Product Base-
line is crucial for reproducing production quantities of the system. The Product Baseline represents
the physical state of the Developmental Configuration. This does not mean necessarily that the
design has achieved a low cost suitable for production. Additional design refinements may be
required to REDUCE recurring production costs. Once the design solution has matured, a Produc-
tion Baseline can be established.

Author’s Note 6.4 Operational needs and intended usage must be documented BEFORE system
development, rather than AFTER the system is delivered for system validation. Documenting these
needs AFTER system development invalidates the specification process intended to document
system requirements derived from validated User operational needs. The User certainly has the
prerogative to change their minds about their intended needs at any time during the system devel-
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opment process. However, this means modifying the contract requirements, which were based on
the original needs, via an engineering change proposal (ECP).

One of the challenges of SE is being able to translate User operational needs into specifica-
tion requirements, especially if you have a customer who says “We don’t know WHAT we WANT,
but we will KNOW it WHEN we see it!” You MUST be able to validate, document, and bound
WHAT they WANT—up front! Otherwise, your contracts organization should work with the
Acquirer to establish a cost plus contract vehicle—that allows further exploration, definition, and
refinement of these needs until the User identifies WHAT they WANT.

Author’s Note 6.5 System validation may be performed formally as part of contract require-
ments or informally by the System Developer prior to system delivery or by the User(s) after con-
tract system delivery. System validation is sometimes specified in contracts that may involve
development of systems planned for large production quantities. As an Acquirer or User, you DO
NOT want to invest large sums of money to procure systems in large quantities that DO NOT satisfy
User needs. Even in smaller quantities, there may be instances where the system requires valida-
tion of human systems integration (HSI).

6.8 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern system acceptability.

Principle 6.1 System acceptability is determined user satisfaction; user satisfaction is deter-
mined by five User criteria:
1. Provide value—meaning operational utility.
. Fit within the user’s system and mission applications—meaning operational suitability.
. Be available to conduct missions—meaning operational availability.

. Accomplish performance objectives—meaning operational effectiveness.
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. Be affordable—meaning cost effectiveness.

Principle 6.2 Despite the most technically innovative and elegant SE design solutions, Users’
perceptions of a system, product, or service constitute reality.

6.9 SUMMARY

In our discussion of system acceptability, we have identified, defined, and provided examples of the factors
that contribute to this goal: 1) system introduction, 2) system affordability, 3) system feasibility, 4) operational
utility, 5) operational suitability, 6) operational availability, 7) operational effectiveness, 8) cost effectiveness,
and 9) system effectiveness. Our purpose in introducing these concepts at this time is to highlight key show-
stopper drivers that determine system success but are often swept aside by most authors and SEs. Our intent
is to emphasize these concepts up front and not as notional afterthoughts determined by business development
customer satisfaction surveys AFTER a system, product, or service has been fielded.

As an SE you should visualize the system entity as a simple box whose performance and success are
measured by these criteria. Why? Some engineers are notorious for immersing themselves into math and
science details BEFORE they have an in-depth understanding of WHAT is expected from the system by the
User. These engineers lack the fundamental knowledge of system acceptability factors that help one to better
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understand how the element of the system contributes to the overall system capabilities and performance.
Your challenge as an SE is to make sure system acceptability criteria are manifested in the specifications,
designs, testing, verification, and validation of each hierarchical element of the system.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system, selection, apply your knowledge derived from this chapter’s topical
discussions. Identify acceptance criteria for the stakeholders of each system.

3. Identify three instances of systems that were deemed by Users as unacceptable, were rejected, and subse-
quently failed in the marketplace.

4. Identify three instances of systems that were deemed by Users as acceptable and highly successful in the
marketplace.

5. Identify three instances of systems you purchased that met your specification requirements (e.g., verifica-
tion) but failed to satisfy your needs (e.g., validation).

6. Identify three instances of systems you use. How would you quantify their:
(a) System effectiveness?
(b) Cost effectiveness?

ORGANIZATIONAL CENTRIC EXERCISES

1. What command media does your organization have that provides guidance related to system acceptability?
2. Contact a contract program in your organization. Interview the Program Director and Technical Director.
(a) What success criteria has the user established?

(b) How our these criteria documented and implemented in specifications?
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The System/Product Life Cycle

7.1 INTRODUCTION

The system/product life cycle serves as the fundamental roadmap for understanding and commu-
nicating how natural and human-made systems evolve through a progression of sequential life cycle
phases. For human-made systems the roadmap provides a basis for assessing existing system capa-
bilities and performance relative to threats and opportunities; defining, procuring, and developing
new systems to respond to the threats and opportunities; and implementing new systems to achieve
mission objectives that counter or leverage the threats and opportunities.

This section introduces the concept of the system life cycle, the top-level life cycle framework
for human-made systems. As the final discussion in the System Entity Series, we characterize the
concept-to-disposal evolution of a system, product, or service.

What You Should Learn from This Chapter
* What is the system/product life cycle?

e What is the System Definition Phase; when does it start, and when does it finish?

* What is the System Procurement Phase; when does it start, and when does it finish?

e What is the System Development Phase; when does it start, and when does it finish?

* What is the System Production Phase; when does it start, and when does it finish?

* What is the System Operations and Support (O&S) Phase; when does it start, and when does
it finish?

* What is the System Disposal Phase; when does it start, and when does it finish?

* What are life cycles within life cycles?

* How is a legacy system’s life cycle used to establish requirements for a new system?

7.2 SYSTEM LIFE CYCLE OVERVIEW

The evolution of any system made by or known to humankind begins at the point of conception
and ends at disposal. This process is referred to as the system life cycle. The system life cycle
serves structurally as the foundation for system development. Human-made systems are conceptu-
alized, planned, organized, scheduled, estimated, procured, deployed, operated and supported, and
disposed of using this structure. Natural systems follow similar constructs with life phases.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Figure 7.1 The System/Product Life Cycle

The life cycle for any system, product, or service consists of a series of phases starting with
system conception and continuing through final disposal. For human-made systems the beginning
and ending of each phase is marked by a significant control point or staging event such as a key
decision at a technical review or a field event that authorizes progression to the next phase.

Author’'s Note 7.1 There are a number of ways to define a system life cycle. Ten people will
have 10 different versions of this graphic. You and your organization should choose one that best
reflects your organization and industry’s perspective of the life cycle.

The typical system life cycle is composed of a series of phases as shown in Figure 7.1. The
phases are:

e System Definition Phase

* System Procurement Phase

» System Development Phase

* System Operations and Support (O&S) Phase
* System Production Phase

» System Disposal Phase

This chapter presents the system/product life cycle as a top-level framework of embedded phases
required to evolve a User operational need for a system, product, or service from conceptual
“vision” through disposal. Each of the phases represents a collection of activities that focus on spe-
cific program objectives and work products. As you will soon discover, some of these phases have
well-defined endings marked by key milestones while other phases overlap and transition from one
to another.

7.3 SYSTEM LIFE CYCLE PHASE SYNOPSIS

The System Definition Phase

The System Definition Phase begins with recognition by the User that a new system or upgrade to
an existing system, product, or service is required to satisfy an operational need. The operational
need may be derived from: 1) mission opportunities, 2) threats, or 3) projected system capability
and performance “gaps” or deficiencies.

On determination to initiate definition of a new system, the User analyzes existing system oper-
ational needs and defines requirements for a new system, product, or service. In some instances the
User may enlist the services of an Acquirer to procure and develop the system and serve as the
User’s technical and contract representative.

The Acquirer assists the User in analyzing the opportunity or problem space that created the
need. The Acquirer, in collaboration with the User, bounds the solution space in the form of a set
of system requirements to serve as the basis for a system development contract.
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When the System Definition Phase has reached sufficient maturity, the Acquirer initiates the
System Procurement Phase.

The System Procurement Phase

The System Procurement Phase consists of those activities required to procure the new system or
upgrades to the existing system. These activities include:

1. Qualifying capable system, product, or service vendors.

2. Soliciting proposals from qualified vendors (offerors).

3. Selecting a preferred vendor (offeror).

4. Contracting with the vendor to develop the system, product, or service.

The selected vendor (offeror) becomes the System Developer or Services Provider.

The System Development Phase

The System Development Phase consists of those activities required to translate the contract system

specifications into a physical system solution. Key System Development Phase activities include:
1. System Engineering Design

. Component Procurement and Development

. System Integration, Test, and Evaluation (SITE)

. Authenticate System Baselines

. Operational Test and Evaluation (OT&E)
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Throughout the phase, the multi-level system design solution evolves through a progression
of maturity stages. Each stage of maturity typically consists of a major technical design review
with entry and exit criteria supported by analyses, prototypes, and technology demonstrations. The
reviews culminate in design baselines that capture snapshots of the evolving Developmental Con-
figuration. When the system engineering design is formally approved, the Developmental Config-
uration provides the basis for component acquisition and development. We refer to the initial
system(s) as the first article of the Developmental Configuration.

Acquired and developed components are inspected, integrated, and verified against the respec-
tive design requirements and performance specifications at various levels of integration. The intent
of verification is to answer the question: Did we develop the system CORRECTLY?—in accordance
with the specification requirements. The integration culminates in a System Verification Test (SVT)
that proves the system, product, or service fully complies with the contract System Performance
Specification (SPS). Since the System Development Phase focuses on the creation of the system,
product, or service from Contract Award through SVT, we refer to this as Developmental Test and
Evaluation (DT&E).

When the first article system(s) of the Developmental Configuration has been verified as
meeting the SPS requirements, one of two options may occur, depending on contract requirements.
The system may deployed to:

1. Another location for validation testing by the User or an Independent Test Agency (ITA)
representing the User’s interests.
2. The User’s designated field site for installation, checkout, and final acceptance.
Validation testing, which is referred to as Operational Test and Evaluation (OT&E), enables Users

to determine if they specified and procured the right SYSTEM to meet their operational needs. Any
deficiencies are resolved in accordance with the terms and conditions (Ts&Cs) of the contract.
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After an initial period of system operational use in the field to correct deficiencies and defects
and collect field data to validate system operations, a decision is made to begin the System Pro-
duction Phase, if applicable. If the User does not intend to place the system or product in produc-
tion, the Acquirer and User formally accepts system delivery, thereby initiating the System
Operations and Support (O&S) Phase.

The System Production Phase

The System Production Phase consists of those activities required to produce small to large quan-
tities of the system. The initial production typically consists of a Low-Rate Initial Production (LRIP)
to verify and validate that:

1. Production documentation and manufacturing processes are mature.

2. Latent defects such as design errors, design flaws, or poor workmanship are eliminated.

When the production process has been verified and validated based on field tests of system pro-
duction samples, large-scale production, if applicable, may be initiated. Since the system and pro-
duction engineering designs have already been verified, each production system is:

1. Inspected.
2. Verified against key System Performance Specification requirements.

3. Deployed to the User’s designated field site(s) for implementation (i.e., operations and
support).

The System Operations and Support (O&S) Phase

The System Operations and Support (O&S) Phase consists of User activities required to operate,
maintain, and support the system including training for system users to perform the system’s oper-
ational mission. If the system is directed to change physical or geographic locations in preparation
for the next mission, the system is redeployed. On deployment, the system, product, or service
begins active duty.

Throughout the system’s operational life, refinement and enhancement upgrades may be pro-
cured and installed to improve system capabilities and performance in support of organizational
missions. The system configuration at initial delivery and acceptance represents the Initial Oper-
ational Capability (I0C). System upgrades, referred to as incremental builds, are released and
incorporated into the fielded system or product until the system reaches a planned level of matu-
rity referred to as Full Operational Capability (FOC).

Although most systems have a planned operational service life, the expense of maintaining a
system via upgrades and ability to upgrade the existing system with new technologies is not always
cost effective. As a result, the User may be forced to procure a new system, product, or service to
replace the existing system. Where this is the case, a new system life cycle is initiated while the
existing system is still in active duty.

As the first articles of the new system are placed into active duty, a transition period occurs
whereby the legacy (i.e., existing) system and the new system are in operation simultaneously in
the field. Ultimately, a decision will be made to deactivate and phase out the legacy system from
active duty. When system phase-out occurs, the legacy system’s disposal phase begins.

The System Disposal Phase

The System Disposal Phase consists of those activities required to phase out an existing or legacy
system from active duty. Each system or the lot of systems may be dispositioned for sale, lease,
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storage or disposal. Disposal alternatives include mothballing for future recommissioned use, dis-
assembly, destruction, burning, and burial. System disposal may also require environmental reme-
diation and reclamation to restore the system’s field site or disposal area to its natural state.

7.4 LIFE CYCLES WITHIN LIFE CYCLES

Now that we have a basic understanding of the system life cycle we can shift our attention to under-
standing how a system’s life cycle fits within an organization’s context.

Understanding the Organizational Aspects of
System Life Cycles

Each system, product, or service is an asset of a higher level organization (i.e., system) that also
has a system life cycle. Those same systems and products may include lower level systems or prod-
ucts that also have system life cycles. Therefore, we have multiple levels of system life cycles
within higher level system life cycles.

Suppose that a user has quantities of a product or system, including various versions in inven-
tory. At some point in time, the User may decide to replace a specific product or a group of products.

For example, an airline might decide to replace a specific aircraft by tail number or replace an
entire fleet of aircraft over a period of time. Each aircraft, which has its own system life cycle, is
part of a much larger system such as a fleet of aircraft, which also has its own system life cycle.
To illustrate this point, Figure 7.2 provides an example.

Enterprise Level Life Cycles

Organization #1 Life Cycle

Organization #2 Life Cycle

Business Entity #2 Life Cycle

Line of Business #1 Life Cycle

Line of Business #2 Life Cycle J
I
1

Line of Business #1 Life Cycle

Product Model #1 Life Cycle |
Product Model #2 Life Cycle |

| Time >

Figure 7.2 System Life Cycles within Life Cycles
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Assume we have a corporation that has evolved over a number of years. Historically, we can
state that the business came into existence as Organizational Entity 1. As the business entity grows,
it changes its name and becomes Organizational Entity 2, and so forth.

If we examine the system life cycle of Organizational Entity 2, we might find that the organ-
ization evolves through several lines of business (LOBs): LOB 1, LOB 2, and so on. Within each
LOB, the organization has a core product line that consists of Product Model 1, which evolves into
Product Model 2, and so forth. Observe the overlapping of Product 1 and Product 2 life cycles. The
evolution of this product line continues until the organization decides to terminate the product or
LOB. How is this concept applied to the real world?

Application of System Life Cycles

We can apply the concept of system life cycles within system life cycles to an example such as
small engine developer. The organization, which has a life cycle, may evolve through a number of
organizational life cycles—as small business, corporation, and so on. During Organizational Life
Cycle 2, the organization may develop several LOBs—two-cycle engines, four-cycle engines, and
so on—to support marketplace opportunities such as lawn mowers, edgers, and small tractors. The
organization’s four-cycle LOB may evolve through Product Model 1, Product Model 2, and so
forth. Each product model builds on its predecessor (i.e., precedented system) to improve capabil-
ities and performance to meet marketplace needs.

The preceding discussion focused on a system or product suppliers system life cycles. The
same analogy applies to users of system, product, and services. Their organizations evolve through
similar life cycles. The differences occur when Product Model 1:

1. Fails.
2. Becomes to costly to maintain.
3. Is predicted to be vulnerable to system threats.

4. Lacks the specific level of capability or performance to meet predicted organizational needs.
Now, why is this relevant to SE? As a systems engineer, you need to understand what:

1. LOB the User is engaged in.

2. Opportunities, problems, or issues the User is chartered to address as part of its LOB.
We refer to this as the opportunity space; specific targets as targets of opportunity
(TOO,).

. Missions the User performs to support the LOB. We refer to this as the solution space.
. Capabilities are required to support solution space missions now and in the future.

. Existing systems, products, or services the User employs to provide those capabilities.

S it A W

. Deficiencies—or opportunities—exist in the current system, product, or service and how
you and your organization can cost effectively eliminate those deficiencies with new tech-
nologies, systems, products, or services.

Based on this knowledge and understanding, the SE’s role as a problem solver-solution developer
becomes crucial. The challenge is how do SEs work with Users and Acquirers to:

1. Collaboratively identify and partition the opportunity space into one or more solution
spaces,

2. Technically bound and specify the solution space in terms of capability and performance
requirements that are legally sufficient to procure systems, products, and services,
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3. Verify that the new system complies with those requirements,

4. Validate that the system developed satisfies the User’s original operational needs?

The remainder of this book is intended to answer this question.

Evolutionary Life Cycles

Although the preceding discussion appears straightforward, it can become very complicated, espe-
cially with highly complex, precedented systems even when the requirements are reasonably well
known. The question is: What happens when the requirements are not well known?

In this case the system, product, or service requirements evolve over a series of iterative system
development cycles that may include TEST markets. A planned product system life cycle may have
a System Development Phase that may include several prototype or technology demonstration life
cycles. Consider the following example.

EXAMPLE 7.1

An organization may award a series of sequential contracts to develop analyses, prototypes, and technology
demonstrators of a system. The key work product of each contract may be to mature and refine the system,
product, or service requirements of the preceding contract as a means of getting to a set of requirements that
can be used to develop the end product. This approach, which is referred to as spiral development, serves to
reduce system development risks when dealing with unprecedented or highly complex systems, new tech-
nologies, poorly defined requirements, and the like.

To better understand how a User acquires a new system and phases out the current system, let’s
explore the basic strategy.

7.5 SYSTEM TRANSITION STRATEGY
AND SEQUENCING OVERVIEW

During the System Operations and Support (O&S) Phase of System 1 as shown in Figure 7.3, a
decision event (1) occurs to replace System 1. The acquisition strategy is to bring the new System
2 “on-line” or into active service as noted by the First Article Field Delivery (5) event.

After a System Transition Period (6) for checkout and integration of System 2 into the HIGHER
ORDER SYSTEM, an Existing System Deactivation Order (7) is issued. At that time, System 2
becomes the primary system and System 1 enters the System Disposal Phase of its life cycle. At
some time period later, the disposal of System 1 is marked by the Existing System Disposal Com-
plete (8) event.

So, how do we initiate actions to get System 2 into active service by the planned new system’s
First Article Field Delivery (5) event without disrupting organizational operations? Let’s explore
that aspect.

When the new system Operational Need Decision (1) event is made, procurement actions (2)
are initiated to initiate System 2’s life cycle. Thus, the System Definition Phase of System 2’s life
cycle begins. System 2’s System Development Phase must be complete (4) and ready for field inte-
gration by the New System’s First Article Field Delivery (5) event. System 2 then enters the System
Operations and Support (O&S) Phase of its life cycle.

By the time the Existing System Deactivation Order (7) event is issued, System 2 must be “on-
line” and in active service. As a result, System 1 completes its life cycle at the Existing System Dis-
posal Complete (8) event thereby completing the transition.
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Figure 7.3 The Acquisition on New Systems and Phase-out of Legacy Systems

GENERAL EXERCISE

1. Answer each of the What You Should Learn from This Chapter points identified at the beginning of this

chapter.

ORGANIZATIONAL CENTRIC EXERCISE

1. Research system life cycle standards of the following organizations. Summarize your findings for each and
contrast them with your own system/product domain.

(a) Department of Defense (DoD)
(b) NASA

(¢) IEEE 1220-1998

(d) ANSI/EIA 632-1999
(e) International Council on Systems Engineering (INCOSE)
(f) International Organization of Standardization (ISO)

(g) ISO/EC 15288

(h) Your local organization

(i) Your customer’s life cycle

ADDITIONAL READING

ANSI/EIA 632-1999 Standard. 1999. Processes for Engi- tute of Electrical and Electronic Engineers (IEEE) New
neering Systems. Electronic Industries Alliance (EIA) York, NY.
Arlington, VA.
IEEE 1220-1998. 1998. IEEE Standard for Application and Cycle Processes. International Organization for Stan-
Management of the Systems Engineering Process. Insti- dardization (ISO). Geneva, Switzerland.

ISO/IEC 15288: 2002. System Engineering—System Life
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The Architecture of Systems

8.1 INTRODUCTION

Every human-made and natural system is characterized by a structure and framework that supports
and/or enables the integrated elements of the system to provide the system’s capabilities and
perform missions. We refer to this integrated framework as the system’s architecture.

This chapter introduces the System Architecture Concepts Series and provides an overview to
chapters that follow. We introduce the concept of the system element architecture via a construct
consisting of two key entities: 1) the SYSTEM OF INTEREST (SOI) and 2) its OPERATING
ENVIRONMENT.

Each of these entities is decomposed into lower tier elements. The SOI is composed of one or
more MISSION SYSTEM(s) (role) and a SUPPORT SYSTEM (role). The OPERATING ENVI-
RONMENT consists of: 1) HIGHER ORDER SYSTEMS domain and 2) a PHYSICAL ENVI-
RONMENT domain. We conclude our discussion by introducing the conceptual “building blocks,”
referred to as the system elements, for each domain.

What You Should Learn from This Chapter

1. What systems comprise the SYSTEM OF INTEREST (SOI)?

. What systems comprise the OPERATING ENVIRONMENT?

. Identify the MISSION SYSTEM and SUPPORT SYSTEM system elements?

. How do the MISSION SYSTEM and SUPPORT SYSTEM system elements differ?
. Identify the HIGHER ORDER SYSTEMS domain elements?

6. Identify the PHYSICAL ENVIRONMENT domain elements.

wn A W N

Before we begin, let’s define a few terms that are relevant to our discussion.

Definitions of Key Terms

* Abstraction An analytical representation of an entity for a specific purpose in which lower
level details are suppressed. For example, a “family” is an abstraction that suppresses lower
level entities such as father, mother, and children.

* Entity A noun-based person, place, or virtual object that represents a logical or physical
system entity.

» Entity Relationships The hierarchical relationships and interactions between multi-level
logical and physical system elements.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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* Environment “The natural (weather, climate, ocean conditions, terrain, vegetation, dust,
etc.) and induced (electromagnetic, interference, heat, vibration, etc.) conditions that con-
strain the design for products and their life cycle processes.” (Source: Kossiakoff and Sweet,
System Engineering, p. 448)

* Hierarchical Interactions Actions between authoritarian command and control systems
that lead, direct, influence, or constrain MISSION SYSTEM and SUPPORT SYSTEM
actions and behavior. For analytical purposes, we aggregate these systems into a single entity
abstraction referred to as the HIGHER ORDER SYSTEMS domain.

* Logical Entity Relationship A high-level, functional association that exists between two
system entities without regard to physical implementation.

* Object See entity.

* Physical Entity Relationship A physical, point-to-point interface between two or more
entities that may be unidirectional or bi-directional.

* System Element A label applied to classes of entities that comprise the MISSION
SYSTEM/SUPPORT SYSTEM, HIGHER ORDER SYSTEMS, or PHYSICAL ENVIRON-
MENT domains. As a convention, specific system element names are capitalized throughout
the text to facilitate identification and context of usage as illustrated in the descriptions below.

» System of Interest (SOI) The system consisting of a MISSION SYSTEM and its SUP-
PORT SYSTEM(s) assigned to perform a specific organizational mission and accomplish
performance-based objective(s) within a specified time frame.

* Taxonomy “A classification system. Provides the basis for classifying objects for identifi-
cation, retrieval and research purposes” (MORS Report, October 27, 1989. (Source: DoD
5000.59, Glossary A—Item 505, p. 163)

Based on this introduction, let’s begin our discussion with the introduction of the system architec-
ture construct.

8.2 INTRODUCING THE SYSTEM ARCHITECTURE CONSTRUCT

All natural and human-made systems exist within an abstraction we refer to as the system’s OPER-
ATING ENVIRONMENT. Survival, for many systems within the OPERATING ENVIRONMENT,
ultimately depends on system capabilities—physical properties, characteristics, strategies, tactics,
security, timing, and luck.

If we observe and analyze these systems and their patterns of behavior to understand how
they adapt and survive, we soon discover that they exhibit a common construct—template—that
describes a system’s relationship to their OPERATING ENVIRONMENT. Figure 8.1 provides a
graphical depiction of the construct. This construct establishes the foundation for all systems.

When systems interact with their OPERATING ENVIRONMENT, two types of behavior pat-
terns emerge:

1. Systems interact with or respond to the dynamics in their OPERATING ENVIRONMENT.
These interactions reflect peer-to-peer role-based behavioral patterns such as aggressor,
predator, benign, and defender or combinations of these.

2. System Responses—behavior, products, by-products, or services—and internal failures
sometime result in adverse or catastrophic effects to the system—creating instability,
damage, degraded performance, for example—that may place the system’s mission or sur-
vival at risk.
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When you analyze interactions of a SYSTEM OF INTEREST (SOI) with its OPERATING ENVI-
RONMENT, two fundamental types of behavior emerge:

1. Hierarchical interactions (i.e., vertical interactions under the command and control of higher
order systems).

2. Peer level interactions.
When a MISSION SYSTEM interacts with its OPERATING ENVIRONMENT, it:

1. Performs mission task assignments established by higher level, chain-of-command, deci-
sion authorities.

2. Interacts with external systems (i.e., human-made systems, natural environment, and its
induced operating environment during mission execution environment).

We characterize SOI interactions with its OPERATING ENVIRONMENT to include two types of
entities: 1) HIGHER ORDER SYSTEMS and 2) a PHYSICAL ENVIRONMENT.

The identification of OPERATING ENVIRONMENT domains enables us to expand the
System Architecture construct shown in Figure 8.1. The result is Figure 8.2.

Author’'s Note 8.1 Figure 8.2 features a subtlety that may not be readily apparent. Observe
that the PHYSICAL ENVIRONMENT is shown on the left and the SYSTEM OF INTEREST is placed
on the right-hand side.

Most engineering environments establish standards and conventions for interpretive reading.
For example, graphics read from left to right and from top to bottom. The convention is that data
processing and work flow progress from left to right. If we had placed the SOI on the left side and
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the OPERATING ENVIRONMENT on the right side, this would have created a false perception
that the SOI drives its OPERATING ENVIRONMENT.

Although the SYSTEM OF INTEREST does influence and may exercise some limited control
over the OPERATING ENVIRONMENT, the OPERATING ENVIRONMENT actually stimulates the
SOI to action and invokes a behavioral response. Where practical, we will employ this left-to-right
convention throughout the book.

8.3 INTRODUCTION OF THE SYSTEM ELEMENTS

As abstractions, the SYSTEM OF INTEREST (SOI)—meaning a MISSION SYSTEM and its
SUPPORT SYSTEM(s)—interact with HHGHER ORDER SYSTEMS and the PHYSICAL ENVI-
RONMENT within the SOI’s OPERATING ENVIRONMENT. Each of these abstractions is com-
posed of analytical building blocks referred to as the System Elements. The System Elements, when
integrated into an architectural framework, form the System Architecture that serves as a key con-
struct for system analysis and design. As an introduction to the System Elements, let’s identify and
define each element as it relates to the SOI and its operating environment.

To derive the system elements, we decompose or expand the SYSTEM OF INTEREST (SOI)
and its OPERATING ENVIRONMENT into lower levels of abstraction or classes. Table 8.1 pro-
vides a listing. We will describe each of these system elements later in their respective sections.

Author’s Note 8.2 Due ro the unique identities of the System Elements, this text CAPITALIZES
all instances of each term to facilitate easy recognition in our discussions.

Importance of the System Elements Concept

The System Elements concept is important for three reasons. First, the system elements enable us
to organize, classify, and bound system entity abstractions and their interactions. That is, it is a way
to differentiate what is and what is not included in the system. Second, the System Element Archi-
tecture establishes a common framework for developing the logical and physical system architec-

Table 8.1 Identification of system element classes by domain

Domain System Element Classes Apply to
SYSTEM OF  PERSONNEL * MISSION SYSTEM role
INTEREST (SOI) * FACILITIES * SUPPORT SYSTEM role

* EQUIPMENT

* MISSION RESOURCES

» PROCEDURAL DATA

* SYSTEM RESPONSES
OPERATING * ROLES and MISSIONS HIGHER ORDER
ENVIRONMENT * ORGANIZATIONAL STRUCTURE SYSTEMS

* OPERATING CONSTRAINTS

* RESOURCES

» HUMAN-MADE SYSTEMS PHYSICAL

* NATURAL ENVIRONMENT ENVIRONMENT

INDUCED ENVIRONMENT
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tures of each entity within the system hierarchy. Third, the system elements serve as an initial start-
ing point for allocations of multi-level performance specification requirements.

Despite strong technical and analytical skills, engineers are sometimes poor organizers of
information. Therein lies a fundamental problem for the engineering of systems. Being able to
understand and frame/structure the problem is 50% of the solution. The organizational framework
of the System Element Architecture concept provides the framework for defining the system and
its boundaries.

The challenge in analyzing and solving system development and engineering problems is being
able to identify, organize, define, and articulate the relevant elements of a problem (objectives,
initial conditions, assumptions, etc.) in an easy-to-understand, intelligible manner that enables us
to conceptualize and formulate the solution strategy. Establishing a standard analytical framework
enables us to apply “plug and chug” mathematical and scientific principles, the core strength of
engineering training, to the architecture of the system.

Problem Solving to Reduce Complexity

System analysis and engineering is deeply rooted in the concept of analytically decomposing large,
complex problems into manageable problems that can be easily solved. Unfortunately, many engi-
neers lack the training to be able to organize, structure, and analyze a system problem around its
system elements.

In practical terms, you should ingrain this concept as a basis for organizing and structuring rel-
evant parts your problem. However, a word of caution: Avoid temptation to tailor out relevant
system elements without supporting rationale that can withstand professional scrutiny. You may
pay a penalty in overlooked system design issues.

For now, we have one remaining system element concept to introduce—entity relationships
(ERs).

8.4 UNDERSTANDING SYSTEM ELEMENT
ENTITY RELATIONSHIPS

The architectural concept discussions that follow describe the entity relationships (ERs) between
each of the System Elements identified in Table 8.1. Before we begin these discussions, let’s intro-
duce the types of relationships that exist between these elements.

System element interactions can be characterized by two types of relationships: logical and
physical. Perhaps the best way to think of logical and physical relationships is to focus on one topic
at a time and then integrate the two concepts.

Logical Entity Relationships

The first step in identifying logical entity relationships is to simply recognize and acknowledge that
some form of association exists through deductive reasoning. You may not know the physical
details of the relationship—that is, how they link up—but you know a relationship does or will
exist. Graphically, we depict these relationships as simply a line between the two entities.

The second step is to characterize the logical relationship in terms of logical functions—
that is, what interaction occurs between them—must be provided to enable the two entities to
associate with one another. When we assemble the logical entities into a framework that graphi-
cally describes their relationships, we refer to the diagram as logical architecture. To illustrate, let’s
assume we have a simple room lighting situation as shown in Figure 8.3.
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“What Logical Association Exists Between Two System Entities”

Logical
Association
Step 1 €mmmm—— - - Light
Identify Logical Associations Source
o [[lumination

Logical Association Light
Step2 . T llumination | Source
Identify Logical Entities <
and their Interactions
o Light Control ® Power
v
Lighting .| Power
Control e Power Control Source

Figure 8.3 Logical Architecture Example

EXAMPLE 8.1

Room Lighting—Logical Architecture Entity Relationships The top portion of Figure 8.3 depicts a simple
ROOM LIGHTING SYSTEM consisting of a PERSON (entity) desiring to control a room LIGHT SOURCE
(entity). As a logical representation, we draw a line between the PERSON (entity) and the LIGHT SOURCE
(entity) to acknowledge the relationship. Thus, we state that the PERSON (entity) has a logical association
or entity relationship with the LIGHT SOURCE.

Author’s Note 8.3 Observe that we are interested in simply establishing and acknowledging
the need for the logical relationship—meaning capability. The need for the capability serves as the
basis for a specification requirement—meaning WHAT—and HOW much illumination is required.
HOW this logical entity relationship is physically implemented via design and components becomes
the basis for engineering analysis and design—with the application of mathematical and scientific
principles.

Next, we need a control mechanism for the LIGHT SOURCE (logical entity), which derives its energy from
a POWER SOURCE (logical entity). We complete the representation by connecting the PERSON (logical
entity) with the LIGHTING CONTROL (logical entity). The LIGHTING CONTROL enables the flow of
current from the POWER SOURCE to the LIGHT SOURCE. When energized, the LIGHT SOURCE illumi-
nates the room and the PERSON.

From this description you should note that we purposely avoided specifying HOW the:

1. PERSON (logical entity) interfaced with the LIGHTING CONTROL (logical entity).

2. LIGHTING CONTROL (logical entity) controlled the POWER SOURCE (logical entity).

3. POWER SOURCE (logical entity) provided current to the LIGHT SOURCE (logical entity).
4. LIGHT SOURCE (logical entity) illuminated the PERSON (logical entity).
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The diagram simply documents associative relationships. Additionally, we avoided specifying what mecha-
nisms were used for the LIGHTING CONTROL, POWER SOURCE, or LIGHT SOURCE. These decisions
will be deferred to our next topic.

Based on this logical representation, let’s investigate the physical implementation of the ROOM LIGHT-
ING SYSTEM.

Physical Entity Relationships

The physical implementation of system element interfaces requires more in-depth analysis and deci-
sion making. Why? Typically, cost, schedule, technology, support, and risk become key drivers that
must be “in balance” for the actual implementation. Since there should be a number of viable can-
didate options available for implementing an interaction, trade studies may be required to select
the best selection and configuration of physical components. Graphically, we refer to the physical
implementation of an interface as a physical representation.

As we select components (copper wire, light switches, lighting fixtures, etc.), we configure
them into a system block diagram (SBD) and electrical schematics that depict the physical rela-
tionships. These diagrams become the basis for the Physical System Architecture. To illustrate a
physical architecture depicting physical entity relationships, let’s continue with our previous
example.

EXAMPLE 8.2

Room Lighting—Physical Architecture Entity Relationships After some analysis we develop a physical
representation or physical system architecture of the ROOM LIGHTING SYSTEM. As indicated by Figure
8.4, the system consists of the following physical entities: a POWER SOURCE, WIRE 1, WIRE 2, LIGHT
SWITCH, a BUILDING STRUCTURE, a PERSON, and a LIGHT RECEPTACLE containing a LIGHT
BULB. The solid black lines represent electrical interfaces; the dashed lines represent mechanical interfaces.
In physical terms, the BUILDING STRUCTURE provides mechanical support for the LIGHT SWITCH,
WIRE 1, WIRE 2, and LIGHT FIXTURE that holds the LIGHT BULB.

When the PERSON (physical entity) places the LIGHT SWITCH (physical entity) in the ON position,
AC current (physical entity) flows from the POWER SOURCE (physical entity) through WIRE 1 (physical
entity) to the LIGHT SWITCH (physical entity). The AC current (physical entity) flows from the LIGHT
SWITCH (physical entity) through WIRE 2 (physical entity) to the LIGHT RECEPTACLE (physical entity)
and into the LIGHT BULB. Visible light is then transmitted to the PERSON until the LIGHT SWITCH is
placed in the OFF position, the LIGHT BULB burns out, or the POWER SOURCE is disconnected.

Logical and Physical Architecture Approach

The partitioning and sequencing of these discussions provides a fundamental portion of the method-
ology for developing systems, products, or services. If you observe and analyze human behavior,
you will discover that humans characteristically have difficulty deciding WHAT decisions to make
and the strategic steps required to make those decisions. We desire lots of information but are often
unable to synthesize all of the data at the individual or team levels to arrive at an encompassing,
multi-level design solution in a single decision. As a result, the ramifications of the decision-making
process increases exponentially with the size and complexity of the system.

Given this characteristic, humans need to incrementally progress down a decision path from
simple, high-level decisions to lower level detail decisions based on the higher level decisions. The
flow from logical to physical entity relationships enables us to incrementally decompose com-
plexity. Illustrations enable us to progress from simply acknowledging the existence of a relation-
ship to detailed decisions regarding HOW the logical relationship can be physically implemented.
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Figure 8.4 Logical-Physical Representations

As summarized in Figure 8.4, we evolve the logical architecture representation of the Room Light-
ing System from the abstract to the detailed physical architecture representation.

This point is important. It provides the basis for a later discussion when we introduce the
concept of the system solution domains in Part II. The domain solutions include: 1) a Requirements
Domain Solution, 2) an Operational Domain Solution, 3) a Behavioral Domain Solution, and 4) a
Physical Domain Solution.

8.5 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern the architecture of systems.

Principle 8.1 System interact with external entities in their OPERATING ENVIRONMENT and
themselves.

Principle 8.2 Every system serves at the pleasure of higher order, human and natural systems
that exercise authority over the system and its operation.

Principle 8.3 Every system is part of a larger system of systems (SoS).

8.6 SUMMARY

Our discussion in this chapter introduced the fundamental concepts that form the basis for the system archi-
tecture. We introduced the concepts of the OPERATING ENVIRONMENT, SYSTEM OF INTEREST (SOI),
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MISSION SYSTEM, and SUPPORT SYSTEM, and their interactions. We also decomposed each of these enti-
ties into classes or sets of systems elements.

The next chapter on system architecture levels of abstraction and semantics complements the discussion
of this chapter by introducing the way system elements expand into lower level abstractions. In the two sub-
sequent chapters we will discuss the SYSTEM OF INTEREST (SOI) architecture and the OPERATING
ENVIRONMENT architecture, and identify system elements within their respective abstractions and describe
those system elements in terms of the SOI and OPERATING ENVIRONMENT architectures.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions.

(a) Identify and bound the SOI’s OPERATING ENVIRONMENT
(b) Identify and bound the HIGHER ORDER SYSTEMS, PHYSICAL SYSTEMS ENVIRONMENT,
MISSION SYSTEM, and SUPPORT SYSTEM

ORGANIZATIONAL CENTRIC EXERCISES

1. Contact a system development program and investigate how their SOI interfaces with HHGHER ORDER
SYSTEMS, PHYSICAL SYSTEMS ENVIRONMENT, and SUPPORT SYSTEM. How are these elements
addressed in their system architecture diagrams? Report on your findings and observations.

REFERENCES

KOSSIAKOFF, ALEXANDER, and SWEET, WILLIAM N. 2003.  DoD 5000.59-M. 1998. DoD Modeling and Simulation
Systems Engineering Principles and Practice. New York: (M&S) Glossary Washington, DC: Department of
Wiley-InterScience. Defense.

ADDITIONAL READING

FM 770-78. 1979. System Engineering Field Manual. Washington, DC: Headquarters—Department of the Army.



Chapter 9

System Levels of Abstraction
and Semantics

9.1 INTRODUCTION

Every natural and human-made system is part of a HIGHER ORDER SYSTEM. The universe, for
example, can be viewed as a hierarchy of systems. Any system within that hierarchy is composed
of lower level systems. As such, we refer to it as a system of systems (SoS). Systems within the
hierarchy range from infinitely large, complex systems that exceed human comprehension and
knowledge down to the smallest instance of physical matter.

When humans, especially system analysts and SEs, attempt to communicate about systems
within the hierarchy of systems, the context of their viewpoint and semantics becomes a critical
communications issue. Despite the breadth of the English language in terms of words, those appli-
cable to the engineering of systems are finitely limited. Thus, when we attempt to apply a limited
set of semantics to large numbers of system levels, confusion ultimately results.

A common comment that echoes throughout engineering development organizations is Whose
system are you referring to? The question surfaces during conversations among Users, the Acquirer,
and System Developers. Engineering organizations grapple with trying to understand the context
of each person’s semantics and viewpoint of the system. The problem is exacerbated by a mixture
of SEs with varying degrees of semantics knowledge derived from: 1) on the job training (OJT),
2) personal study, 3) brochureware, and 4) formal training.

This section introduces the concept of system levels of abstraction that form the semantics
frame of reference used in this text. We define the context of each level of abstraction. Given that
system size and complexity vary from system to system, we describe how to tailor these levels to
your SYSTEM OF INTEREST (SOI). We conclude with some guidelines that govern system
decomposition and integration.

What You Should Learn from This Chapter

e What is an abstraction?

* For a six-level system, what are its levels of abstraction?

* How do you tailor the levels of abstraction to fit your system?

* Describe the scope and boundaries of a Level O or Tier O System?

* Describe the scope and entity relationships of a Level 1 or Tier 1 System?

* Describe the scope and entity relationships of a Level 2 or Tier 2 System?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.

76



9.2 Establishing a Semantics Frame of Reference 77

* Describe the scope and entity relationships of a Level 3 or Tier 3 System?
* Describe the scope and entity relationships of a Level 4 or Tier 4 System?
* Describe the scope and entity relationships of a Level 5 or Tier 5 System?
* Describe the scope and entity relationships of a Level 6 or Tier 6 System?
* Describe the scope and entity relationships of a Level 7 or Tier 7 System?

* For an eight-level system, identify entity relationships between the various levels of
abstraction

* For an eight-level system, identify the entity relationships for system integration.

Definitions of Key Terms

* Product Structure The hierarchical structure of a physical system that represents decom-
positional relationships of physical entities. A top assembly drawing, specification tree, and
a bill of materials (BOM) are primary documents for describing a SYSTEM’s product
structure.

9.2 ESTABLISHING A SEMANTICS FRAME OF REFERENCE

One of your first tasks as a system analyst or SE is to establish a semantics frame of reference for
your SYSTEM OF INTEREST (SOI). When most people refer to systems, they communicate about
a system from their own observer’s frame of reference of everyday work tasks. When you listen to
communications between Users, the Acquirer, and System Developers, you soon discover that one
person’s SYSTEM equates to another person’s SUBSYSTEM, and so forth.

The System Context and Integration Points

When a system is specified and procured, one of the key issues is to understand the SYSTEM OF
INTEREST (SOI) or deliverable system’s context within the User’s OPERATING ENVIRON-
MENT. From a hierarchical system of systems (SoS) context, a System Developer’s contract deliv-
erable system is an entity within the User’s HHGHER ORDER SYSTEM abstraction. We refer to
the location within the HIGHER ORDER SYSTEM where the deliverable system is integrated as
its Integration Point (IP).

Who Is the System’s User?

Part of the challenge in defining the SYSTEM OF INTEREST (SOI) is identifying the User(s).
Some systems have both direct and indirect Users. Consider the following example:

EXAMPLE 9.1

A computer system may have several Users. These include:

1. The day-to-day operator of the computer system.
. Maintenance personnel.
. Personnel who receive work products generated by the computer system.

. Trainers who provide hands-on instruction to the operators.

wn A W N

. Electronic mail recipients.

So, when you say you are developing a system for the “User,” to which user are you referring?
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Solving the Semantics Communication Problem

One of the ways to alleviate this problem is to establish a standard set of semantics that enable SEs
from all disciplines to communicate intelligibly using a common contextual language. We need to
establish a standard semantics convention. Once the convention is established, update the appro-
priate command media—meaning the organizational policies and procedures for use in training
organizational personnel.

9.3 UNDERSTANDING SYSTEM LEVELS OF ABSTRACTION

When we address the deliverable system context, we need a standard way of communicating the
embedded levels of abstraction. Since all systems are hierarchical, the User’s system may be a sup-
porting element of HIGHER ORDER SYSTEM. Given the large number of direct and indirect
Users of the system, how can we establish a simple method of communicating these levels of
abstraction? First, let’s define the term:

Author’s Note 9.1 On the surface, you may view the discussion in this section as academic
and esoteric. The reality is you, your customer (the User, Acquirer, etc.), and vendors must reach
a common consensus as to WHAT IS and WHAT IS NOT part of the SOI or deliverable system.
Does your contract or agreement explicitly delineate boundaries of the deliverable system? Ulti-
mately, when the system is verified and validated, you do not want any contract conflicts as to
WHAT IS or IS NOT included in the deliverable system.

In the contracts world, objective evidence such as a Statement of Objectives (SOOs), System
Performance Specification (SPS), Contract Work Breakdown Structures (CWBSs), and Terms and
Conditions (Ts&Cs) serve as mechanisms for documenting the understanding between both parties
regarding the system’s boundaries and work to be accomplished relative to those boundaries. As
such, they provide the frame of reference for settling programmatic and technical issues. In general,
undocumented intentions and assumptions about a system’s boundaries are unacceptable.

How the term abstraction applies to systems is illustrated in Figure 9.1. Beginning in the upper
left corner, a system, product, or service consists of an initial set of loosely coupled entities such
as ideas, objectives, concepts, and parts (i.e., items A through N).

If we analyze these entities or objects, we may determine that various groupings may share a
common set of objectives, characteristics, outcomes, etc. as illustrated in the lower left portion of
the figure. We identify several groupings of items:

1. Entity 10 consists of Entities A and E.

2. Entity 20 consists of Entities C, F, and /.

3. Entity 30 consists of Entities D, J, H, and M.
4. Entity 40 consists of Entities B, K, L, N, and O.

Each entity represents a class of object or abstraction. Abstractions or classes of objects are actu-
ally hierarchical groupings that suppress lower level details as illustrated by the right side of the
Figure 9.1. Here we have a structure that represents the hierarchical structure, or taxonomy, of a
system and each of its levels of abstraction.

The concept of generic levels of abstraction is useful information for simple systems. However,
large, complex systems involve multiple levels of detail or abstraction. Where this is the case, How
do system analysts and SEs delineate one level of abstraction from another? They do this by estab-
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Figure 9.1 Definition of Abstraction

lishing an observer’s frame of reference convention. In a contractual context, the contract estab-
lishes the basis.

Establishing a Frame of Reference Convention

Some organizations establish a contextual frame of reference convention for a system to facilitate
communications about specific entities within the system. The intent is to designate a reference
point for the deliverable system. One example convention employs Level 0, Level 1, Level 2, and
so forth semantics as depicted in Figure 9.2. Another convention employs Tier 0, Tier 1, and so
forth semantics. However, Levels or Tiers 0 through X are simply identifiers that need more explicit
nomenclature labels. Table 9.1 provides an example nomenclature naming convention and a brief,
scoping definition.

The key point of this discussion is for you and your colleagues to establish a semantics con-
vention (Level O/Tier 0, Level 1/Tier 1, etc.) that enables the team to communicate with a common
frame of reference relative to the User’s system—i.e. Level O or Tier 0. Based on an understand-
ing of the system levels of abstraction, let’s explore how we define and depict these graphically.

Relating System Levels of Abstraction and Semantics to
System Architecture

The preceding discussion describes each level and entity in terms of its hierarchical and peer
level entity relationships. These relationships provide the basic framework for defining the system
logical and physical architectures discussed later in Part II on System Design and Development
Practices.



80 Chapter 9 System Levels of Abstraction and Semantics
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Tailoring Levels of Abstraction for Your System’s Application

The preceding discussion also introduced a set of semantics for application to large, complex
systems. You and your organization may or may not have an eight-level system. Tailor the number
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of system levels of abstraction to match your system’s application.

To illustrate this point, Figure 9.3 presents a tailored application of the standard system levels.
The left side of the figure represents the standard system levels; the right side represents an orga-
nization’s tailoring of the standard system levels. In this case the organization has adopted the fol-
lowing semantics: User system, SYSTEM, SUBSYSTEM, ASSEMBLY, and PART levels. As a
result reference level numbers. (Level 1, Level 2, etc.) have been sequentially applied to match the

tailoring.

9.4 SYSTEM DECOMPOSITION AND INTEGRATION

DESIGN GUIDELINES

System structures are viewed from two SE perspectives:

1. Analytically, as a top-down, hierarchical decomposition or expansion.

2. Physically, as bottom-up, vertically integrated sets of entities.

System composition entity relationships (ERs) enable us to analytically decompose hierarchical
systems into manageable design levels of complexity. Figure 9.4 provides a framework for the rules

stated in Table 9.2.
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Table 9.1 System levels of abstraction descriptions

Level
or Tier

Nomenclature
(Optional)

Scoping Definition

0

User’s
SYSTEM Level

SYSTEM Level

SEGMENT Level
(optional)

PRODUCT Level
(optional)

SUBSYSTEM
Level

ASSEMBLY
Level

A level of abstraction that represents the User’s business environment with
your SYTEM OF INTEREST (SOI) as an embedded element. We refer to
this as the Level O or Tier 0 system.

A level of abstraction that describes on the top-level representation of your
SOI from the organization’s (observer’s) frame of reference.

Architectural representations (i.e., an architectural block diagram, ABD)

of the SYSTEM level include the SOI boundaries, interfaces to external
systems in the operating environment, and embedded SEGMENT level
entities (if applicable) or PRODUCT level entities and their interfaces. This
level of abstraction is referred to as a Level 1 or Tier 1 system.

Refers to system entities at the first level of decomposition below the

SYSTEM level. Each instance of a SEGMENT level entity is referred to as

a Level 2 or Tier 2 system.

An architectural representation of a SEGMENT level entity includes:

1. Level 3 or Tier 3 PRODUCTS and lower level entities.

2. Their internal PRODUCT level relationships.

3. The SEGMENT’s relationships with external entities within the SYSTEM
(i.e., with other SEGMENTS) and external systems beyond the
SYSTEM’s boundaries, as applicable. Consider the following example:

EXAMPLE 9.2 A communications SYSTEM might consist of land-based,
sea-based, air-based, and space-based SEGMENTS.

Refers to system entities at the first level of decomposition below the

SEGMENT level. Each instance of a PRODUCT Level entity is referred to

as a Level 3 or Tier 3 system.

An architectural representation of a PRODUCT level entity includes:

1. Level 4 or Tier 4 SUBSYSTEMS and lower level entities.

2. Their internal SUBSYSTEM level entity relationships.

3. The PRODUCT’s relationships with external entities within the SYSTEM
(i.e., with other PRODUCTYS) and external systems beyond the
SYSTEM’s boundaries, as applicable.

Refers to system entities at the first level of decomposition below the

PRODUCT Level. Each instance of a SUBSYSTEM level entity is referred

to as a Level 4 or Tier 4 system.

An architectural representation of a SUBSYSTEM level entity includes:

1. Level 5 or Tier 5 ASSEMBLIES and lower level entities.

2. Their internal ASSEMBLY level entity relationships.

3. The SUBSYSTEM'’s relationships with external entities within the
SYSTEM (i.e., with other SUBSYSTEMS) or external systems beyond
the SYSTEM’s boundaries, as applicable.

Refers to system entities at the first level of decomposition below the
SUBSYSTEM level. Each instance of an ASSEMBLY level entity is
referred to as a Level 5 or Tier 5 system.

An architectural representation of an ASSEMBLY level entity includes:

(continued)
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Table 9.1 continued

Level Nomenclature Scoping Definition
or Tier (Optional)

=

. Level 6 or Tier 6 COMPONENTS and lower level entities.

. Their internal SUBASSEMBLY level entity relationships.

3. The ASSEMBLY s relationships with external entities within the
SYSTEM (i.e., with other ASSEMBLIES) or external systems beyond
the SYSTEM’s boundaries, as applicable.

[

6 SUBASSEMBLY  Refers to system entities at the first level of decomposition below the
Level ASSEMBLY level. Each instance of a SUBASSEMBLY level entity is

referred to as a Level 6 or Tier 6 system.

Architectural representation of a SUBASSEMBLY Level entity includes:

1. Level 7 or Tier 7 PARTS.

2. Their internal PART level entity relationships.

3. The SUBASSEMBLY s relationships with external entities within the
SYSTEM (i.e., with other SUBASSEMBLIES) or external systems
beyond the SYSTEM'’s boundaries, as applicable.

7 PART Level Refers to the lowest level decompositional element of a system.
An architectural representation of a PART includes form factor envelope
drawings, schematics, and models.

Author’s Note 9.2 Engineering drawings, which are produced at all

system levels of abstraction, consist of two basic types:

1. Dimensional drawings or schematics for internally developed or
externally procured and modified internally items.

2. Source control drawings that bound part parameters and characteristics
for externally procured parts.

For software systems, the PART level equates to a source line of code

(SLOCQ).

Author’s Note 9.3 Hierarchical decomposition follows the same rules as outlining a report.
Avoid having a single item subordinated to a higher level item. Good design practice suggests that
you should always have at least two or more entities at a subordinated level. In the case of systems
this does not mean that the subordinate entities must be at the same level of abstraction.

For example, the Bill of Materials (BOM)—meaning a parts list—for a top level assembly
within a product structure may consist of at least one or more SUBSYSTEMS, one or more ASSEM-
BLIES, and at least one or more PARTS kit (e.g., nuts and bolts). If we depict the BOM as an inden-
tured list, the PARTS kit used to mechanically and electrically connect the SUBSYSTEMS and
ASSEMBLIES into an INTEGRATED SYSTEM may be at the same level of abstraction as the SUB-
SYSTEMS and ASSEMBLIES.

As a final note, this text treats entities at any level of abstraction as components of the system.

9.5 SUMMARY

Our discussion in this chapter has introduced the hierarchical concept of system levels of abstraction and
semantics. This hierarchical framework enables SEs to standardize analysis and communications about their
SYSTEM OF INTEREST (SOI). The intent of a semantics convention is to synchronize members of a System
Developer’s team, the Acquirer, and the User on a common set of terms to use in communicating complex
hierarchies.
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Table 9.2 System entity decomposition and integration rules

Level or Tier Entity Entity Decomposition/Integration rules

0 User Level The User’s SYSTEM is bounded by its organizational mission and
consists of the system element assets required to accomplish that
mission within its OPERATING ENVIRONMENT.

1 SYSTEM Level Each instance of a SYSTEM consists of at least two or more
instances of SEGMENT, PRODUCT, SUBSYSTEM, ASSEMBLY,
SUBASSEMBLY, or PART level entities or combinations thereof.

2 SEGMENT Level If the SEGMENT level of abstraction or class is applicable, each
SEGMENT level entity consists of at least two or more instances of
PRODUCT, SUBSYSTEM, ASSEMBLY, SUBASSEMBLY, or PART
level entities or combinations thereof.

3 PRODUCT If the PRODUCT level of abstraction or class is applicable, each
Level instance of a PRODUCT level entity consists of at least two or
more instances of SUBSYSTEM, ASSEMBLY, SUBASSEMBLY, or
PART level entities or combinations thereof.

4 SUBSYSTEM If the SUBSYSTEM level of abstraction or class is applicable, each
Level instance of a SUBSYSTEM level entity consists of at least two or
more instances of ASSEMBLY, SUBASSEMBLY, or PART level
entities or combinations thereof.

5 ASSEMBLY If the ASSEMBLY level of abstraction or class is applicable, each
Level instance of an ASSEMBLY level entity consists of at least two or
more instances of SUBASSEMBLY or PART level entities or
combinations thereof.

6 SUBASSEMBLY  If the SUBASSEMBLY level of abstraction or class is applicable,
Level each instance of a SUBASSEMBLY level entity must consist of at
least two or more instances of PART level entities.
7 PART The PART level is the lowest decompositional element of a system.
Level

Note: For hierarchical decomposition, read the table top-down from Level O to Level 7 order; for integration, read the
table bottom-up in reverse order—from Level 7 to Level 0.

As part of our discussion, we provided a mechanism for System Developers that allows them to bench-
mark their system in the context of the User’s larger system. This was accomplished using the Level O or Tier
0 convention. This convention, or whatever you and your team decide to use, must answer the central ques-
tion, Whose system are you referring to?

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new selection, apply your knowledge derived from this chapter’s topical
discussions.

(a) Equate system levels of abstraction to multi-level entities of the physical system selected.

(b) Develop an entity relationships diagram that identifies physical entity relationships.



Organization Centric Exercises

ORGANIZATION CENTRIC EXERCISES

1. Contact a program organization and investigate what levels of abstraction and semantics are used.
2. Research your organization’s command media for guidance in identifying levels of abstraction.
(a) What guidance, if any, is provided?
(b) How does each program establish its own guidance?
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Chapter 10

The System of Interest Architecture

10.1

INTRODUCTION

The central focal point for the development of any system is the SYSTEM OF INTEREST (SOI)
consisting of the MISSION SYSTEM(s) and its SUPPORT SYSTEM(s). Since every system within
the supply chain performs two roles—MISSION SYSTEM and SUPPORT SYSTEM—analysis
reveals that each role consists of seven classes of system elements that form its architectural
framework.

This section introduces the concept of SOI system elements. We identify the system elements
and describe the System Element Architecture that forms the analytical basis for analyzing systems
and their interactions with their OPERATING ENVIRONMENT. We describe the scope and bound
the contents of each element.

What You Should Learn from This Chapter

What is an SOI?
What are the key elements of an SOI?

Graphically depict the generalized system architecture of an SOI including its external
interfaces.

What are the key elements of a MISSION SYSTEM?

Graphically depict the generalized system architecture of a MISSION SYSTEM including its
external interfaces.

What is the scope of the PERSONNEL, EQUIPMENT, MISSION RESOURCES, PROCE-
DURAL DATA, FACILITIES, and SYSTEM RESPONSES elements?

What are the key elements of the EQUIPMENT Element?
Why is the SOFTWARE Element separate from the EQUIPMENT Element?
What are the key elements of the SUPPORT SYSTEM?

Graphically depict the generalized system architecture of a SUPPORT SYSTEM including
its external interfaces.

How does the MISSION SYSTEM architecture differ from the SUPPORT SYSTEM
architecture?

What are the key elements of a SUPPORT SYSTEM'’s EQUIPMENT Element?
What are CSE and PSE?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Figure 10.1 The System of Interest (SOI) Architecture and its System Elements

10.2 THE SYSTEM ELEMENT ARCHITECTURE CONSTRUCT

Every human-made system consists of a generalized framework we refer to as the System Element
Architecture (SEA). The SEA represents a logical arrangement of system elements that serve as gen-
eralized construct or template for systems design and analysis. Figure 10.1 provides a graphical
representation of the SEA. To promote readability and simplicity in the figure, the OPERATING
ENVIRONMENT is abstracted as a single entity.

Every system performs MISSION SYSTEM and SUPPORT SYSTEM roles as part of its
tasking from HIGHER ORDER SYSTEMS. Regardless of the system role, each system consists
of combinations of system elements with specific system and mission objectives.

Mission System and Support System Compositional Elements

Each MISSION SYSTEM and SUPPORT SYSTEM consists of a unique set of integrated system
elements that enable the system to accomplish its mission and objectives. The mission/support
system elements are PERSONNEL, EQUIPMENT, SOFTWARE, MISSION RESOURCES,
PROCEDURAL DATA, and SYSTEM RESPONSES. Table 10.1 relates each of these elements to
the MISSION SYSTEM and SUPPORT SYSTEM roles.

Author’s Note 10.1 MISSION SYSTEMS such as aircraft, vehicles, etc. do not have a FACIL-
ITIES Element. In contrast, a home or an office owned by the occupants, as a MISSION SYSTEM,
does have a FACILITIES Element.

SOl Architectural System Elements

The System Element Architecture consists of analytical abstractions that represent the SYSTEM
OF INTEREST (SOI) interactions with its OPERATING ENVIRONMENT. The SOI consists of
the MISSION SYSTEM as an abstraction with interfaces to the SUPPORT SYSTEM.
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Table 10.1 System elements common to MISSION SYSTEM and SUPPORT SYSTEM roles

System Element MISSION SYSTEM Role SUPPORT SYSTEM Role
PERSONNEL . .
EQUIPMENT . .
MISSION RESOURCES . .
PROCEDURAL DATA . .
SYSTEM RESPONSES . .
FACILITIES .

EXAMPLE 10.1

A new automobile serves a MISSION SYSTEM (role) for the User. The transporter vehicle that delivers the
new car to the dealership where the car is purchased serves as a SUPPORT SYSTEM (role) to the MISSION
SYSTEM. To the organization that owns and operates the transporter, the transporter vehicle performs a
MISSION SYSTEM role.

The PERSONNEL System Element

The PERSONNEL element 1) consists of all human roles required to perform the system mission
operations in accordance with safe operating practices and procedures, and 2) has overall account-
ability for accomplishing mission objectives assigned by HIGHER ORDER SYSTEMS.

e MISSION SYSTEM PERSONNEL Roles Include all personnel directly required to
operate the MISSION SYSTEM and accomplish its objectives. In general, these personnel
are typically referred to as System Operators.

* SUPPORT SYSTEM PERSONNEL Roles Include personnel who support the MISSION
SYSTEM through maintenance, supply support, training, publications, security, and other
activities.

The EQUIPMENT System Element

The EQUIPMENT system element consists of any physical, multi-level, electromechanical optical
device that represents an integration of the HARDWARE Element and the SOFTWARE Element,
if applicable. This integration of elements is:

1. Developed and/or procured to satisfy a system entity capability and performance
requirement.

2. Used to operate and maintain the system.

3. Used to generate or store energy required by the system.

4. Used to dispose of a system.

The ultimate success of the MISSION SYSTEM requires that the EQUIPMENT Element be oper-
ationally available and fully capable of supporting the system missions and the safety of its PER-
SONNEL to ensure a level of success. As a result specialty engineering (reliability, availability,
maintainability, vulnerability, survivability, safety, human factors, etc.) becomes a key focus of the
EQUIPMENT Element. Depending on the application, EQUIPMENT may be fixed, transportable,
or mobile.
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The HARDWARE System Element

The Hardware Element represents the integrated set of multi-level, physical components—mechan-
ical, electrical/electronic, or optical less software—configured in accordance with the system archi-
tecture. Whereas the Hardware Element is common to both the MISSION SYSTEM and the
SUPPORT SYSTEM, there are difference in the classes of components. MISSION SYSTEM hard-
ware components are physically integrated to provide the capabilities required to accomplish
mission objectives. SUPPORT SYSTEM hardware components consist of tools required to main-
tain and support the MISSION SYSTEM. These tools are categorized as: 1) Common Support
Equipment (CSE) and 2) Peculiar Support Equipment (PSE).

Common Support EQUIPMENT (CSE). Common support equipment (CSE) consists of the
items required to support and maintain the system or portions of the system while not directly
engaged in the performance of its mission. CSE items are in the organization’s inventory for support
of other systems. CSE excludes:

* Overall planning, management and task analysis functions inherent in the work breakdown
structure element, Systems Engineering/Program Management.

e Common support equipment, presently in the inventory or commercially available, bought
by the User, not by the Acquirer.

Peculiar Support EQUIPMENT (PSE). MIL-HDBK-881 characterizes peculiar support
equipment (PSE) as follows:

... the design, development, and production of those deliverable items and associated software
required to support and maintain the system or portions of the system while the system is not directly
engaged in the performance of its mission, and which are not common support equipment (CSE).

(Source: Mil-HDBK-881, Appendix H, para. 3.6).
PSE includes:

e Vehicles, equipment, tools, etc., used to fuel, service, transport, hoist, repair, overhaul, assemble,
disassemble, test, inspect, or otherwise maintain mission equipment.

e Any production of duplicate or modified factory test or tooling equipment delivered to the (Acquirer)
for use in maintaining the system. (Factory test and tooling equipment initially used by the contractor
in the production process but subsequently delivered to the (Acquirer) will be included as cost of the
item produced.)

e Any additional equipment or software required to maintain or modify the software portions of the
system.

(Source: Mil-HDBK-881, Appendix H, para. 3.6).

CSE and PCE Components

Common support equipment (CSE) and peculiar support equipment (PSE) each employ two cate-
gories of equipment that are common to both types: 1) test, measurement, and diagnostics equip-
ment (TMDE) and 2) support and handling equipment.

Test, Measurement, and Diagnostics Equipment (TMDE). MIL-HDBK-881 characterizes
test, measurement, and diagnostics equipment (TMDE) as follows:

... consists of the peculiar or unique testing and measurement equipment which allows an operator
or maintenance function to evaluate operational conditions of a system or equipment by performing
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specific diagnostics, screening or quality assurance effort at an organizational, intermediate, or depot
level of equipment support.
TMDE, for example, includes:

» Test measurement and diagnostic equipment, precision measuring equipment, automatic test equipment,
manual test equipment, automatic test systems, test program sets, appropriate interconnect devices,
automated load modules, taps, and related software, firmware and support hardware (power supply
equipment, etc.) used at all levels of maintenance.

Packages which enable line or shop replaceable units, printed circuit boards, or similar items to be
diagnosed using automatic test equipment.

(Source: Mil-HDBK-881, Appendix H, para. 3.7.1)

Support and Handling EQUIPMENT. Support and handling EQUIPMENT consists of the
deliverable tools and handling equipment used for support of the MISSION SYSTEM. This includes
“. .. ground support equipment (GSE), vehicular support equipment, powered support equipment,
unpowered support equipment, munitions material handling equipment, materiel-handling
equipment, and software support equipment (hardware and software).” (Source: Mil-HDBK-881,
Appendix H, para. 3.7.2)

The SOFTWARE System Element

The SOFTWARE element consists of all software code (source, object, etc.) and documentation
required for installation, execution, and maintenance of the EQUIPMENT Element. You may ask
why some organizations separate the SOFTWARE Element from its EQUIPMENT element. There
are several reasons:

1. EQUIPMENT and SOFTWARE may be developed separately or procured from different
vendors.

2. SOFTWARE may provide the flexibility to alter system capabilities and performance
(decision-making, behavior, etc.) without having to physically modify the EQUIPMENT,
assuming the current EQUIPMENT design is adequate.

Author’s Note 10.2 The EQUIPMENT element consists of integrated HARDWARE and SOFT-
WARE as subordinated and supporting elements. Engineers become prematurely focused with
hardware and software details long before higher level SOI decisions have been made—namely
EQUIPMENT requirements. EQUIPMENT decisions lead to lower level HARDWARE and SOFT-
WARE use cases and decisions. These decisions subsequently lead to the question: What capabil-
ities should be implemented in HARDWARE versus those implemented in SOFTWARE?

SE logic says that HARDWARE and SOFTWARE may be separately procurable items. The under-
lying philosophy is SOFTWARE, as a system element, should be isolated to accommodate modi-
fication without necessarily having to modify the HARDWARE.

Application specific SOFTWARE can be procured as a separate item, regardless of its posi-
tion within the system structure as long as a controlled software requirements specification (SRS)
exists for the item’s development. As new versions of application specific SOFTWARE are released,
the User can procure the item without modifying the EQUIPMENT. There may be exceptions,
however, where SOFTWARE requirements and priorities force the User to upgrade the computer
HARDWARE capabilities and performance.
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Figure 10.2 System Element Entity Relationships Matrix

The PROCEDURAL DATA System Element

The PROCEDURAL DATA element consists of all documentation that specifies HOW to safely
operate, maintain, deploy, and store the EQUIPMENT Element. In general, the PROCEDURAL
DATA Element is based on operating procedures. Operating procedures document sequences of
PERSONNEL actions required to ensure the proper and safe operation of the system to achieve its
intended level of performance under specified operating conditions. The PROCEDURAL DATA
Element includes items such as reference manuals, operator guides, standard operating practices
and procedures (SOPPs), and checklists.

Author’s Note 10.3 Unfortunately, many people view checklists as bureaucratic nonsense,
especially for organizational processes. Remember, checklists incorporate lessons learned and best
practices that keep you out of trouble. Checklists are a state of mind—you can view them as
“forcing” you to do something or as a “reminder” to “think about what you may have overlooked.”
As a colleague notes, when landing an aircraft, if the checklist says to “place the landing gear in
the deployed and locked position,” you may want to consider putting the landing gear down before
you land! Bureaucratic or not, the consequences for a lack of compliance can be catastrophic!

The MISSION RESOURCES System Element

The MISSION RESOURCES element includes all data, consumables, and expendables required
on-board to support the system mission. This element consists of:

1. Data to enable the EQUIPMENT and the PERSONNEL Elements to successfully plan and
conduct the mission based on “informed” decisions.

2. Consumables such as fuel and water to support the EQUIPMENT and PERSONNEL Ele-
ments during the mission.
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3. Expendables such as personal and defensive systems and products to ensure a safe and
secure mission.

4. Recorded data for postmission performance analysis and assessment.
Let’s scope each of the four types of MISSION RESOURCES in detail.

e Mission Data Resources Consist of all real-time and non-real-time data resources such as
tactical plans, mission event timelines (METs), navigational data, weather conditions and
data, situational assessments, telecommunications, telemetry, and synchronized time that are
necessary for performing a mission with a specified level of success.

» Expendable Resources Consist of physical entities that are used and discarded, deployed,
lost, or destroyed during the course of mission operations.

* Consumable Resources Consist of physical entities that are ingested, devoured, or input into
a processor that transforms or converts the entity into energy to power the system and may
involve physical state changes.

The SYSTEM RESPONSES Element

Every natural and human-made system, as a stimulus-response mechanism, responds internally or
externally to stimuli in its OPERATING ENVIRONMENT. The responses may be explicit (reports,
communications, altered behavior, etc.) or implicit (mental thoughts, strategies, lessons learned,
behavioral patterns, etc.).

SYSTEM RESPONSES occur in a variety of forms that we characterize as behavioral pat-
terns, products, services, and by-products throughout the system’s pre-mission, mission, and post-
mission phases of operation. So, what do we mean by system behavior, products, services, and
by-products?

» System Behavior Consists of SYSTEM RESPONSES based on a plan of action or physical
stimuli and audiovisual cues such as threats or opportunities. The stimuli and cues invoke
system behavioral patterns or actions that may be categorized as aggressive, benign, defen-
sive, and everywhere in between. Behavioral actions include strategic and tactical tactics and
countermeasures.

» System Products Include any type of physical outputs, characteristics, or behavioral
responses to planned and unplanned events, external cues, or stimuli.

» System By-products Include any type of physical system output or behavioral that is not
deemed to be a system, product, or service.

» System Services Any type of physical system behavior, excluding physical products, that
assist another entity in the conduct of its mission.

Author’s Note 10.4 Ir is important to note here that abstracting “behavioral responses” via a
“box” called SYSTEM RESPONSES is simply an analytical convenience—not reality. Most system
element descriptions fail to recognize this box for what it is, expected outcome-based system per-
formance such as operational utility, suitability, availability, and effectiveness.

The SUPPORT SYSTEM Element

The SUPPORT SYSTEM consists of an integrated set of system elements depicted in Table 10.1
required to support the MISSION SYSTEM. The SUPPORT SYSTEM and its system elements
perform mission system support operations that consist of the following:
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* Decision support operations

» System maintenance operations

e Manpower and personnel operations

* Supply support operations

* Training and training support operations

* Technical data operations

» Computer resources support operations

* Facilities operations

» Packaging, handling, storage, and transportation (PHST) operations

* Publications support operations

Let’s briefly describe each of these types of operations.

Decision Support Operations. Mission operations often require critical and timely decisions
based on massive amounts of information that exceed the mental capabilities of the human decision
maker. Decision support operations ensure that the decision maker always has immediate access to
the most current, processed system mission information to support an informed decision.

System Maintenance Operations. System maintenance operations include system main-
tenance support concepts and requirements for manpower and personnel; supply support; support
and test equipment; technical data; training and support; facilities; and packaging, handling, storage,
transportation; computer resources support required insightful planning. Maintenance support
operations establish support for both general system operations and mission specific operations
throughout the System O&S Phase. Examples include software maintenance concepts, pre-planned
product improvements (P°T), outsourcing, and transition planning.

Between operational missions, maintenance personnel normally perform corrective and pre-
ventative maintenance on the system. Maintenance activities may be conducted in the field, at a
depot or maintenance facility at some central location, or at the manufacturer’s facility.

Generally, a system may be temporarily removed from active duty during maintenance. Types
of maintenance include:

1. System upgrades, enhancements, and refinements.

2. Replenishment and refurbishment of system resources (fuel, training, etc.).
3. Diagnostic readiness tests.

4. Backup of system information for archival purposes.

Maintenance may also include investigations of mission or system anomalies through duplication
of technical problem or investigations of system health and status resulting from abnormal operat-
ing conditions before, during, or after a mission. On completion of the maintenance activities, the
system may be returned to a state of operational readiness and active duty or scheduled for system
operator or readiness training.

Manpower and Personnel Operations. Manpower and Personnel operations consist of all
personnel required to manage, operate, and support the system throughout its operational life.
Manpower and personnel considerations include in-house versus contractor tasks, skill mixes,
and human-system interfaces. When designing systems, systems engineering must factor in
considerations of the skill levels of the available personnel, training costs, labor costs of operate,
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and leverage technology such as built-in diagnostics, information technology, and expert systems
to provide the best life cycle cost trade-offs—given the skill levels.

Supply Support Operations. Supply support operations ensure that all equipment and spares
required to support the primary system, system support, and test equipment and the “supply lines”
for those items are established to support pre-mission, mission, and post-mission operations. Some
organizations refer to the initial support as provisioning and follow-on requirements as routine
replenishment. A key supply support objective is to minimize the number of different PARTS and
promote standardization of parts selection and usage. Key issues to be addressed include
communication transfer media, inventory management, configuration management, storage,
security, and licensing.

Training and Training Support Operations. Training and training support operations ensure
that all personnel required to support the pre-mission, mission, and post-mission operations are
fully trained and supported. Personnel training consists of those activities required to prepare system
personnel such as operators, maintenance personnel, and other support personnel to conduct or
support pre-mission, mission, and postmission operations. Personnel must be trained with the
appropriate skills to perform their assigned mission objectives and tasks on specific equipment to
achieve the required level of performance and expected results.

Technical Data Operations. Pre-mission, mission, and post-mission operations require
accurate, precise, and timely technical data. Technical data operations support personnel and
computer equipment decision making to ensure that all decisions are made when scheduled or as
appropriate to achieve the mission objectives, level of performance, and expected results.

Computer Resources Support Operations. Many systems are highly dependent on
technology such as computer resources to provide information and processing of data to support
pre-mission, mission, and post-mission operations. Computer resources support operations include:
planning, procurement, upgrade, and maintenance support to ensure that system reliability,
availability, and maintainability (RAM) requirements will be achieved in a cost-effective manner.

Packaging, Handling, Storage, and Transportation (PHST) Operations. During system
deployment, redeployment, and storage, system support activities must provide the capability to
safely and securely transport and store the system and its components. Shipment and storage must
be accomplished to avoid damage or decomposition. PHST activities must have a clear
understanding of the environmental conditions and characteristics that pose risk to the system while
in transit as well as long-term shelf-life effects on materials.

Publications Support Operations. System maintenance and support personnel require
immediate access to the most current information regarding system and system support equipment
to ensure proper maintenance and usage. Publication support activities, sometimes referred to as
Tech Pubs, produce technical manuals, reference guides, and the like, that enable SUPPORT
SYSTEM personnel training activities, maintenance activities, and general operations in support of
pre-mission, mission, and post-mission operations.

The FACILITIES System Element

The FACILITIES element includes all the system entities required to support and sustain the
MISSION SYSTEM Elements and the SUPPORT SYSTEM Elements.
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System support for pre-mission, mission, and post-mission operations requires FACILITIES to
enable operator and support PERSONNEL to accomplish their assigned mission tasks and objec-
tives in a reasonable work environment. Depending on the type of system, these FACILITIES
support the following types of tasks:

1. Plan, conduct, and control the mission.

. Provide decision support.
. Brief and debrief personnel.

. Store the physical system or product between missions.
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. Configure, repair, maintain, refurbish, and replenish system capabilities and resources.

6. Analyze post-mission data.

Where practical, the FACILITIES element should provide all of the necessary and sufficient capa-
bilities and resources required to support MISSION SYSTEM and human activities during pre-
mission, mission, and post-mission operations objectives. FACILITIES may be owned, leased,
rented, or be provided on a limited one-time use agreement.

In general, people tend to think of FACILITIES as enclosures that provide shelter, warmth,
and protection. This thought process is driven by human concerns for creature comfort rather than
the mission system. Rhetorically speaking, Does an aircraft ever know that it is sitting in the
rain? No, but members of the SUPPORT SYSTEM’S PERSONNEL Element are aware of the
conditions.

Perhaps the best way to think of the FACILITY Element is to ask the question: What type of
interface is required to support the following MISSION SYSTEM Elements—namely EQUIPMENT
Element, PERSONNEL Element, MISSION DATA Element, and RESOURCES Element—during all
phases of the mission.

The FACILITIES Element fulfills a portion of the SUPPORT SYSTEM role. Depending on
the MISSION SYSTEM and its application, the FACILITIES Element may or may not be used in
that context. For example, an aircraft—which is a MISSION SYSTEM—does not require a FACIL-
ITY to perform its primary mission. However, between primary missions, FACILITIES are required
to maintain and prepare the aircraft for its next mission.

10.3 SYSTEM ELEMENT INTERACTIONS

Figure 10.1 illustrates the System Element Architecture (SEA) for a SOI. When you define your
system and identify physical instances of each system element, the next step is to characterize the
levels of interactions that occur between each interface. The Contract Work Breakdown Structure
(CWBS) should include a CWBS Dictionary that scopes and documents the physical items included
in each CWBS element such as EQUIPMENT.

One approach to ensuring system element interactions are identified and scoped is to create a
simple matrix such as the one shown in Figure 10.2. For illustration purposes, each cell of the
system element matrix represents interactions between the row and column elements. For your
system, employ such a scheme and document the interactions in a description of the system archi-
tecture. Then, baseline and release this document to promote communications among team members
developing and making system element decisions.
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10.4 SUMMARY

In our discussion of the SYSTEM OF INTEREST (SOI) architecture we introduced the concept of the system
elements, which are common to all human-made systems be they friendly, benign, or adversarial. The system
elements common to the MISSION SYSTEM and SUPPORT SYSTEM consist of the following:

* PERSONNEL Element

* EQUIPMENT Element

* MISSION RESOURCES Element

* PROCEDURAL DATA Element

* SYSTEM RESPONSES Element
FACILITIES Element

The FACILITIES Element is typically unique to the SUPPORT SYSTEM.

Our discussion included the System Element Architecture and illustrated sow the system elements are
integrated to establish the basic architectural framework for a MISSION SYSTEM or a SUPPORT SYSTEM.
We are now ready to examine how the system interfaces with its OPERATING ENVIRONMENT and its
elements.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions.

(a) Equate system elements to real world components for each system.
(b) Prepare a paper entitled “An Architectural Description of the [fill in from list in Chapter 2] System.”

ORGANIZATIONAL CENTRIC EXERCISES

1. Contact a system development program within your organization. Research how the program documented
and specified the SYSTEM OF INTEREST (SOI) architecture in the following System Element areas:

(a) MISSION SYSTEM and SUPPORT SYSTEMs
(b) PERSONNEL

(¢c) MISSION RESOURCES

(d) PROCEDURAL DATA

(e) EQUIPMENT

(f) SYSTEM RESPONSES

(g) FACILITIES

2. For the system development program above, what lessons learned did technical management identify that
were overlooked.

REFERENCES
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The Operating Environment
Architecture

11.1

INTRODUCTION

The success of any system is ultimately determined by its ability to:

1.
2.

Conduct its planned missions and achieve performance mission objectives.

Cope with threats—namely, vulnerability and survivability—within its prescribed OPER-
ATING ENVIRONMENT.

For a system to accomplish these objectives, SE’s face several major challenges.

1.
2.
3.

Understand WHAT missions the User plans for the system to accomplish.
Based on the missions, specifically bound the system’s OPERATING ENVIRONMENT.

Understand the OPERATING ENVIRONMENT opportunities and threats related to those
missions.

. Identify the most likely or probable OPERATING ENVIRONMENT opportunity and threat

scenarios that influence/impact system missions.

The OPERATING ENVIRONMENT represents the totality of natural and human-made enti-
ties that a system must be prepare to cope with during missions and throughout its lifetime. As one
of a system’s key life expectancy dependencies, the system’s ability to: 1) prepare for, 2) conduct,
and 3) complete missions successfully is influenced by its OPERATING ENVIRONMENT.

What You Should Learn from This Chapter

1.
2.

What are the two classes of OPERATING ENVIRONMENT domains?

What are the four classes of system elements of a system’s HIGHER ORDER SYSTEMS
domain?

. What are the three classes of system elements of a system’s PHYSICAL ENVIRONMENT

domain?

. What are the four classes of systems that comprise the NATURAL ENVIRONMENT domain?
. How do you graphically depict the OPERATING ENVIRONMENT's architecture that

includes detail interactions of the HIGHER ORDER SYSTEMS and PHYSICAL ENVI-
RONMENT domains?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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11.2 APPLICATION OF THIS CONCEPT

A significant aspect of systems engineering (SE) is recognizing the need to fully understand,
analyze, and bound relevant portions a system’s OPERATING ENVIRONMENT. Why? System
analysts and SEs must be capable of:

1. Fully understanding the User’s organizational system mission, objectives, and most prob-
able use case applications.

2. Analytically organizing, extracting, and decomposing the OPERATING ENVIRONMENT
relative to the mission into manageable problem space(s) and solution space(s).

3. Effectively developing a system solution that ensures mission success within the constraints
of cost, schedule, technology, support, and risk factors.

Engineers and analysts can academically analyze a system’s OPERATING ENVIRONMENT’s
problem space forever—a condition referred to as “analysis paralysis.” However, success ultimately
depends on making informed decisions based on the key facts, working within the reality of limited
resources, drawing on seasoned system design experience, and exercising good judgment. The
challenge is that most large complex problems require large numbers of disciplinary specialists to
solve these problems. This set of people often has diverging rather than converging viewpoints of
the OPERATING ENVIRONMENT.

As a system analyst or SE, your job is to facilitate a convergence and consensus of viewpoints
concerning the definition of the system’s OPERATING ENVIRONMENT. Convergence and con-
sensus must occur in three key areas:

1. WHAT IS/IS NOT relevant to the mission in the OPERATING ENVIRONMENT?
2. WHAT is the degree of importance, significance, or influence?

3. WHAT is the probability of occurrence of those items of significance?

So how do you facilitate a convergence of viewpoints to arrive at a consensus decision?

As leaders, the system analyst and the SE must have a strategy and approach for quickly organ-
izing and leading the key stakeholders to a convergence and consensus about the OPERATING
ENVIRONMENT. Without a strategy, chaos and indecision can prevail. You need analytical skills
that enable you to establish a framework for OPERATING ENVIRONMENT definition decision
making.

As a professional, you have a moral and ethical obligation to yourself, your organization, and
society to ensure the safety, health, and well-being of the User and the public when it comes to
system operations. If you and your team OVERLOOK or choose to IGNORE a key attribute of the
OPERATING ENVIRONMENT that impacts human life and property, there may be SEVERE con-
sequences and penalties. Therefore, establish common analytical models for you and your team to
use in your business applications to ensure you have thoroughly identified and considered all OPER-
ATING ENVIRONMENT entities and elements that impact system capabilities and performance.

11.3 OPERATING ENVIRONMENT OVERVIEW

Analytically, the OPERATING ENVIRONMENT that influences and impacts a system’s missions
can be abstracted several different ways. For discussion purposes the OPERATING ENVIRON-
MENT can be considered as consisting of two high-level domains: 1) HIGHER ORDER SYSTEMS
and 2) the PHYSICAL ENVIRONMENT as shown in Figure 11.1. Let’s define each of these system
elements.
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Figure 11.1 Top Level Operating Environment Architecture Construct

HIGH ORDER SYSTEMS Domain

All natural and human-made systems function as individual SYSTEMS OF INTEREST (SOls)
within a hierarchical system of systems. Each higher level abstraction serves as a HHGHER ORDER
SYSTEM within the system of systems hierarchy that has its own scope of authority and opera-
tional boundaries. HIGHER ORDER SYSTEMS are characterized by:

1. Organizational purpose or mission.
. Organizational objectives.
. An organizational structure.
. Command media such as rules, policies, and procedures of operation.
. Resource allocations.
. Operating constraints imposed on embedded system entities.

. Accountability and objective evidence of valued-added tasks performed.

L N AN Ut WN

. Delivery of systems, products, and services.

For most human-made systems, we refer to the vertical HIGHER ORDER SYSTEM-
to—-SYSTEM OF INTEREST (SOI) interaction as C*l—meaning command, control, communica-
tions, and intelligence. The Information Age has added a fourth item—computers—thereby
changing the acronym to C*I—command, control, computers, communications, and intelligence.
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If we observe the behavior of HIGHER ORDER SYSTEMS and analyze their interactions, we
can derive four classes of system elements: 1) ORGANIZATION, 2) ROLES and MISSIONS,
3) OPERATING CONSTRAINTS, and 4) RESOURCES. Let’s define each of these system element
classes.

* ORGANIZATION Element The hierarchical command and control reporting structure,
authority, and its assigned accountability for organizational roles, missions, and objectives.

* ROLES AND MISSIONS Element The various roles allocated to and performed by
HIGHER ORDER SYSTEMS and the missions associated with these roles and objectives
to fulfill the organization’s vision. Examples include: strategic and tactical plans, roles, and
mission goals and objectives.

* OPERATING CONSTRAINTS Element International, federal, state, and local statutory,
regulatory, policies, and procedures as well as physical laws and principles that govern and
constrain PHYSICAL ENVIRONMENT systems and SYSTEM OF INTEREST (SOI)
actions and behavior. Examples include: assets, capabilities, consumables and expendables;
weather conditions; doctrine, ethical, social and cultural considerations; and moral, spiritual,
philosophical.

* RESOURCES Element The natural and physical raw materials, investments, and assets
that are allocated to the PHYSICAL ENVIRONMENT and SYSTEM OF INTEREST (SOI)
to sustain missions—namely deployment, operations, support, and disposal. Examples
include commodities such as time, money, and expertise.

Contexts of HIGHER ORDER SYSTEMS. HIGHER ORDER SYSTEMS have two application
contexts: 1) human-made systems, such as command and control or social structure, and 2) physical
or natural laws.

* Human-made Systems Context Organizations and governments, exercise hierarchical
authority, command, and control over lower tier systems via organizational ‘“chain of
command” structures, policies, and procedures, and mission tasking; constitutions, laws, and
regulations, public acceptance and opinion, and so on.

* Physical or Natural Laws Context All systems, human-made and natural, are governed by
natural and physical laws such as life science, physical science, physics, and chemistry.

Given this structural framework of the HIGHER ORDER SYSTEMS domain, let’s define its coun-
terpart, the PHYSICAL ENVIRONMENT.

The PHYSICAL ENVIRONMENT Domain

Human-made systems have some level of interaction with external systems within the PHYSICAL
ENVIRONMENT. In general, we characterize these interactions as friendly, cooperative, benign,
adversarial, or hostile.

If we observe the PHYSICAL ENVIRONMENT and analyze its interactions with our system,
we can identify classes of constituent system elements: 1) NATURAL ENVIRONMENT, 2)
HUMAN-MADE SYSTEMS, and 3) the INDUCED ENVIRONMENT as shown in Figure 11.1.
Let’s briefly define each of these:

* NATURAL ENVIRONMENT Element All nonhuman, living, atmospheric, and geophys-
ical entities that comprise the Earth and celestial bodies.

* HUMAN-MADE SYSTEMS Element External organizational or fabricated systems
created by humans that interact with your system entity at all times, during pre-mission,
mission, and post-mission.
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 INDUCED ENVIRONMENT Element Discontinuities, perturbations, or disturbances
created when natural phenomenon occur or HUMAN-MADE SYSTEMS interact with the
NATURAL ENVIRONMENT. Examples include thunderstorms, wars, and oil spills.

Based on this high-level introduction and identification of the OPERATING ENVIRONMENT ele-
ments definitions, we are now ready to establish the architecture of the OPERATING ENVIRON-
MENT. Let’s begin with the Physical Environment Domain.

PHYSICAL ENVIRONMENT Domain Levels of Abstraction

The PHYSICAL ENVIRONMENT consists of three levels of analytical abstractions: 1) local envi-
ronment, 2) global environment, and 3) cosmospheric environment. Figure 11.2 uses an entity rela-
tionship diagram (ERD) to illustrate the composition of the PHYSICAL ENVIRONMENT. At a
high level of abstraction, the PHYSICAL ENVIRONMENT consists of the three classes of system
elements—HUMAN-MADE, INDUCED, and NATURAL environment elements. Each type of
environment consists of three levels of abstraction-Cosmospheric, Global, or Local.

Author’s Note 11.1  You may determine that some other number of system levels of abstrac-
tion is more applicable to your line of business. That’s okay. What is IMPORTANT is that you and
your team have a simple approach for abstracting the complexity of the PHYSICAL ENVIRON-
MENT domain into manageable pieces. The “pieces” must support meaningful analysis and ensure
coverage of all relevant aspects that relate to your problem and solution spaces. Remember, bound-
ing abstractions for analysis is analogous to cutting a pie into 6, 8, or 10 pieces. As long as you
account for the TOTALITY, you can create as many abstractions as are REASONABLE and PRAC-
TICAL; however, KEEP IT SIMPLE.
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Figure 11.2 Physical Environment System Element Entity Relationships
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11.4 PHYSICAL ENVIRONMENT DOMAIN SYSTEM ELEMENTS

A system’s PHYSICAL ENVIRONMENT consists of three classes of system elements. These
include: 1) the HUMAN-MADE SYSTEMS element, 2) the INDUCED ENVIRONMENT element,
and 3) the NATURAL ENVIRONMENT element. Let’s scope and define each of these elements.

The NATURAL ENVIRONMENT System Element

The NATURAL ENVIRONMENT System Element includes all naturally occurring entities that
are not human-made. These entities are actually environmental “systems” that coexist within a pre-
carious balance of power. In general, these systems represent geophysical and life form classes of
objects.

Cosmospheric Environment Level of Abstraction. The Cosmospheric Environment is
an abstraction that represents the totality of the Cosmos—the universe—as humankind under-
stands it. Analytically, the Cosmospheric Environment consists of an infinite number of Global
Environments.

You may ask why the Cosmospheric Environment is relevant to SE. Consider space probes that
have flown beyond the boundaries of our solar system. The SEs and physicists who bounded the
OPERATING ENVIRONMENT had to identify all of the global entities that had a potential impact
on the space probe’s mission. Obviously, these global entities did not move out of the way of the
probe’s mission path. The SEs and physicists had to understand:

1. WHAT entities they might encounter during the missions.
2. WHAT each global entity’s performance characteristics are.

3. HOW to navigate and maneuver among those entities throughout the mission without an
adverse or catastrophic impact.

Global Environment Level of Abstraction. The Global Environment is an abstraction that
represents the PHYSICAL ENVIRONMENT surrounding a heavenly body. This includes entities
such as stars, planets, and satellites of planets. Analytically, we state that the Global Environment
of any heavenly body consists of an infinite number of Local Environments.

If you operate an airline, each aircraft is surrounded by a Local Environment within the Earth’s
global environment. In contrast, NASA launches interplanetary space probes experience an infinite
number of local environments throughout the mission and global environments—namely Earth,
planets, and the planetary moons. Although the global environments may share a common set of
physical attributes and characteristics, such as gravity and the atmosphere, their values can vary
significantly. As a result, OPERATING ENVIRONMENT requirements may require SEs to bound
ranges of worst-case parameters across the spectrum of global entities encountered.

As humans, our observer’s frame of reference is planet Earth. Therefore, we typically relate to
the global entity environment as that of the Earth and its gaseous atmosphere—some people simply
call it the Earth’s environment. Applying the same convention to Mars, we could refer to it as the
Mars’s global environment.

The challenge question is: Where do SEs draw the line to delineate overlapping global envi-
ronment influences. How do we bound the Earth’s and Moon’s OPERATING ENVIRONMENT influ-
ences? Do we arbitrarily draw a line at the midpoint? Obviously, this is not based on scientific
principles. Alternatively, do we bound the Earth’s and Moon’s environments as a region encom-
passing both bodies with a “no man’s” zone in between? How do we “bound” a varying contin-
uum such as the electromagnetic field, the atmosphere, or gravity?
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From an SE perspective, one approach is to delineate the two environments by asking the ques-
tion, What characteristics below some arbitrary threshold are unique or “native” to the “global”
SYSTEM OF INTEREST (SOI)? If the boundary conditions of two or more entities overlap, the
objective would be to determine criteria for the boundary conditions.

As a systems analyst or SE, you represent the technical side of the program-technical boundary
for the discussions that follow. Thus, you have a professional, technical OBLIGATION to ensure
that the INTEGRITY of these decisions is supported by:

1. Objective, factual data to the extent practical and available.
2. Valid assumptions that withstand peer and stakeholder scrutiny.

3. Most likely or probable operational scenarios and conditions.

Remember, the analytical relevance of the decisions you make here may have a major impact on
your system’s design, cost, reliability, maintainability, vulnerability, survivability, safety, and
risk considerations. These decisions may have adverse impacts on human life, property, and
environment.

Analytically, we can partition the NATURAL ENVIRONMENT Global and Local levels of
abstraction into five subelements:

e Atmospheric systems environment
* Geospheric systems environment
e Hydrospheric systems environment

* Biospheric systems environment

Author’s Note 11.2 A word of caution: The point of our discussion here is not to present a
view of the physical science. Our intent is to illustrate HOW SEs might approach analysis of the
NATURAL ENVIRONMENT. Ultimately, you will have to bound and specify applicable portions of
this environment that are applicable to your SYSTEM OF INTEREST (SOI). The approach you and
your team choose to use should be ACCURATELY and PRECISELY representative of your system’s
operating domain and the relevant factors that drive system capabilities and levels of performance.
However, you should always consult subject matter experts (SMEs), who can assist you and your
team in abstracting the correct environment.

Atmospheric Systems Environment. The Atmospheric Systems Environment is an abstrac-
tion of the gaseous layer that extends from the surface of a planetary body outward to some pre-
defined altitude.

Geospheric Systems Environment. The Geospheric Systems Environment consists of the
totality of the physical landmass of a star, moon, or planet. From an Earth sciences perspective, the
Earth’s Geospheric Systems Environment includes the Lithospheric Systems Environment, the rigid
or outer crust layer of the Earth. In general, the lithosphere includes the continents, islands, moun-
tains, and hills that appear predominantly at the top layer of the Earth.

Hydrospheric Systems Environment. The Hydrospheric Systems Environment consists of all
liquid and solid water systems, such as lakes, ponds, rivers, streams, waterfalls, underground
aquifers, oceans, tidal pools, and ice packs, that are not part of the gaseous atmosphere. In general,
the key abstractions within the Hydrospheric Systems Environment include: rainwater, soil waters,
seawater, surface brines, subsurface waters, and ice.
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Biospheric System Environment. The Biospheric Systems Environment is defined as the
environment comprising all living organisms on the surface of the Earth. In general, the Earth’s
biosphere consists of all environments that are capable of supporting life above, on, and beneath
the Earth’s surface as well as the oceans. Thus, the biosphere overlaps a portion of the atmosphere,
a large amount of the hydrosphere, and portions of the lithosphere. Examples include: botanical,
entomological, ornithological, amphibian, and mammalian systems. In general, biospheric systems
function in terms of two metabolic processes: photosynthesis and respiration.

Local Environment Level of Abstraction. The Local Environment is an abstraction that
represents the PHYSICAL ENVIRONMENT encompassing a system’s current location. For
example, if you are driving your car, the Local Environment consists of the OPERATING
ENVIRONMENT conditions surrounding the vehicle. Therefore, the Local Environment includes
other vehicles and drivers, road hazards, weather, and any other conditions on the roads that
surround you and your vehicle at any instant in time. As an SE, your challenge is leading system
developers to consensus on:

1. WHAT is the Local Environment’s frame of reference?

2. WHAT are the local environment’s bounds (initial conditions, entities, etc.) at any point in
time?

Author’s Note 11.3  If you are a chemist or physicist, you may want to consider adding a fourth
level molecular environment assuming it is germane to your SOI.

Author’s Note 11.4 Your “takeaway” from the preceding discussion is not to create five types
of NATURAL ENVIRONMENT abstractions and document each in detail for every system you
analyze. Instead, you should view these elements as a checklist to prompt mental consideration for
relevance and identify those PHYSICAL ENVIRONMENT entities that have relevance to your
system. Then, bound and specify those entities.

HUNMAN-MADE SYSTEMS Environment Element

Our discussions of the NATURAL ENVIRONMENT omitted a key entity, humankind. Since SE
focuses on benefiting society through the development of systems, products, or services, we can
analytically isolate and abstract humans into a category referred to as the HUMAN-MADE
SYSTEMS Environment element. HUMAN-MADE SYSTEMS include subelements that influence
and control human decision making and actions that affect the balance of power on the planet.

If we observe HUMAN-MADE SYSTEMS and analyze how these systems are organized,
we can identify seven types of subelements: 1) historical or heritage systems, 2) cultural systems,
3) urban systems, 4) business systems, 5) educational systems, 6) transportation systems, and
7) governmental systems. Let’s explore each of these further.

Historical or Heritage Systems. Historical or heritage systems in abstraction include all
artifacts, relics, traditions, and locations relevant to past human existence such as folklore and
historical records.

You may ask why the historical or heritage systems are relevant to an SE. Consider the fol-
lowing example:
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EXAMPLE 11.1

Let’s assume that we are developing a system such as a building that has a placement or impact on a land use
area that has HISTORICAL significance. The building construction may disturb artifacts and relics from the
legacy culture, and this may influence technical decisions relating to the physical location of the system. One
perspective may be to provide physical space or a buffer area between the historical area and our system. Con-
versely, if our system is a museum relevant to an archeological discovery, the location may be an INTEGRAL
element of the building design.

From another perspective, military tactical planners may be confronted with planning a mission
and have an objective to avoid an area that has historical significance.

Urban Systems. Urban systems include all entities that relate to how humans cluster or group
themselves into communities and interact at various levels of organization—neighborhood, city,
state, national, and international.

EXAMPLE 11.2

Urban systems include the infrastructure that supports the business systems environment, such as transporta-
tion systems, public utilities, shopping, distribution systems, medical, telecommunications, and educational
institutions.

Systems engineering, from an urban systems perspective, raises key issues that effectively require
some form of prediction. How do systems engineers plan and design a road system within resource
constraints that provide some level of insights into the future to facilitate growth and expansion?

Cultural Systems. Cultural systems include multi-faceted attributes that describe various iden-
tities of humans and communal traits, and how humans interact, consume, reproduce, and survive.
Examples include: the performing arts of music and other entertainment, civic endeavors, and pat-
terns of behavior. As the commercial marketplace can attest, cultural systems have a major impact
on society’s acceptance of systems.

Business Systems. Business systems include of all entities related to how humans organize into
economic-based enterprises and commerce to produce products and services to sustain a livelihood.
These include research and development, manufacturing, products and services for use in the
marketplace.

Educational Systems. Educational systems include all institutions dedicated to educating and
improving society through formal and informal institutions of learning.

Financial Systems. Financial systems include banks and investment entities that support per-
sonal, commercial, and government financial transactions.

Government Systems. Government systems include all entities related to governing humans
as a society—international, federal, state, county, municipality, etc.

Medical Systems. Medical systems include hospitals, doctors, and therapeutic entities that
administer to the healthcare needs of the public.

Transportation Systems. Transportation systems include land, sea, air, and space transporta-
tion systems that enable humans to travel safely, economically, and efficiently from one destination
to another.
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The INDUCED ENVIRONMENT Element

The preceding discussions isolated the NATURAL ENVIRONMENT and HUMAN-MADE
SYSTEMS as element abstractions. While these two elements enable us to analytically organize
system OPERATING ENVIRONMENT entities, they are physically interactive. In fact, HUMAN-
MADE SYSTEMS and the NATURAL ENVIRONMENT each create intrusions, disruptions, per-
turbations, and discontinuities on the other.

Analysis of these interactions can become very complex. We can alleviate some of the com-
plexity by creating the third PHYSICAL ENVIRONMENT element, the INDUCED ENVIRON-
MENT. The INDUCED ENVIRONMENT enables us to isolate entities that represent the intrusions,
disruptions, perturbations, and discontinuities until they diminish or are no longer significant or
relevant to system operation. The degree of significance of INDUCED ENVIRONMENT entities
may be temporary, permanent, or dampen over time.

11.5 OPERATING ENVIRONMENT
DECISION-MAKING METHODOLOGY

The OPERATING ENVIRONMENT imposes various factors and constraints on the capabilities
and levels of performance of a SYSTEM OF INTEREST (SOI), thereby impacting missions and
survival over the planned life span. As a system analyst or SE, your responsibility is to:

1. Identify and delineate all of the critical OPERATING ENVIRONMENT conditions.
2. Bound and describe technical parameters that characterize the OPERATING
ENVIRONMENT.

3. Ensure those descriptions are incorporated into the System Performance Specification (SPS)
used to procure the SOL.

The process of identifying the SOI's OPERATING ENVIRONMENT requirements employs a
simple methodology as depicted in Figure 11.3. In general, the methodology implements the logic
reflected in the PHYSICAL ENVIRONMENT levels of abstraction and classes of environments
previously described.

The methodology consists of three iterative loops:

Loop 1: Cosmospheric level requirements (1).
Loop 2: Global entity level requirements (2).
Loop 3: Local level requirements (3).

When each of these iterations is applicable to a SOI, the logic branches out to a fourth loop that
investigates which of three classes of environments—HUMAN-MADE SYSTEMS (4), NATURAL
ENVIRONMENT (6), or INDUCED ENVIRONMENT (8) is applicable. For each type of envi-
ronment that is applicable, requirements associated with that type are identified—HUMAN-MADE
SYSTEMS (5), NATURAL (7), and INDUCED (9). When the third loop completes its types of
environment decision-making process, it returns to the appropriate level of abstraction and finishes
with the local level requirements (3).

11.6 ENTITY OPERATING ENVIRONMENT
FRAME OF REFERENCE

The preceding discussions address the OPERATING ENVIRONMENT from the SYSTEM'’s frame
of reference. However, lower levels of abstraction within a SYSTEM are, by definition, self-
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contained systems of integrated components. The OPERATING ENVIRONMENT contextually
must be established from the entity’s frame of reference as illustrated in Figure 11.4. So, WHAT
constitutes an ASSEMBLY’s OPERATING ENVIRONMENT? This can be anything external to the
ASSEMBLY’s boundary, such as other ASSEMBLIES, SUBSYSTEMS, or PRODUCTS. Consider

the following example:
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EXAMPLE 11.3

A processor board within a desktop computer chassis has an OPERATING ENVIRONMENT that consists of
the motherboard; other boards it interfaces directly with; electromagnetic radiation from power supplies;
switching devices, and so on.

11.7 CONCLUDING POINT

You may ask isn’t the HHGHER ORDER SYSTEMS domain part of the PHYSICAL ENVIRON-
MENT domain? You could argue this point. However, Figure 11.1 represents an analytical per-
spective with a key focus on DIRECT, peer-to-peer and command and control (C?) interactions.
From an SOI perspective, it responds to human managerial authority. Therefore, we depict the
HIGHER ORDER SYSTEMS in terms of human supervisory control of the SOI. Are HIGHER
ORDER SYSTEMS (human) above the PHYSICAL ENVIRONMENT? No, in fact we are phys-
ically subordinated to it. Yet, as we see in phenomena such as global warming, our collective actions
can have an adverse impact on it, and in turn on our lives.

11.8 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern the architecture of a system’s operating environment.

Principle 11.1 A system’s OPERATING ENVIRONMENT consists of two classes of domains:
HIGHER ORDER SYSTEMS and a PHYSICAL ENVIRONMENT.

Principle 11.2 A system’s PHYSICAL ENVIRONMENT domain consists of three classes of
system elements: NATURAL, HUMAN-MADE, and INDUCED. NATURAL and HUMAN-MADE
ENVIRONMENTs systems interact; the INDUCED ENVIRONMENT represents the time-
dependent result of that interaction.

11.9 SUMMARY

Our discussion in this section provides an orientation of the OPERATING ENVIRONMENT, its levels of
abstraction, and classes of environments. Based on identification of these OPERATING ENVIRONMENT
elements, we introduced Figure 11.1 to depict relationships among PHYSICAL ENVIRONMENT levels of
abstraction and its system elements.

Next we introduced the concept of the OPERATING ENVIRONMENT architecture as a framework for
linking the OPERATING ENVIRONMENT system elements. The architectural framework of interactions pro-
vided a basis for us to define several system element interaction principles.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Identify the following:

(a) HIGHER ORDER SYSTEMS domain and its system elements
(b) PHYSICAL ENVIRONMENT domain, its system elements, and levels of abstraction.
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ORGANIZATIONAL CENTRIC EXERCISES

1. Contact a system development program in your organization. Research how they analyzed their SYSTEM
OF INTEREST (SOJ), its OPERATING ENVIRONMENT, and their respective system elements. How was
this analysis reflected in the SOI architecture?

ADDITIONAL READING

KOSSIAKOFF, ALEXANDER, and SWEET, WIiLLIAM N. 2003. MIL-HDBK-1908B. 1999. DoD Definitions of Human
Systems Engineering Principles and Practice. New York: Factors Terms. Washington, DC: Department of Defense
Wiley-InterScience. (DoD).
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System Interfaces
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INTRODUCTION

One of the crucial factors of system success is determined by what happens at its internal and exter-
nal interfaces. You can engineer the most elegant algorithms, equations, and decision logic, but if
the system does not perform at its interfaces, the elegance is of no value. System interface char-
acterizations range from cooperative interoperability with external friendly systems to layers of
protection to minimize vulnerability to external threats (environment, hostile adversary actions,
etc.) and structural integrity to ensure survivability.

This chapter introduces the context of system interfaces, their purpose, objectives, attributes,
and how they are implemented. Our discussions explore the various types of interfaces and factors
that delineate success from failure. This information provides the basis for the next chapter, which
addresses interface design and control.

What You Should Learn from This Chapter
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What is an interface?

What is the purpose of an interface?

What are the types of interfaces?

What is a point-to-point interface?

What is a logical interface?

What is a physical interface?

How do logical and physical interfaces interrelate?
Identify seven types of physical interfaces?

What are the steps of the interface definition methodology?

What is a generalized interface solution?

. What is a specialized interface solution?

. How does a generalized solution relate to a specialized solution?

. How do generalized and specialized solutions relate to logical and physical interfaces?
. What are some methods of limiting access to interfaces?

. What constitutes an interface failure?

. What are some examples of interface failures?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Definitions of Key Terms

¢ Human-Machine Interface “The actions, reactions, and interactions between humans and
other system components. This also applies to a multi-station, multi-person configuration
or system. Term also defines the properties of the hardware, software or equipment which
constitute conditions for interactions.” (Source: MIL-HDBK-1908, p. 21)

* Interchangeability “The ability to interchange, without restriction, like equipments or por-
tions thereof in manufacture, maintenance, or operation. Like products are two or more items
that possess such functional and physical characteristics as to be equivalent in performance
and durability, and are capable of being exchanged one for the other without alteration of
the items themselves or of adjoining items, except for adjustment, and without selection for
fit and performance.” (Source: MIL-HDBK-470A, Appendix G, Glossary, p. G-7)

* Interface “The functional/logical relationships and physical characteristics required to exist
at a SYSTEM or entity boundary with its OPERATING ENVIRONMENT that enable the
entity to provide a mission capability.” (Source: Adapted from DSMC—Glossary of Terms)

o Interface Control “The process of: (1) identifying all functional and physical characteris-
tics relevant to the interfacing of two or more items provided by one or more organizations;
and (2) ensuring that proposed changes to these characteristics are evaluated and approved
prior to implementation.” (Source: Former MIL-STD-480B, para. 3.1.43)

* Interface Device “An item which provides mechanical and electrical connections and any
signal conditioning required between the automatic test equipment (ATE) and the unit under
test (UUT); also known as an interface test adapter or interface adapter unit.” (Source: MIL-
HDBK-470A, Appendix G, Glossary, p. G7)

* Interface Ownership The assignment of accountability to an individual, team, or organi-
zation regarding the definition, specification, development, control, operation, and support
of an interface.

* Interoperability “The ability of two or more systems or components to exchange informa-
tion and to use the information that has been exchanged.” (Source: IEEE 610.12-1990)

* Peer level Interactions SYSTEM OF INTEREST (SOI) interactions—namely MISSION
SYSTEM and SUPPORT SYSTEM—with external systems in the OPERATING ENVI-
RONMENT. For analytical purposes, we aggregate these systems into a single entity abstrac-
tion referred to as the PHYSICAL ENVIRONMENT SYSTEMS domain.

* Point-to-Point An interface configuration that characterizes the physical connectivity
between two points, typically accomplished via dedicated, direct line. For example, a light
switch connection to a room light.

Based on this introduction, let’s begin our discussion by exploring what an interface is.

12.2 WHAT IS AN INTERFACE?

System engineering efforts often focus on:

1. The composition of the system architecture.
2. How those elements interact with each other and their OPERATING ENVIRONMENT.
You can develop the most innovative devices, computers, and algorithms. Yet, if those innovations

are unable to reliably interact and interoperate with their OPERATING ENVIRONMENT when
required, they may be of limited or no value to the entity or SYSTEM.
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Interfaces occur between combinations of two or more system elements—such as EQUIP-
MENT, PERSONNEL, and FACILITIES—or between entities within system element levels of
abstractions. However, what is the purpose of an interface?

Interface Purposes

The purpose of an interface is to associate or physically connect a SYSTEM, PRODUCT,
SUBSYSTEM, ASSEMBLY, SUBASSEMBLY, or PART level component to other components
within its OPERATING ENVIRONMENT. A component may associate or connect to several
components; however, each linkage represents a single interface. If a component has multiple
interfaces, the performance of that interface may have an influence or impact on the others.

The purpose stated above is a very broad description of WHY an interface exists. The ques-
tion is: HOW does an interface accomplish this? An interface has at least one or more objectives,
depending on the component’s application. Typical interface objectives include the following:

Objective 1: Physically link or bind two or more system elements or entities.
Objective 2:  Adapt one or more incompatible system elements or entities.
Objective 3: Buffer the effects of incompatible system elements.

Objective 4: Leverage human capabilities.

Objective 5: Restrain system element or its usage.

Let’s explore each of the objectives further.

Objective 1: Physically Link or Bind Two or
More System Elements or Entities

Some systems link or bind two or more compatible system elements or element components to
anchor, extend, support, or connect the adjoining interface.

EXAMPLE 12.1

A communications tower has cables at critical attach points to anchor the tower to the ground for stability.

Objective 2: Adapt One or More Incompatible System
Elements or Entities

Some system elements—such as EQUIPMENT and PERSONNEL—or entities may not have com-
patible or interoperable interfaces. However, they can be adapted to become compatible. Figure
12.1 illustrates how NASA developed an adapter for the Apollo-Soyuz Program. Software appli-
cations that employ reusable models may create a “wrapper” around the model to enable the model
to communicate with an external application, and vice versa.

Objective 3: Buffer the Effects of Incompatible
System Elements

Some systems such as automobiles are generally not intended to interact with each other. Where
the unintended interactions occur, the effects of the interaction must be minimized in the interest
of the safety and health of the Users. Consider the following two cases:

Case 1: An automobile’s impact on another can be lessened with a shock absorber bumper and
body crumple zones.
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Figure 12.1 NASA Apollo-Soyuz Spacecraft Docking System
Source: NASA History Office Web Site—www.hq.nasa.gov/office/pao/History/diagrams/astp/pk69.htm

Case 2: System A is required to transmit data to System B. Because of the limited speed of the
interfacing components, System A includes a buffer area for storing data for communi-
cation to free up the processor to perform other tasks. On the other side of the interface,
System B may be unable to process all of the incoming data immediately. To avoid this
scenario, a buffer area is created to store the incoming data until the processor can
process the data.

For this objective, SEs analyze the interface and take reasonable measures to create a “bound-
ary layer” or buffer between system elements or entities. Thus each is buffered to minimize the
effects of the impact to the system or environment and, if applicable, safety to the operators or the
public.

Objective 4: Leverage Human Capabilities

Humans employ interface capabilities to leverage our own skills and capabilities. Early humans
recognized that various tools—namely simple machines—could serve as interface devices to
expand or leverage our own physical capabilities in accomplishing difficult tasks.

Objective 5: Restrain SYSTEM Element or Its Usage

Some interfaces serve as restraints to ensure a level of safety for system elements. Consider the
following example:
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EXAMPLE 12.2

A safety chain is added to a trailer hitch used by an automobile to tow a trailer. A lock is added to a power
distribution box to prevent opening by unauthorized individuals.

Each of these objectives illustrates HOW an interface is implemented to achieve a purposeful action.
Depending on a systems application, other objectives may be required.
Interoperability—The Ultimate Interface Challenge

The ultimate success of any interface resides in its capability to interact with friendly and hostile
systems in its intended OPERATING ENVIRONMENT as envisioned by the User, specified by the
Acquirer, and designed by the System Developer. We refer to this as interoperability.

12.3 INTERFACE TYPES

Interfaces exhibit three types of operation: active, passive, or active/passive.

Active Interfaces

Active interfaces interact with external systems or components in a friendly, benign, or coopera-
tive manner. Consider the following example:

EXAMPLE 12.3
Radio stations, as active “on the air” systems, radiate signals at a designated frequency via patterns to spe-
cific areas for coverage.
Passive Interfaces

Passive interface interactions with external components simply receive or accept data without
responding. Consider the following example:

EXAMPLE 124

A car radio, when powered ON and viewed by a radio station system, PASSIVELY receives signals over a
tuned frequency. The radio processes the information and provides an ACTIVE audio interface for the occu-
pants in the car.

Combination Active/Passive Interfaces

Active/passive interfaces perform under the control of transmitters or receivers. Consider the fol-
lowing example:

EXAMPLE 12.5

A two-way walkie-talkie radio has an ACTIVE interface when the User presses the “Push to Talk” button to
broadcast audio information to others listening on the same frequency within a specified transmission range
and conditions. When the “Push to Talk” button is OFF, the device has a PASSIVE interface that monitors
incoming radio signals for processing and audio amplification as controlled by the User.
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12.4 UNDERSTANDING LOGICAL AND
PHYSICAL INTERFACES

One of the recurring themes of this book is the need to decompose complexity into one or more
manageable levels. We do this by first identifying logical/functional interfaces that ask several
questions:

1. WHO interacts with WHOM?

2. WHAT is transferred and translated?

3. WHEN does the transference or translation occur?
4. Under WHAT conditions?

Then, we translate the logical/functional connectivity into a physical interface that represents HOW
and WHERE the interface will be implemented.

Analytically, system interfaces provide the mechanism for point-to-point connectivity. We
characterize interface connectivity at two levels: 1) logical and 2) physical.

» Logical interfaces Represent a direct or indirect association or relationship between two
entities. Logical interfaces establish:

1. WHO—Point A—communicates with WHOM—Point B.

2. Under WHAT scenarios and conditions the communications occur.
3. WHEN the communications occur.

Logical interfaces are referred to as “generalized” interfaces.

* Physical interfaces Represent physical interactions between two interfacing entities. Phys-
ical interfaces express HOW devices or components (boxes, wires, etc.) will be configured
to enable Point A to communicate with Point B. Physical interfaces are referred to as “spe-
cialized” interfaces because of their dependency on specific mechanisms (electronics, optics,
etc.) to realize the interface.

Consider the following example:

EXAMPLE 12.6

The Internet provides a mechanism for a User with a device such as a computer equipped with the appropri-
ate hardware and software to communicate with an external Web site. In this context a logical interface or
association exists between the user and the Web site. When the User connects with the Web site, a physical
interface is established.

The preceding discussion highlighted two “levels” of connectivity. This is an important point, espe-
cially from a system design perspective involving humans. Engineers have a strong tendency to
jump to defining the physical interface BEFORE anyone has decided WHAT the interface is to
accomplish. Therefore, you must:

1. Identify which system elements or entities must associate or interact.

2. Understand WHY they “need to connect.”

3. Determine WHEN the associations or interactions occur.
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12.5 INTERFACE DEFINITION METHODOLOGY

The preceding discussions enable SEs to establish a basic methodology for identifying and char-
acterizing interfaces.

Step 1:  Identify logical interfaces. When systems are designed, logical interfaces enable us to
acknowledge that an association or relationship exists. Therefore, the interface becomes
a logical means of expression that enables us to characterize WHAT the interface is
required to accomplish.

Step 2:  Identify and define physical interfaces. The physical implementation of a logical or gen-
eralized interface requires selection from a range of candidate solutions subject to tech-
nical, technology, cost, schedule, and risk constraints. This being the case, SEs typically
conduct one or more trade studies to select the most appropriate implementation.

12.6 PHYSICAL INTERFACE TYPES

If we analyze how interfaces are implemented in the physical domain, our analysis will reveal that
interfaces occur in mechanical, electrical, optical, acoustical, natural environment, chemical, and
biological forms, and as combinations of these forms. For all these types of physical interfaces
there are specialized solutions. To further understand the specialized nature of these interface solu-
tions, let’s explore each one.

Mechanical Interfaces

Mechanical interfaces consist of boundaries that exist between two physical objects and include
characterizations such as function, form, and fit. Characterizations include:
1. Material Properties Composition.

2. Dimensional Properties Length, width, and depth; mass properties such as weight, density,
and shape.

3. Structural Integrity Properties Shock, vibration, etc.
4. Aerodynamic Properties Drag, fluid flow, etc.

Electrical Interfaces

Electrical interfaces consist of direct electrical or electronic connections as well as electromagnetic
transmission in free air space. Attributes and properties include voltages, current, resistance, induc-
tance, capacitance, grounding, shielding, attenuation, and transmission delays.

Optical Interfaces

Optical interfaces consist of the transmission and/or receipt of visible and invisible wavelengths of
light. Attributes and properties include intensity, frequency, special ranges, resolution, distortion,
contrast, reflection, refraction, filtering, modulation, attenuation, and polarization.

Acoustical Interfaces

Acoustical interfaces consist of the creation, transmission, and receipt of frequencies that may be
audible or inaudible to humans. Attributes and properties include volume, frequency, modulation,
and attenuation.
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Natural Environment Interfaces

Natural environment interfaces consist of those elements that are natural occurrences of nature.
Attributes and properties include temperature, humidity, barometric pressure, altitude, wind, rain,
snow, and ice.

Chemical Interfaces

Chemical interfaces consist of interactions that occur when chemical substances are purposefully
introduced or mixed with other chemicals or other types of interfaces. Attributes and properties
include heat, cold, explosive, toxicity, and physical state changes.

Biological Interfaces

Biological interfaces consist of those interfaces between living organisms or other types of inter-
faces. Attributes and properties include touch, feel, smell, hearing, and sight.

12.7 STANDARDIZED VERSUS DEDICATED INTERFACES

Interfaces allow us to establish logical or physical relationships between system elements via a
common, compatible, and interoperable boundary. If you analyze the most common types of inter-
faces, you will discover two basic categories: 1) standard, modular interfaces and 2) unique, ded-
icated interfaces. Let’s define the context of each type.

» Standard, Modular Interfaces System developers typically agree to employ a modular,
interchangeable interface approach that complies with a “standard” such as RS-232,
Mil-Std-1553, Ethernet, and USB (Universal Serial Bus).

» Unique, Dedicated Interfaces Where standard interfaces may not be available or adequate
due to the uniqueness of the interface, SE designers may elect to create a unique, dedicated
interface design for the sole purpose limiting compatibility with other system elements or
entities. Examples include special form factors and encryption that make the interface unique.

12.8 ELECTRONIC DATA INTERFACES

When the User’s logical interfaces are identified in the SYSTEM or entity architecture, one of the
first decisions is to determine HOW the interface is to be implemented. Key questions include:
1. Does each interface require discrete inputs and outputs?
2. WHAT function does the interface perform (data entry/output, event driven interrupt, etc.)?
3. Are the data periodic (i.e., synchronous or asynchronous)?
4. WHAT is the quantity of data to be transmitted or received?
5. WHAT are the time constraints for transmitting or receiving the data?

Electronic data communications mechanisms employ analog or digital techniques to communicate
information.

Analog Data Communications

Analog mechanisms include amplitude modulated (AM) microphone and speaker based I/0 devices
such as telephones and modems.



118 Chapter 12 System Interfaces

Digital Data Communications

Digital mechanisms include synchronous and asynchronous bipolar signals that employ specific
transmission protocols to encapsulate encoded information content. Digital data communications
consists of three basic types of data formats: discrete, serial, or parallel.

Discrete Data Communications. Discrete data consist of dedicated, independent instances of
static ON or OFF data that enable a device such as a computer to monitor the state or status
condition(s) or initiate actions by remote devices. Digital discrete data represent electronic
representations for various conditions or states—such as ON/OFF, INITIATED, COMPLETE, and
OPEN/CLOSED.

Discrete data communications also include event driven interrupts. In these applications a
unique, dedicated signal line is connected to an external device that senses specific conditions.
When the condition is detected, the device foggles the discrete signal line to notify the receiving
device that a conditional event has occurred.

Parallel Data Communications. Some systems require high-speed communications between
electrical devices. Where this is the case, parallel data communications mechanisms may be
employed to improve SYSTEM performance by simultaneously transmitting synchronous data
simultaneously over discrete lines. Consider the following example:

EXAMPLE 12.7

An output device may configured to set any one or all 8 bits of discrete binary data to turn ON/OFF individ-
ual, external devices.

Parallel data communications mechanisms may increase hardware component counts, develop-
ment and unit costs, and risks. In these cases, performance must be traded off against cost and risk.
Parallel data communications may be synchronous—meaning periodic—or asynchronous, depend-
ing on the application.

Serial Data Communications. Some systems require the transmission of data to and from
external systems at rates that can be accomplished using serial data communications bandwidths.
Where applicable, serial data communication approaches minimize parts counts, thereby affecting
PC board layouts, weight, or complexity.

Serial data communications mechanisms may be synchronous—meaning periodic—or asyn-
chronous, depending on the application. Serial data communications typically conform to a number
of standards such as RS-232, RS-422 and Ethernet.

12.9 LIMITING ACCESS TO SYSTEM INTERFACES

Some interfaces require restricted access to only those devices accessible by authorized Users. In
general, these interfaces consist of those applications whereby the User pays a fee for access, data
security on a NEED TO KNOW basis, posting of configuration data for decision making, and so
on. How is this accomplished?

Limited access can be implemented via several mechanisms such as: 1) authorized log-on
accounts, 2) data encryption devices and methods, 3) floating access keys, 4) personal ID cards,
5) personal ID scanners, and 6) levels of need to know access.
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* Authorized User Accounts Employed by Web sites or internal computer systems and require
a UserID and password. If the user forgets the password, some systems allow the user to
post a question related to the password that will serve as memory jogger. These accounts
also must make provisions to reset the password as a contingency provided the user can
authenticate themselves to the computers system via personal ID information.

* Data Encryption Methods and Techniques Employed to encrypt/decrypt data during trans-
mission to prevent unauthorized disclosure. These devices employ data “keys” to limit
access. Encryption applications range from desktop computer communications to highly
sophisticated banking and military implementations.

* Floating Access Key Software applications on a network that allow simultaneous usage by
a subset of the total number of personnel at any given point in time. Since organizations do
not want to pay for unused licenses, floating licenses are procured based on projected peak
demand. When a user logs onto the application, one of the license keys is locked until the
user logs out. Since some users tend to forget to log out and thereby locking other users from
using the key, systems may incorporate timeout features that automatically log out a user
and make the key accessible to others.

* Personal ID Cards Magnetically striped ID badges or credit cards assigned to personnel that
allow access to facilities via security guards or access to closed facilities via magnetic card
readers and passwords.

* Personal Authentication Scanners Systems enabling limited access by authenticating the
individual via optical scanners that scan the retina of an eye or thumbprint and match the
scanned image against previously stored images of the actual person.

e Levels of Need to Know Access Restricted access based on the individual’s need to know.
Where this is the case, additional authentication may be required. This may require com-
partmentalizing data into levels of access.

12.10 UNDERSTANDING INTERFACE PERFORMANCE
AND INTEGRITY

Interfaces, as an entry point or portal into a system, are vulnerable to threats and failures, both
internally and externally. Depending on the extent of the physical interface interaction and result-
ing damage or failure, the interface capability or performance may be limited or terminated. Our
discussion here focuses on understanding interface design performance and integrity. Let’s begin
by first defining the context of an inferface failure.

What Constitutes an Interface Failure?

There are differing contexts regarding WHAT constitutes an interface failure including degrees of
failure. An interface might be considered failed if it ceases to provide the required capability at a
specified level of performance when required as part of an overall system mission. Interface fail-
ures may or may not jeopardize a system mission.

Consequences of an Interface Failure

Interface failures can result in the LOSS of system control and/or data; physical damage to system
operators, equipment, property or the environment. As a result, system interfaces that may poten-
tially impact mission success, cause damage to the system, the public, or environment; as well as
loss of life should be thoroughly analyzed. This includes understanding HOW the internal or exter-
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nal interface may fail and its impact on other components. Let’s examine how interface failures
may occur.

Interface Failures

Interfaces fail in a number of ways. In general, physical interfaces can fail in at least four types of
scenarios: 1) disruption, 2) intrusion, 3) stress loading, and 4) physical destruction.

» Disruptions can be created by acts of nature, component reliability, poor quality work,
animals, lack of proper maintenance, and sabotage. Examples include: 1) failed components,
2) cable disconnects; 3) loss of power, 4) poor data transmission; 5) lack of security;
6) mechanical wear, compression, tension, friction, shock, and vibration; 7) optical attenua-
tion and scattering; and 8) signal blocking.

e Intrusion examples include: 1) unauthorized electromagnetic environment effects (EY);
2) data capture through monitoring, tapping, or listening; and 3) injection of spurious signals.
Intrusion sources include electrical storms and espionage. Intrusion presentation solutions
include proper shielding, grounding, and encryption.

» Stress Loading includes the installation of devices that “load,” impede, or degrade the
quality or performance of an interface.

* Physical Attack includes physical threat contact by accident or purposeful action by an
external entity on the system to inflict physical harm, damage, or destruction to a SYSTEM,
entity, or one of their capabilities.

Interface Vulnerabilities

Interface integrity can be compromised through inherent design defects, errors, flaws, or vulnera-
bilities. Interface integrity and vulnerability issues encompass electrical, mechanical, chemical,
optical, and environmental aspects of interface design. Today most awareness to interface vulner-
ability tends to focus on secure voice and data transmissions, and network firewalls. Vulnerability
solutions include secure voice and data encryption; special, shielded facilities; armor plating; com-
partmentalization of tanks; cable routing and physical proximity; and operational tactics.

Interface Latency

Interface latency is a critical issue for some systems, especially if one interfacing element requires
aresponse within a specified timeframe. As an SE, you will be expected to lead the effort that deter-
mines and specifies time constraints that must be placed on interface responses. If time constraints
are critical, what is the allowable time budget that ensures the overall system can meet its own time
constraints.

Interface Failure Mitigation and Prevention

When you design system interfaces, there are a number of approaches to mitigate the occurrence
of interface failures or results. In general, the set of solutions have a broad range of costs. SEs often
focus exclusively on the hardware and software aspects of the interface design. As a natural start-
ing point, hardware and software reliability, availability, and maintainability (RAM), in combina-
tion with failure modes and effects analysis (FMEA), should be investigated.

System operation involves all of the system elements: PERSONNEL, EQUIPMENT, and
SUPPORT. The point is that there may be combinations of system element actions or tactics that
allow you to optimize system performance while reducing system cost.
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EXAMPLE 12.9

Mirrors on vehicles provide a critical interface for the vehicle operator. The mirrors “bend” the operator’s line
of sight, thereby enabling the operator to maneuver the vehicle in close proximity to other vehicles or struc-
tures. Vehicles, such as trucks, with side mirrors that extend away from the cab are especially vulnerable to
being damaged or destroyed.

Hypothetically, one solution is to design outside mirrors with deflectors that protect the mirrors from
damage. However, since vehicles move forward and backward, deflectors on the front side of the mirror might
limit the operator’s line of sight. Additionally the cost to implement a design of this type would be expensive.
A low-cost solution is to simply train the operators on the importance of operational safety. Thus, we pre-
serve SYSTEM performance while minimizing EQUIPMENT costs.

12.11 SUMMARY

During our discussion of system interface practices we identified the key objectives of interfaces, identified
various types, and emphasized the importance of system interface integrity.

Our discussion of logical and physical entity relationships should enable you to describe how the system
elements interact at various levels of detail. The entity relationships, in turn, should enable you to assimilate
the relationships into an architectural framework. To facilitate the decision-making process, we established
the logical entity relationships or associations between the system elements via a logical architectural repre-
sentation. Once the logical architecture was established, we progressed the decision-making process to the
physical architecture representation or physical architecture.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Identify the following:

(a) Types of interfaces.
(b) Specific interfaces and objectives.

(¢) Examples of generalized and specialized solutions for each types of interface.
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Chapter 13

Organizational Roles, Missions,
and System Applications

13.1 INTRODUCTION

System Owner and User organizational roles, missions, and objectives establish the driving need
for system and mission capabilities and performance requirements. Each role, mission, and objec-
tive serves as the benchmark frame of reference for scoping and bounding what is and is not rele-
vant as an organization’s mission space.

Understanding the problem, issue, or objective the User is attempting to solve, resolve, or
achieve is key to understanding WHY a system exists and WHAT purpose it serves within the
System Owner’s organization. HIGHER ORDER SYSTEMs, such as corporate enterprise man-
agement, shareholders, and the general public, have an expectation that short- and long-term ben-
efits (survival, profits, return on investment (ROI), etc.) are derived by establishing an organization
that fulfills marketplace needs.

Our discussion introduces the closed loop system of organizational entity relationships that
define requirements for a system in terms of the organization’s roles, missions, and objectives. The
description centers on fechnical accountability and discusses how system capability and perform-
ance requirements are derived to address the organization’s assigned OPERATING ENVIRON-
MENT problem and solution spaces.

Definitions of Key Terms

* Paradigm An in-grained mindset or model that filters or rejects considerations to adopt or
employ new innovations and ideas that may impact the status quo.

* Situational Assessment An objective evaluation of current strengths, weaknesses, oppor-
tunities, and threats (SWOTs) of a SYSTEM OF INTEREST (SOI) relative to operating con-
ditions and outcome-based objectives. Results of a situational assessment document the
prioritized mission operational needs for the organization.

 Strategic Plan An outcome-based, global or business domain document that expresses the
organizational vision, missions, and objectives of WHERE it wants to be at some point in
time and what it wants to accomplish in the long term, typically five years or more hence.
The challenge for most organizations is: WHAT business or line of business (LOB) are your
currently in versus WHAT do you WANT to be in five years from now versus WHAT LOB
you should be in?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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» Tactical Plan A near-term, mission-specific plan that expresses how the organization’s lead-
ership plans to deploy, operate, and support existing assets—such as people, products,
processes, and tools—to achieve organizational objectives allocated from the strategic plan
within time frame and resource constraints, typically one year or less.

13.2 ORGANIZATIONAL MISSIONS WITHIN THE ENTERPRISE

While many people have the perception that organizations procure systems based on a whim or
simple need, we need to first understand why organizations acquire systems to support strategic
and tactical objectives. The operational need is deeply rooted in understanding the organization’s
vision and mission.

Organizationally we model the strategic and tactical planning process as illustrated in Figure
13.1. In general, the process consists of a Strategic Planning Loop (1) and a Tactical Planning Loop
(7). These two loops provide the basis for our discussion.

The Strategic Planning Loop (1)

The seed for long-term organizational growth and survival begins with an organizational vision.
Without a vision and results-oriented plan for action, the organization’s founders would be chal-
lenged to initially or continually attract and keep investors, investment capital, and the like.

The directional heading of most organizations begins with a domain analysis of the OPER-
ATING ENVIRONMENT consisting of targets of opportunity (TOOs) and threat environment. The
analysis task, which is scoped by the organizational vision, produces a Market and Threat Assess-
ment Report. The report, coupled with the long-term organizational vision of what is to be accom-
plished, provides the basis for developing the organization’s strategic plan.
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As the organization’s capstone planning document, the strategic plan defines where the organ-
ization expects to be five years or more from now. The plan identifies a set of long-term objectives,
each of which should be realistic, measurable, and achievable. As with any system, strategic plan-
ning objectives are characterized by performance-based metrics that serve as benchmarks for assess-
ing planned versus actual progress.

Author’s Note 13.1 Iz is important to underscore the global nature of the strategic plan. The
approved document forms the frame of reference for initiating tactical plans that focus on organi-
zational LOB specific missions and objectives for their systems, products, or services.

The Tactical Planning Loop (7)

Once the strategic plan is established, the key question is: HOW do we get from WHERE we are
NOW to five years from now? The answer resides in creating and maintaining incremental, short-
range tactical plans that elaborate near-term (e.g., one year) objectives and actions required to
achieve strategic planning objectives.

Executive management decomposes strategic objectives into tactical objectives and assigns
the objectives to various organizational elements. Performance-based metrics or measures of per-
Sformance (MOPs) benchmark the required performance of each factical objective. The MOPs serve
as benchmarks for assessing planned versus actual progress in achieving the objectives.

Tactical Plans (8)

In response to the factical objectives, each organizational element develops a factical plan that
describes HOW the each organization’s leadership plans to achieve the objectives relative to the
MOP benchmarked. In terms of HOW, the tactical plan describes the ways the Organizational
System Elements (OSEs)—such as PERSONNEL, FACILITES, EQUIPMENT, PROCEDURAL
DATA, and MISSION RESOURCES—will be deployed, operated, and supported. Thus, each OSE
requires a specified level of capabilities and performance to support accomplishment of the tacti-
cal objectives. To illustrate an aspect of a tactical plan, consider the following example:

EXAMPLE 13.1

Assume an organization requires a fleet of 10 delivery vehicles with an operational availability of 0.95 and
you only have 6 vehicles, the factical plan describes HOW the organization plans to:

1. Acquire at least four additional vehicles.

2. Operate the vehicles to achieve organizational objectives.

3. Maintain the vehicles to achieve an operational availability of 0.95.

System Element Resources (9)

System element resources in inventory and their current conditions represent the existing system/
product capabilities. Assuming the organization has a realistically achievable strategic plan and
supporting tactical plans, these documents and supporting organizational system elements have a
shelf life. Competitive or hostile threats, as well as opportunities, evolve over time. As a result, two
types of situations occur:

1. Threat capabilities begin to exceed your organization’s system element capabilities.

2. As new opportunities arise, each system element asset requires a projected level of per-
formance to defend against threats or capitalize on the opportunities.
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Given that the organizational system elements have a shelf life, your organization may find itself
with gaps between WHAT you currently have and WHAT you operationally NEED to survive orga-
nizational threats or capitalize on opportunities.

As the tactical plans for achieving specific missions mature and are approved, system
elements—namely PERSONNEL, FACILITIES, DATA, and EQUIPMENT—are fully funded to
achieve the mission objectives. The updates may include:

1. Deployment of a new system, product, or service.

2. Upgrades, enhancements, and refinements to existing systems, products, or services.
3. Updates to organizational doctrine and command media revisions.

4. Personnel training and skills enhancement.

5. Revisions to operational tactics.

Depending on the level of urgency for these capabilities, a tactical plan may require several days,
weeks, months, or a year to implement and bring the organizational capabilities up to required level
of performance. Consider the following example:

EXAMPLE 13.2

An organization fields a system or product with an Initial Operational Capability (IOC) and incrementally
upgrading via “builds” until a Full Operational Capability (FOC) is achieved.

Additionally, until the required capabilities are firmly established, interim operational tactics may be
employed to project a perception to adversarial or competitive threats to a capability that may only exist in
virtual space. History is filled with examples of decoy systems or products that influence competitor, adver-
sary, or customer perceptions of reality until the actual system, product, or service capability is fielded.

Guidepost 13.1 At this point, recognize that the organization was established to capitalize on
targets of opportunity (TOOs) in the marketplace. As the organization delivers or employs those
products or services in the OPERATING ENVIRONMENT, the organization must continually assess
a system’s operational utility, suitability, availability and effectiveness via mission gap analysis.
The analysis collects and analyses data from User interviews, observations, lessons learned, trouble
reports (TRs), and deficiencies, for example—comprising the mission capability gaps. The bottom
line is:
1. Here’s WHAT we set out to accomplish with our products and services.

2. Here’s HOW they performed in the marketplace.

3. Here’s WHAT our customers told us about their PERCEPTIONS and level of
SATISFACTION.

4. Here’s the SCORECARD on performance results.

Existing System/Product Capabilities (10)

Effective mission gap analysis requires a realistic, introspective assessment of the existing
system/product capabilities. Organizations, by nature and “spin control” media relations, project a
positive image outside the organization, thereby creating a “perception” that the organization may
appear to be much stronger than the existing capabilities indicate. Depending on the context, serious
business ethics may be at issue with specific consequences.

For internal assessment purposes, the path to survival demands objective, unbiased, realistic
assessments of system, product, or service capabilities. Otherwise, the organization places itself
and its missions at risk by believing their own rhetoric. This paradigm includes a concept referred
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to as group think, whereby the organization members synergize their thought processes to a level
of belief that defies fact-based reality.

User Moments of Truth (11)

Real world field data based on User moments of truth represent a level of risk that does have an
impact on the organization, physical assets, or human life. The physical interactions may be
aggressive, defensive, or benign encounters as part of the normal course of day-to-day business
operations.

Field engineers, User interviews and feedback, or broader-based User community surveys serve
as key collection points for moments of truth data. The interviews accumulate User experiences,
lessons learned, and best practices based on direct physical interactions with the TOOs or threat
environment.

Author’s Note 13.2 A common challenge many organizations face is having decision makers
who emphatically insist that they “know best” what the User wants. Although this may be true in
a few instances, objective evidence should reasonably substantiate the claim. Otherwise, the claim
may be nothing more than pompous chest beating, unsubstantiated observation, or assertion. Com-
petent professionals recognize this trap and avoid its pitfalls.

Mission Gap Analysis (12)

Mission gap analysis focuses more in-depth on a strengths, weaknesses, threats, and opportunities
(SWOT) or gap analysis between the organization’s existing system, product, or service capabili-
ties, operational state of readiness and targets of opportunity (TOOs) or threats. The analysis
includes conducting what if scenarios; assessment of operational strengths, definition of measures
of effectiveness (MOEs) and measures of suitability (MOSs); and leveraged capabilities. Based on
the mission gap analysis results, prioritized operational needs are documented and serve as inputs
into tactical plans.

Referral For more information about MOEs and MOSs, refer to Chapter 34 on Operational
Utility, Suitability, and Effectiveness Practices in Part II.
It is important to note here that the gap analysis may have two types of information:

1. The paper analysis comparison.

2. Real world field data based on actual physical interactions between the existing system or
product and the TOOs or threat environment.

The paper analysis is simply an abstract analysis and comparison exercise based on documented
evidence such as “brochureware” in trade journals, customer feedback, surveys, intelligence, and
problem reports. The analysis may be supported by various validated models and simulations that
can project the virtual effects of interactions between the existing system, product, or service capa-
bilities and TOOs or threats. Though potentially lacking in physical substance and validation, the
paper analysis approach should convey a level of risk that may have an impact on the organiza-
tion, physical assets, human life, property, or the environment.

Prioritized Operational Needs (13)

The results of the mission gap analysis are documented as prioritized operational needs. Docu-
mentation mechanisms include Mission Needs Statements (MNS), Statement of Objectives (SOOs),
Operational Requirements Documents (ORDs), and Operational Concept Descriptions (OCDs).
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Obviously the nature of these documents focuses on technical capability requirements rather than
resources to implement the capabilities. Various criteria and labels are assigned to indicate the PRI-
ORITY level (numerical, phrases, etc.) such as absolutely mandatory, desired, and nice-to-have.

Guidepost 13.2  The preceding discussion provides the backdrop as to HOW organizations iden-
tify marketplace system, product, and service needs. Let’s shift our focus to understanding the tech-
nical aspect of HOW organizations employ organizational roles and missions to identify system
capability requirements.

13.3 THE SYSTEM AND MISSION CAPABILITIES FOUNDATION

Before a system is acquired or developed, SEs analyze the OPERATING ENVIRONMENT and
opportunitylproblem space to support system acquisition or development decision making. The
results of these analyses ultimately bound the solution space(s) within which the MISSION
SYSTEM is intended to operate. In performing this role, SEs support business development organ-
izations attempting to bound the operating environment and define the types of missions the system
must be capable of conducting.

System Objectives

Every system, product, or service is characterized by a set of operational need-based objectives that
drive the system’s missions and applications. Consider the following example:

EXAMPLE 13.3

An automobile manufacturer may conduct marketing analysis and identify an operational need(s) for a family
vehicle that can comfortably provide general transportation for up to four adults. Further analysis reveals that
families searching for this type of vehicle are sports oriented and need to carry bicycles, kayaks, or storage
containers over rough roads in mountainous territory in all weather conditions. Thus, a general system objec-
tive is established for a class of vehicle.

Mission Objectives

Most families, however, do not have the luxury of performing sports all week and have other family-
based missions (shopping, school carpools, etc.). Therefore, the vehicle’s system objectives must
be capable of supporting multiple mission objectives that are User-oriented and support all system
stakeholders.

How do system and mission objectives relate to a system’s purpose? Consider the following
example.

EXAMPLE 134

A retail store may target a specific market niche based on demographics, products and services, and market
environment—coupled with financial performance to form organizational objectives. Accomplishment of the
organizational objectives requires supporting system elements of the business—such as PERSONNEL EQUIP-
MENT, and FACILITIES—on specific mission objectives—such as increasing customer awareness, boosting
sales, improving profitability, and introducing new merchandise.

This leads to two key questions:
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1. WHAT is the importance of delineating organizational mission and system objectives?
2. WHY do we do it?

The reason is the System Owner and/or the User has organization roles and missions to fulfill. Roles
and missions are accomplished by the integrated set of organizational systems or assets such the
PERSONNEL, EQUIPMENT, and PROCEDURAL DATA elements.

Each of these systems or assets provides system capabilities that fulfill a bounded solution
space subject to affordability and other constraints. System capabilities, which vary by phase of
operation, are identified, analyzed, and translated into system or item specification requirements.

Organizational Efficiency and Accountability

All multi-level elements of a system must be traceable back to system objectives that define the
system’s purpose or reason for its existence. The typical profit-centric business view is that each
capability must:

1. Enable to organization to achieve both strategic and/or tactical planning objectives.

2. Efficiently and effectively provide streamlined, value-added benefits—such as return on
investment (ROI)—to the organization.

Therefore, from an SE perspective, there must be some form of system accountability.
System accountability means that all system capabilities, requirements, and “end game”
performance must be:

1. Assigned to organizational owners—Users, Acquirer, System Developer personnel, Sub-
contractors, etc.—or organizational accountability.

2. Traceable back to higher level system objectives that identify and bound the opportunity
space or solution space—or technical accountability.

Organizations establish technical accountability by a “linking” process referred to as requirements
TRACEABILITY. To better understand the requirements traceability process, let’s examine the key
entities of technical accountability.

13.4 KEY ENTITIES OF TECHNICAL ACCOUNTABILITY

The key entities of technical accountability include organizational objectives, system objectives,
and mission objectives. To see how these topics interrelate from a technical accountability per-
spective, refer to Figure 13.2.

Operating Environment (1)

The organization characterizes its OPERATING ENVIRONMENT in terms of problem/
opportunity spaces as illustrated in Figure 13.2. From an organizational perspective, each
problem/opportunity space includes a number of validated operational needs that can be partitioned
into solution spaces. Depending on the type of organization—whether military or business—the
operational need may be driven by the marketplace or by threats. In either case, targets of oppor-
tunity (TOO) may emerge.

You may ask, how does an organization respond to its OPERATING ENVIRONMENT? Cor-
porate management assigns responsibilities to most organizations to provide systems, products, and
services to customers. To fulfill the corporate charter, each organization performs various roles and
conducts MISSIONS to achieve goals, be they financial, or otherwise.
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Figure 13.2 Understanding the Entity Relationships of Organizational & System Roles

At the highest level, the organization assesses the OPERATING ENVIRONMENT for threats
and targets of opportunity (TOOs), whichever is applicable. Results of the assessment and derived
strategy are documented in the organization’s strategic plan and implemented via a series of
mission-oriented tactical plans.

In performing this corporate mission, each organization must use existing resources to procure,
implement, and upgrade a MISSION SYSTEM (17) that can perform the missions and achieve the
objectives. This, in turn, requires specifying system “solutions” that can achieve specific mission
objectives.

To satisfy the solution space(s), System Owner/User Operations (5) and Mission Requirements
(10) are identified.

Mission Requirements (10)

Fulfillment of a solution space may require several types of missions to satisfy, correct, or fill the
void. Each type of mission is documented by a strategic plan and supporting tactical plans. These
plans identify, define, and document specific mission requirements.

Author’s Note 13.3 In the interest of space and simplicity, we have arbitrarily abstracted the
MISSION REQUIREMENT elements as shown. Entities such as resources should also be consid-
ered. The six entities presented are intended to illustrate the technical “thought process.”

Based on an understanding of the mission requirements, let’s shift to understand HOW a MISSION
SYSTEM (17) operates to conduct its missions.
Mission System (17)

When tasked by HIGHER ORDER SYSTEMS—namely by System Owners/Users—each
MISSION SYSTEM (17) must be physically configured to meet the specific mission requirements.
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These requirements include mission objectives, mission outcomes, and Mission Event Timelines—
as part of the organizational roles and missions. Additionally, the MISSION SYSTEM (17) is
selected as the “system of choice” and is linked to the Mission Requirements (10). For example,
Phases of Operation (19) and Modes of Operation (20), Mission Outcome(s) (12), and Mission
Event Timelines (14) must be linked.

Guidepost 13.3 At this point we have established the mission requirements and identified the
MISSION SYSTEM (17). The final part of our discussion focuses on the System Requirements (24)
of the selected MISSION SYSTEM.

System Requirements (24)

MISSION SYSTEM objectives are achieved by procuring and implementing MISSION SYSTEMS
(17) designed specifically for satisfy Mission Requirements (10). In general, systems are procured
to handle a diversity of missions ranging from highly specialized to very general. The mechanism
for documenting the total set of mission requirements is the system specification or System Per-
formance Specification (SPS).

Author’s Note 13.4 Under System Requirements (24), there should also be entity relationships
for nonfunctional requirements. Because of space limitations, Figure 13.2 only depicts the func-
tional requirements.

As Figure 13.2 shows, System Requirements (24) specify and bound System Capabilities (25),
which consist of System Functions (26). Each system function is bounded by at least one or more
Measures of Performance (MOPs) (27). Technical Performance Parameters (TPPs) (28), which
represent areas of performance that are critical to the mission and system, are selected for special
tracking from the set of Measures of Performance (MOPs).

Referral For more information about traceability of system capabilities, please refer to Chapter
System Operational Capability Derivation and Allocation.

13.5 UNDERSTANDING ORGANIZATIONAL
ROLES AND MISSIONS

MISSION SYSTEM and SUPPORT SYSTEM roles are determined by their role-based contexts
within the System of Systems (SoS). Human-made systems consist of integrated supply chains of
systems in which an organization produces systems, products, and services to support another
“downstream” system. Two key points:

* In the system-centric context, a MISSION SYSTEM performs specific objectives defined by
contract, tasking, or personal motivation.

* In the supply chain context, the same system serves as a SUPPORT SYSTEM to another via
the delivery of systems, products, or services.

As a result, every system in the SoS supply chain serves in two contextual roles as:

1. MISSION SYSTEM
2. SUPPORT SYSTEM
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Figure 13.3 Understanding the MISSION SYSTEM and SUPPORT SYSTEM Roles Supply Chain

If we investigate the MISSION SYSTEM and the SUPPORT SYSTEM roles and their interactions
with the SOI's OPERATING ENVIRONMENT, every system performs a function, by definition,
and produces value-added products, by-products, and services that are used by other systems. In
effect we can establish a customer—supplier relationship boundary between the system and exter-
nal systems within its OPERATING ENVIRONMENT.

We can describe the SOI’s value-added processing graphically as shown in Figure 13.3. System
1 performs value-added processing to transform MISSION RESOURCES inputs—namely data and
raw materials—into SYSTEM RESPONSES outputs—namely behavior, products, by-products, and
services. The success of MISSION SYSTEM operations is subject to HHGHER ORDER Systems:

* Operating Constraints—Command-and-control mission tasking, policies and procedures,
contracts, etc.

» Organizational Resources Constraints—Processes and methods, facilities, training, tools,
personnel, etc.

“Fitness-for-Use” Criteria

Customers or Acquirers of systems, by virtue of validated operational needs, have minimum require-
ment thresholds and expectations that must be met to ensure the products, by-products, and serv-
ices they acquire are acceptable for use by their technical capability, quality, and safety and are not
detrimental to the environment and human health. Analytically, we refer to these expectations and
requirements as fitness-for-use criteria. Contractually, fitness-for-use criteria establish a basis for:

1. Acquirer (role) specification of system/entity requirements

2. Acceptance of contract deliverables.
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System Interfaces and PRODUCER-SUPPLIER Relationships

The construct depicted in Figure 13.3 represents linkages within an overall chain of SUPPLIER
(role) to CUSTOMER (role) exchanges. We refer to the “linkages” as supplier—customer role
relationships.

If we analyze each system within the supplier—customer chain, we discover that every system
has a mission and objectives to achieve. The missions and objectives focus on products, by-
products, and services provided by a SYSTEM OF INTEREST (SOI) to satisfy customer
operational needs and provide a return on investment (ROI) to the supplier’s organizational stake-
holders. Therefore, a system fulfills two roles:

1. A Mission Role Produce value-added products, by-products, and services.

2. A Support Role Deliver those products, by-products, and services to other systems.

Each system in the supplier—customer chain performs MISSION SYSTEM and SUPPORT
SYSTEM roles relative the predecessor and successor interface systems.

As illustrated by the figure, System 1 performs a MISSION SYSTEM role as a producer of
value-added products, by-products, and services to meet consumer marketplace or contract require-
ments. The marketplace or contract establishes fitness-for-use standards and acceptance criteria
for use by System 2. As a supplier of products, by-products, and services, System 1 performs a
SUPPORT SYSTEM role to System 2.

To illustrate HOW organizational elements perform in their MISSION SYSTEM and
SUPPORT SYSTEM roles, let’s explore the role-based interaction between a system development
program and the accounting department.

EXAMPLE 13.5

A system development program, as a MISSION SYSTEM, designs and develops a product and provides serv-
ices to fulfill the requirements of a contract. The program organization, functioning in a SUPPORT SYSTEM
role to the accounting organization, provides weekly labor charges—namely mission support data.

The accounting organization, functioning in its MISSION SYSTEM role, is tasked to collect, analyze,
and report financial data via accounting reports (products) and services. The accounting organization, func-
tioning in its SUPPORT SYSTEM role, provides timely mission support data and services to system devel-
opment programs to assess earned value against plans that enable them to make corrective actions, if necessary,
to meet their contract performance obligations.

EXAMPLE 13.6

During NASA Space Shuttle missions, organizations such as the Kennedy Space Center (KSC) in Florida,
Mission Control at the Johnson Space Center (JSC) in Houston, the Marshall Space Flight Center (MSFC) in
Huntsville, Alabama, other NASA centers, and Vandenburg Air Force Base (VAFB) in California perform
SUPPORT SYSTEM roles that include pre-mission, mission, and/or postmission operations support.

Let’s delineate the context of the MISSION SYSTEM and SUPPORT SYSTEM roles further.

* While in its MISSION SYSTEM role, a SOI conducts assigned missions to accomplish
mission objectives.

* While performing its MISSION SYSTEM role, a SOI serves as a SUPPORT SYSTEM to
the HIGHER ORDER SYSTEM that assigned the task (vertical entity relationships). In so
doing, the SOI may support other peer level systems in their respective MISSION SYSTEM
roles (horizontal entity relationships).
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Table 13.1 Organizational roles and system application rules

Rule Title Role-Based System Rules
13.1 Organizational Establish your organization’s vision, mission, and objectives in a
vision, mission, and strategic plan.
objectives
13.2 Tactical planning Based on your organization’s strategic plan’s vision, mission and
objectives, establish mission driven tactical plans.
13.3 Capability gap Conduct a gap analysis of organizational and system strengths,
analysis weaknesses, opportunities, and threats (SWOTSs) capabilities required to
achieve the strategic and tactical plans.
13.4 Targets of Based on your organizational vision, conduct a gap analysis of the
opportunity and global marketplace’s targets of opportunity (TOOs) and threat
threat environments.
environments
13.3 Strategic planning Establish an organizational strategic plan that defines the vision for
where the organization intends to be in 5 years or longer.
13.4 Producer and Every system performs two types of supply chain roles:
supplier roles 1. As a MISSION SYSTEM, the system is a producer of products,
by-products, or services based on marketplace needs or contract
requirements.
2. As a SUPPORT SYSTEM, the system is a supplier of products,
by-products, or services to satisfy Acquirer system needs.
13.5 Value-added In its MISSION SYSTEM role, every system:
producer-supplier 1. Consumes MISSION RESOURCES inputs—namely expendables and
consumables such as raw or processed materials and data.
2. Transforms, converts, or processes mission resources inputs to add
value.
3. Supplies value-added products, by-products, and services that are
used by other systems.
13.6 Acquirer fitness for Each instance of system products, by-products, and services supplied to

use criteria

an Acquirer must meet pre-defined and agreed to fitness for use standards
and performance criteria.

Organizational Roles and System Application Rules

Based on the preceding discussion, we can establish several organizational roles and system appli-
cation development rules. Table 13.1 provides a summary of these rules.

13.6 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern organizational roles, missions, and system applications concepts.

Principle 13.1
SUPPORT SYSTEM role.

Every system performs two contextual roles: a MISSION SYSTEM role and a
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Principle 13.2 As MISSION SYSTEM, a system performs task-based missions to achieve spe-
cific outcomes.

Principle 13.3 As a SUPPORT SYSTEM, a system delivers products, by-products, or services
that serve as the MISSION RESOURCES element to another system’s MISSION SYSTEM role.

Principle 13.4 A system lacking purpose and missions reflects organizational neglect, product
obsolescence, or both.

Principle 13.5 For a supply chain to be successful, every system input and output must meet
pre-defined sets of fitness for use performance criteria established with Users.

13.7 SUMMARY

During our discussion of organizational roles and system applications, we employed entity relationships to
illustrate how the OPERATING ENVIRONMENT’s opportunity and solution spaces are linked to mission
requirements, User operations, mission systems, and subsequently system requirements.

We addressed the highly iterative strategic planning loop and tactical planning loop. Each of these loops
provide situational assessments of existing organizational systems, products, and services relative to TOOs
and threats in the operating domain and the organization’s strategic and tactical plans. When the level or
urgency triggers the need to procure a new system, product, capability, or service, work products (ONS, SOOs,
ORD, etc.) are generated to serve as inputs to the system procurement phase.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Specifically, use Figure 13.2 as a topical framework to create a presentation for the selected
system or product. Describe how its capabilities support the organizational mission.

ORGANIZATIONAL CENTRIC EXERCISES

1. Depending on the nature of your business, use Figure 13.2 as a framework to describe your organization’s
or User’s organizational roles, missions, and system requirements.

ADDITIONAL READING

CARLZON, JAN. 1987. Moments of Truth: New Strategies for Develop a Plan that Really Works. New York:
Today’s Customer-Driven Economy. New York: Harper McGraw-Hill.
and Row. MORRISEY, GEORGE L. 1996. A Guide to Strategic Thinking:
GOODSTEIN, LEONARD, NOLAN, TIMOTHY, and PFEIFFER, J. Building Your Planning Foundation. San Francisco:
WiLLiam. 1993. Applied Strategic Planning: How to Jossey-Bass.



Chapter 14

Understanding the System’s
Problem, Opportunity,
and Solution Spaces

14.1 INTRODUCTION

The concept of identifying and bounding the problem space and the solution space is one that you
occasionally hear in buzzword vocabularies. Sounds great! Impresses bystanders! However, if you
ask the same people to differentiate the problem space from the solution space(s), you either get a
blank stare or a lot of animated arm-waving rhetoric.

Most successful missions begin with a thorough identification and understanding of the
problem, opportunity, and the solution space(s). One system’s problem space may be an opportu-
nity space for another that desires to capitalize on the weakness.

This chapter introduces the concept of the problem/opportunity space and its solution space(s).
Once you understand the organization’s roles and mission, the first step is to understand WHAT
problem the User is trying to solve. People can become experts in analyzing system requirements;
however, system analysis, design, and development success begins with understanding the User’s
problem/opportunity and solution spaces. A worst-case scenario is writing perfectly worded
requirements for the wrong problem.

Our discussions begin with an overview of the problem space and formulation of the problem
statement. The discussion continues with an overview of the solution space and its relationship to
all or a portion of the problem space. We contrast common misperceptions of the solution space
using a geographical context. Although the solution space is capability based, we illustrate through
examples how a lesser capability can leverage the capabilities of other systems to greatly project
or expand, as a force multiplier, its sphere of influence.

What You Should Learn from This Chapter

1. What is a problem space?

. What is an opportunity space?

. What is the relationship between a problem space and an opportunity space?

. What is a solution space?

. What is the relationship between the problem/opportunity space and a solution space?

A Ut A W N

. How do you write a problem statement?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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7. Identify three rules for writing problem statements.
8. How do you forecast the problem/opportunity spaces?

9. How does an organization resolve gaps between a problem space and its solution space(s)?

Definitions of Key Terms

* Opportunity Space A gap or vulnerability in a system, product, or service capability that
represents an opportunity for: 1) a competitor or adversary to exploit or 2) supplier to offer
solutions.

* Problem Space An abstraction within a system’s OPERATING ENVIRONMENT or
mission space that represents an actual, perceived, or evolving gap, hazard, or threat to an
existing capability. The potential threat is perceived either to pose some level of financial,
security, safety, health, or emotional, risk to the User or to have already had an adverse impact
on the organization and its success. One or more lower level solution space systems, prod-
ucts, or services resolve the problem space.

* Problem Statement A brief, concise statement of fact that clearly describes an undesirable
state or condition without identifying the source or actions required to solve the problem.

o Situational Assessment Refer to the definition in Chapter 13 on Organizational Roles, Mis-
sions, and System Application.

* Solution Space A bounded abstraction that represents a capability and level of performance
that, when implemented, is intended to satisfy all or a portion of a higher level problem
space.

14.2 UNDERSTANDING OPERATING
ENVIRONMENT OPPORTUNITIES

HUMAN-MADE SYSTEMS, from an organizational viewpoint, exploit opportunities and respond
to threats. Organizations assign missions and performance objectives—financial, market share, and
medical—that support the founder’s or system owner’s vision of capitalizing on opportunities or
neutralizing threats.

Survivalist opportunity and threat motives are common throughout the OPERATING ENVI-
RONMENT. Depending on one’s perspective, some refer to this as the “natural ordering of systems.”
The animal kingdom that exists on the plains of Africa is an illustrative example. One animal’s
prey—or opportunity—may be viewed by the prey as a threat. Consider the following example:

EXAMPLE 14.1

An aggressor organization views a fledgling business as an opportunity to exploit or capitalize on the fledg-
ling’s weaknesses. In turn, the larger organization may be viewed by the fledgling business as the threat to its
survival.

Types of System Opportunities
Opportunities generally are of two basic types:

1. Time-based. Waiting for the right time.

2. Location-based. Waiting for a lease to expire.

Let’s explore both of these further.
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Time-Based Opportunities. Time-based opportunities can occur randomly or predictably.
Random opportunities are sometimes viewed as “luck.” Predictable opportunities are dependent
on periodic or repeatable behavioral patterns (i.e., knowledge applied to practice) that enable an
aggressor system to capitalize on a situational weakness.

Location-Based Opportunities. Location-based opportunities, as the name implies, relate to
being in the right place at the right time. In the business world success is often said to be driven
by “Location! Location! Location!” Obviously, a good location alone does not make a business
successful. However, the location positions the business for mission success.

14.3 UNDERSTANDING THE PROBLEM SPACE

One of the first steps in SE is to understand WHAT problem the User is attempting to solve. The
term problem space is relativistic. Consider competition in the commercial marketplace or military
adversaries. An organization may view a competitor or adversary and their operating domain as a
problem space. Hypothetically, if you were to ask the competitor or adversary if they were a
“problem,” to the other organization, they may state unequivocally “yes!” or emphatically “no!”
Therefore, the context of a problem space resides in the eyes and minds of those who perceive the
situation. Sometimes there is little doubt as evidenced by acts of aggression or hostility such as
invasion of a country’s air space or hostile business takeovers.

The term problem has two contexts: 1) a User-Acquirer’s perspective and 2) a System Devel-
oper perspective. A problem space for the User-Acquirer represents an opportunity—solution space
for the System Developer. In turn a System Developer’s problem space of finding a design solu-
tion becomes an opportunity space for subcontractors, vendors, and consultants to offer solutions.

OPPORTUNITY Versus PROBLEM Semantics

Technically a problem does not exist until the hazard that poses a potential risk occurs. Then you
actually have a problem! The infamous “OK, Houston, we have a problem . ..” communicated by
Apollo 13 Commander Jim Lovell is one of the best illustrations of the context used here.

In a highly competitive marketplace and adversarial, hostile world, survival for many organi-
zations requires proactive minimization of system vulnerability. Organizations that are proactive in
recognizing opportunities initiate risk mitigation actions to prevent hazards from occurring and
becoming problems—or tomorrow’s corporate headlines. In contrast, procrastinators deal with
problems by becoming reactionary “firefighters,” assuming that they were aware of the potential
hazard and did not mitigate it; they seem to never get ahead. Since the term problem space is com-
monly used and SE focuses on problem solving, this text uses the term problem space.

Problem Solving or Symptom Solving?

Organizations often convince themselves and their executive management they are problem solving.
In many cases the so-called problem solving is actually symptom solving. This question leads to
critical question for the User, Acquirer, and System Developers: Is this the RIGHT problem to solve
or a downstream symptom of the problem?

Dynamics of the Problem Space

For most organizational systems, problem spaces are dynamic and evolutionary. They evolve over
time in a number of ways. Some occur as instantaneous, catastrophic events, while others emerge
over several years—such as the hole in the ozone layer of Earth’s atmosphere. The root causes for
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problem spaces in system capabilities and performance originates from several potential sources
such as:

1. System neglect.
2. Improper oversight or maintenance.
3. Ineffective training of the User Operators.

4. Budgetary constraints.

Organizationally, managers have an obligation to track problem spaces. The problem is that some
managers are reluctant to surface the problem spaces until it is too late. In other cases management
fails to provide the proper visibility and priority to seemingly trivial issues until they become full-
fledged problem spaces—the proverbial “head in the sand.” When this happens, four potential out-
comes can occur:

1. Operationally, the source of the problem space goes away.
2. The organization’s management becomes distracted or enamored by other priorities.
3. Organizational objectives change.

4. Catastrophic (worst-case) events heighten awareness and sensitivity.

In general, people tend to think of the problem space as static. In fact, the primary issue with the
problem space is its continual dynamics, especially in trying to bound it.

Forecasting the Problem Space

The challenge for most organizations is How do we forecast a problem space in system capabili-
ties with some level of confidence? The answer resides in the organizational and system level strate-
gic and factical plans, system missions, and objectives.

Organizational strategic and tactical plans establish the reference framework for evaluating
current capabilities versus planned capabilities. Using these objectives as the basis, situational
assessments and gap analysis are employed as tools to compare the state of existing to projected
system capabilities and performance against projected capabilities and performance of competitors
or adversaries. The results may indicate a potential GAP in capabilities and/or levels of perform-
ance. The identification of the gap establishes the basis for organizational problem spaces. Dynam-
ically, gaps may occur rapidly or evolve slowly over time.

When Does a “Gap” Become a Problem? This is perhaps the toughest question, especially
in a forecasting sense. Obviously, you know you have a problem when it occurs such as malfunction,
emergency, or catastrophic events. One approach may be to determine whether a potential hazard
with a level of risk has outcome-based, consequences that are unacceptable. In effect, you need to
establish levels or thresholds for assessing the degree of problem significance.

Establishing Problem Space Boundaries. Conceptually, we illustrate a problem space with
solid lines to symbolically represent its perimeter. For some systems such as a lawn, the property
boundaries are clearly defined for ownership accountability. In other cases, the boundaries are
elusive and vague. Consider civil unrest and wars in countries where people take sides but look,
dress, and communicate similarly. How does one differentiate friend versus foe? On WHICH day
of the week?

Lines drawn around abstractions such as ideology, politics, and religion are often blurry, vague,
and ill defined. To see this, consider the graphic shown in Figure 14.1. The figure illustrates problem
space boundaries by gray edges. The “center of mass” is indicated by the dark area whose edges,
however, are blurry and indistinct. In some cases the problem space has tentacles that connect to
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Figure 14.1 SE—Translating the Abstract Opportunity/Problem Space into an SE Solution Space

other problem spaces, each having an effect on the other. The blurriness may not be static but a
continuum of dynamic, evolving changes as with clouds or a thunderstorm.

Controlling the Problem Space

Depending on the source or root cause of the problem and the degree of risk to your system or its
objectives, the natural tendency of most organizations is to eliminate the problem—namely the prob-
lems within their control, resources, or sphere of influence. However, the reality is you may not be
able to eliminate the problem space. At best, you may only be able to manage and control it—that
is, keep it in balance and check. Consider the following example:

EXAMPLE 14.2

Weeds are a continual problem for lawns and reappear annually for a variety of reasons. There are a number
of approaches to getting rid of the weeds, some more desirable than others in terms of environmental, health,
application, and cost considerations. Since you have limited control over how the weeds get transplanted
(winds, water, birds, etc.), you have a choice: 1) coexist and control the weeds or 2) “pay the price” to hire a
contractor to eliminate the weeds.

Defining the Problem Statement

Our discussion to this point focuses on the problem space in an abstract sense. The rhetorical ques-
tion that requires specificity is: WHAT problem is the User attempting to solve? Before any solu-
tion analysis can proceed, it is crucial for you and your development team, preferably in
collaboration with the User, to simply document WHAT problem the User is attempting to solve.
You need to define a problem statement. Ultimately this leads to the question: HOW should a
problem statement be written? Although there are a number of ways of developing a problem state-
ment, there are some general guidelines to apply:

1. Avoid identifying the source or root cause of a problem.
2. Identify the operational scenario or operating conditions under which the problem occurs.

3. Avoid stating any explicit or implicit solutions.
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Consider the following example:

EXAMPLE 14.3

Viruses are corrupting desktop computers on our network.

Note that the example does not specify: WHERE the viruses originate, the source or root cause of
the problem, WHAT the impact is, or HOW to solve the problem.

Partitioning the Problem Space

As your understanding of the problem space matures, the next step is to partition it into one or more
solution spaces. Work with system stakeholders to partition the complex problem space into more
manageable solution spaces. The identification of one or more solution spaces requires highly iter-
ative collaboration, analysis, and decision making. Consider the challenge of attempting to partition
the ambiguous problem space shown at left side of Figure 14.1. Through partitioning, our objective
is to isolate key properties and characteristics of the problem as abstractions that enable us to ulti-
mately develop solutions.

Author’s Note 14.1 Problem solving requires establishing a conceptual solution as a starting
point. This solution may evolve throughout the process and may not be recognizable at completion.
Some people are very ineffective at conceptualizing the starting point. One approach is to gather
the facts about a problem space and create DRAFT solution space boundaries. Then, as the analy-
sis progresses, adjust the boundaries until decisions about the solution space boundaries mature
or stabilize. The key point is: some problem spaces are described as “wicked” due their dynamic
nature and are effectively unsolvable. In general, you have a choice:

1. Flounder in the abstractness, or

2. Make a decision, move on to the next decision, and then revisit and revise the original deci-
sion when necessary.

Problem Space Degree of Urgency

The level of risk and degree of urgency of the problem space as a whole or portions thereof may
influence or drive solution space decisions, especially, where budgets or technology are constrained.
The net result may be a decision to prioritize solution spaces and levels of capability within solu-
tion spaces.

We meet this challenge by establishing an Initial Operational Capability (IOC) at system deliv-
ery and acceptance. Then, as budgets or technologies permit, IOC is followed by a series of incre-
mental builds that enhance the overall capability. Finally, as the system matures with the integration
of the “builds,” an overall capability, referred to as a Full Operational Capability (FOC), is achieved.

To illustrate the partitioning of the problem space into solution spaces, consider the graphic in
Figure 14.2. Symbolically, we begin with a problem space represented by a large box. Next, we
partition the box into five solution spaces, each focused on satisfying a set of problem space capa-
bility and performance requirements allocated to the solution space. Initially we could have started
with four or six solution spaces. Through analysis, we ultimately decide there should be five solu-
tion spaces. So, HOW does this relate to system development? The large box symbolizes the total
system solution. We partition the complexity of the system solution into PRODUCT level or SUB-
SYSTEM level solution spaces. Let’s explore this point further.
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Figure 14.2 Partitioning the Problem Space into an SE Solution Space Representation

Problem Space Partitioning and Decomposition

When SEs deal with problem spaces, the exercise is accomplished through a multi-level decom-
position or narrowing process as shown in Figure 14.3. We begin with the high-level problem space
shown in the upper left-hand corner of the diagram. We partition the problem space into four solu-
tion spaces, 1.0 through 4.0. Solution space 3.0 becomes problem space 3.0 for the next lower level
and is partitioned into solution spaces 3.1 through 3.4. The partitioning process continues to the
lowest level. The net result of the narrowing process is shown in the upper right-hand corner of the
figure.

Guidepost 14.1 Given a fundamental understanding of the problem space and its relationship
to the solution space, we are now ready to explore the development of the solution space.

14.4 UNDERSTANDING THE SOLUTION SPACE(S)

Solution spaces are characterized by a variety of boundary conditions:

1. Distinct, rigid boundaries.

2. Fuzzy, blurry boundaries.

3. Overlapping or conflicting boundaries.
The degree to which the solution space is filled is determined by the capabilities required, priorities
assigned to, and resources allocated to the problem space “zone.” HIGHER ORDER SYSTEMS con-

tractually and organizationally impose RESOURCE and OPERATING CONSTRAINTS system ele-
ments that may ultimately limit the degree of solution coverage. Consider the following examples:

EXAMPLE 14.4

Because of reduced budgets and funding, home refuse pick up and disposal service may be reduced from two
days per week to one day per week.
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Figure 14.3 Decomposing the Problem Space into Manageable Pieces

EXAMPLE 14.5

A solution space normally satisfied by airline flights between two cities will be reduced from three flights per
week to one flight per week during the non-tourist season.

Eliminating the Problem-Solution Space Gap

When a gap is identified in a system or product capability, it generally takes a finite amount of time
to fill, especially if system development is involved. If the gap is of a defensive nature, the system
or product may be vulnerable or susceptible to acts of aggression and hostilities from competitors
or adversaries. If the gap represents a deficiency in an offensive capability, work must be performed
to eliminate the gap by upgrading system capabilities and performance.

Depending on the system or product’s application, operational tactics such as decoys, cam-
ouflage, and operational patterns may be employed to supplement the gap until a new system,
product, or service is available.

Solution Capability Force Multipliers

Most people tend to think of the solution space in a geographical boundary context. Our portrayal
in Figure 14.3 resembles real-estate plots. Remember, the problem/solution spaces are capability
based. So, what does this mean?

Capability-based solutions represent abstractions of the strength, capacity, and reliability
required to accomplish mission objectives.

1. Strength. Power to accept a specific type of mission challenge.

2. Capacity to Project. Multiply that power over a defined range.

3. Reliability. A probability of completing a mission of a given duration in a specified OPER-
ATING ENVIRONMENT.
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You can expand the solution capability of a system by synergistically leveraging capabilities of
other systems to dramatically change their sphere of influence. Consider the following example:

Author’s Note 14.2 Recall the shadow game children play by standing in front of a ground-
based floodlight pointed toward a nearby wall? The floodlight, in combination with body move-
ments, projects a greater than life size silhouette onto the wall, thereby creating for the child the
perception of a much larger person. So we can leverage the geometry of object position and light
to create perceptions of capabilities beyond our individual capability. The same is true for the orga-
nizational or operational tactics for creating perceptions that are virtual but not reality.

The key point is you don’t have to build an expensive aircraft to cover X square miles. What you
need to do is figure out zow to build a reasonably priced aircraft and be able to “project” that capa-
bility into a 10X square mile domain by leveraging other systems and their capabilities. Consider
the following example:

EXAMPLE 14.6

A fighter aircraft has a limited engagement range due to fuel capacity. However, by leveraging the capabili-
ties of air-to-air refueling, the fighter can command a much larger area of coverage.

Author’s Note 14.3 You may recall from our discussion in Chapter 4 on system attributes,
properties, and characteristics that systems have a frame of reference and an operating domain.
For example, an aircraft has a home base—or frame of reference—and has an operating range—
or domain—that is limited by fuel consumption and maintenance considerations. Employing
“tanker” aircraft to replenish fuel in-flight can expand the aircraft’s effective operating range.

Selecting Candidate Solutions for the Solution Space

Each solution space is bounded by technical, technology, support, cost, and schedule constraints.
The challenge is to identify and evaluate several viable candidate solutions that satisfy the techni-
cal requirements and then recommend the preferred solution. The selection requires establishing
pre-defined, objective criteria and then performing a trade study to select the recommended solu-
tion. We will elaborate on this point further in the following discussions.

14.5 EXPOSURE TO PROBLEM-SOLUTION SPACES

Every person in your organization should have exposure to and an understanding of your organi-
zation’s opportunity-solution spaces. Unfortunately, travel budgets and the User’s desire and ability
to accommodate throngs of people prevents first hand observations of HOW the system they
develop will be deployed, operated, and supported. As with any scientific field, observation is a
critical skill of SEs. Seeing, touching, feeling, operating, hearing, and studying existing systems
in action has a profound influence on SEs throughout system development. Consider the follow-
ing example:

EXAMPLE 14.7

A company is contracted to design a large piece of computer equipment. Since one of the considerations is
always getting equipment through doorways, business development personnel describe the doorway and
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hallway leading to the room entrance. Engineering personnel were denied the opportunity to conduct a site
survey of the facility.

Convinced that they could develop a cabinet to fit through a narrow doorway, engineering proceeded with
the design. When the system was delivered, the installation team encountered major problems. They discov-
ered that the cabinet could be moved down the narrow hallway to the door but could not make a 90-degree
turn through the door. Lesson learned: ALWAYS send an SE to accompany business development personnel
during on-site visits to understand, analyze, and document the opportunity/problem and solution spaces.

Final Thoughts

Understanding problem—solution spaces requires continual assessments due to the dynamics of the
OPERATING ENVIRONMENT. SEs often erroneously believe that filling the solution space with
development of a new system, product, or service is an end all answer. As is the case of scientific
law, every action by the User can be expected to have an equal and opposite reaction by competi-
tors and adversaries. So, when you bound the solution space, the bounding process must also
consider:

1. The potential reactions of competitors and adversaries.

2. HOW the new system, product, or service minimizes susceptibility and vulnerability to those
threats, at least for a reasonable period of time.

14.6 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern our understanding of a system’s problem, opportunity, and solution spaces.

Principle 14.1 System analysis requires recognition and validation of three types of User oper-
ational needs: real, perceived, or projected.

Principle 14.2 One system’s problem space is an opportunity space for a competitor or adver-
sarial system.

Principle 14.3 Manage problem space complexity by decomposing it into one or more solution
spaces that are solvable.

Principle 14.4 When bounding a solution space, anticipate competitor or adversarial reactions
to counter the solution space capabilities.

Principle 14.5 There are two types of solution development activities: problem solving and
symptom solving. Recognize the difference.

14.7 SUMMARY

Our discussion of problem and solution spaces serves as an SE concept for a number of reasons.

* Problem solving begins with bounding and understanding the problem space and its constraints.

* The fundamental concepts discussed here serve as key element of the SE Process Model.

Referral More information on the SE Process Model is provided in Part II in Chapter 26.
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* The investigation of alternative concepts and solutions that satisfy the solution space provide the foun-
dation for developing candidate system solutions for evaluation and decision.

Referral More information on system solution development is provided in Chapter 23 System Analy-
sis Synthesis and Chapters 37—40 on system solution development.

Now that we have an understanding of the problem space and the solution space concept, we are ready
to investigate HOW the User employs systems, products, and services to perform organizational and system
missions. This brings us to our next topic, system interactions with its operating environment.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Specifically identify the following:

(a) Problem space(s)
(b) Opportunity space(s)
(¢) Solution space(s)
3. Cite various solution space tools that enable a homeowner to leverage their time, resources, and skills to
maintain their lawn.

4. Cite two examples of human-made systems and two examples of natural systems that project or expand
their sphere of influence by leveraging the capabilities of other systems.

ORGANIZATIONAL CENTRIC EXERCISES

1. For your organization, identify the following related to the systems, product, or services it provides:
(a) Problem space(s)
(b) Opportunity space(s)
(¢) Solution space(s)
2. Pick a contract program within your organization. From the User’s organizational mission perspective,
equate the following for the system, product, or service deliverables the contract provides:
(a) Problem space(s)
(b) Opportunity space(s)
(c) Solution space(s)

ADDITIONAL READING

CHANG, RICHARD Y., and KELLY, P. KEITH. Step-by-Step  ASD-100, Architecture and System Engineering. 2003.
Problem Solving. Publications Division, Richard P. Chang National Air Space System—Systems Engineering
& Associates, 1993, Irvime, CA. Manual. Washington, DC: Federal Aviation Administra-

KELLEY, ToM. The Art of Innovation, Doubleday, 2001, tion (FAA).

New York, NY.



Chapter 15

System Interactions with Its
Operating Environment

15.1 INTRODUCTION

Every natural and human-made system exhibits a fundamental stimulus—response behavior pattern.
For example, systems may respond positively to good news. Conversely, a system may respond
negatively to threats and employ defensive tactics, pre-emptive, or retaliatory strikes. The response
ultimately depends on how your system is designed and trained to respond to various types of
inputs—s#imuli and information, under specified types of operating conditions and constraints.

This section builds on the system architecture concepts discussions. Each SYSTEM OF
INTEREST (SOI) coexists and interacts with external systems that comprise its OPERATING
ENVIRONMENT—namely HUMAN-MADE SYSTEMS, the PHYSICAL ENVIRONMENT, and
the INDUCED ENVIRONMENT. System analysts, designers, and developers need an under-
standing in HOW those systems INTERACT and respond to stimuli and cues in their OPERAT-
ING ENVIRONMENT.

Our discussion begins with the fundamentals of system behavior. We establish a basic system
behavioral model that depicts HOW a SOI interacts with and responds to its OPERATING ENVI-
RONMENT. The discussion highlights key concepts such as system stimuli, transfer function,
response time, and feedback control loops.

We introduce the concepts of strategic and tactical interactions, and system adaptation to its
operating environment. From a SE perspective, SOI interactions with its OPERATING ENVI-
RONMENT require an analytical understanding of each interaction. To establish this understand-
ing, we introduce an approach for analyzing system interfaces and their outcomes. As we analyze
system interactions and responses, we investigate HOW some SOIs employ tactics, countermea-
sures, and counter-countermeasures (CCMs).

The final part of this section concludes with a discussion of the system’s degree of compliance
with its OPERATING ENVIRONMENT. All systems, whether desired or not, operate and interact
within the balance of power that exists in their respective domains of operation. The level of
society’s acceptance of a system and a key factor in its success is determined by its ability to func-
tion and comply within its prescribed OPERATING ENVIRONMENT.

What You Should Learn from This Chapter

1. What is the purpose of the system behavioral response model?
2. What are the key elements and interfaces of the model?

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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3. What is a compatible interface?
4. What is an interoperable interface?

. What are examples of HUMAN-MADE SYSTEMS ENVIRONMENT threat
sources?

wn

6. What are examples of NATURAL ENVIRONMENT threat sources?
7. What are examples of INDUCED ENVIRONMENT threat sources?
8. What are system countermeasures?
9. What are system counter-countermeasures?
10. What is meant by a system’s compliance with its OPERATING
ENVIRONMENT?
11. What are the consequences of a system’s noncompliance with its OPERATING
ENVIRONMENT?

12. Identify two levels of system interactions.

13. Identify and describe six types of system interactions with its OPERATING
ENVIRONMENT.

Definitions of Key Terms

Compatibility “The ability of two or more systems or components to perform their required
functions while sharing the same hardware or software environment.” (Source: IEEE 610.
12-1990)

Comply To obey in strict accordance with the provisions of a contract or agreement’s terms
and conditions. (Ts & Cs).

Conform To adapt or tailor an organization’s standard methods or processes to another
organizations request or instructions.

Countermeasure An operational capability or tactic employed by a system to camouflage
its identity, deceive or defeat adversarial or hostile system’s capabilities, or minimize vul-
nerability by protecting itself from unauthorized access.

Counter-Countermeasure (CCM) An operational capability or tactic employed by a
system to neutralize another system’s countermeasures.

Engagement A single instance of a friendly, cooperative, benign, competitive, adversarial,
or hostile interaction between two systems.

Strategic Threats Entities that have long-term plans to exploit opportunities that leverage
or enhance the organization’s reputation or equity to achieve a long-term vision and upset
the “balance of power.” For example, an organization has a long-term vision to predominate
a software market.

System Adaptation The ability of a system to acclimate physically and functionally to a
new OPERATING ENVIRONMENT with a minimal degree of degradation to capability
performance.

System Threat Any type of entity that has the potential to cause or inflict varying degrees
of harm on another entity and its mission, capabilities, or performance. A system threat is
any interaction by an external system that is hostile or impedes the operation and perform-
ance of your system in accomplishing its intended mission.
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» Tactical Threats Entities that pose a potential, short-term hazard to another organization or
system and its mission. For example, counter a competitor’s advertising campaign.

* Transfer Function A mathematical expression used to model the relationship between a
system’s behavioral response to a range of inputs and constraints.

15.2 SYSTEM BEHAVIORAL RESPONSE MODEL

During our discussion of the OPERATING ENVIRONMENT architecture, Figure 11.1 served as
a high-level model to illustrate a SYSTEM OF INTEREST’s interactions with its OPERATING
ENVIRONMENT. To see how this interaction occurs, let’s investigate a simple behavioral response
model.

Modeling the SOI's OPERATING ENVIRONNMENT Interfaces

If we expand the SYSTEM OF INTEREST (SOI) aspect of Figure 11.1 to the next level of detail,
the top-level system shown in Figure 15.1 emerges. The top-level system consists of the PHYSI-
CAL ENVIRONMENT (1) and the SYSTEM OF INTEREST (2), both of which are controlled by
a HIGHER ORDER SYSTEM (3).

The HIGHER ORDER SYSTEM (3) provides an ORGANIZATION (4), allocates ROLES and
MISSIONS (5), imposes OPERATING CONSTRAINTS (6), and provides RESOURCES (7) to the
SOL.

Elements of the PHYSICAL ENVIRONMENT (1)—such as HUMAN-MADE SYSTEMS (8),
INDUCED ENVIRONMENT (9), and NATURAL ENVIRONMENT (10)—provide input stimuli
into the SOI as well as affect its operating capabilities and performance.

Higher Order
Systems Organization
Domain

Roles & Operating

. . Resources
Missions Constraints

Physical
Environment System of Interest (SOI)

Domain
Sensory 2 Response System
uman-Made Recei Processor S 1 Response
System(s) eceiver ampler
External @ Internal
Induced Inputs Feedback Loop

Envi t
nvironmen ”

System(s) Corrective
Action(s)

Natural
System(s)

External Feedback Loop

Figure 15.1 System Behavioral Responses Model
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Modeling the SOIl’s Behavior

Stimuli serve as inputs to the Sensory Receiver (11) capability of the SOI (2). These can be cues,
information, data, interrupts, and actions. The Sensory Receiver (11) decodes the stimuli and infor-
mation as inputs to the Processor (12). The processor adds value to the data within the boundaries
of OPERATING CONSTRAINTS (6) and RESOURCES (7) that are levied by HHGHER ORDER
SYSTEM (3).

The Response Sampler (13) samples the results of the value-added processing and compares
those results to OPERATING CONSTRAINTS (6)—namely mission tasking—established by a
HIGHER ORDER SYSTEM (3). Based on the results of the Comparison, Corrective Actions (14)
are initiated as feedback to the Processor (12).

The clockwise workflow of steps (12) through (14) form an Internal Feedback Loop (15). When
the processing is deemed acceptable relative to the OPERATING CONSTRAINTS (6), the System
Response (16) is produced. The System Response (16) is then fed back (17) to the OPERATING
ENVIRONMENT (1) thereby completing the External Feedback Loop (18).

Understanding the Model’s Behavioral Transfer Function

In terms of the system control model introduced in Figure 15.1, the SOI’s transfer or response func-
tion is dependent on the planned behavior of the SYSTEM OF INTEREST (SOI) relative to its
OPERATING ENVIRONMENT. Consider HOW this model relates to an organization.

EXAMPLE 15.1

An organization’s executive management formulates a strategic plan based on its vision and analysis of the
OPERATING ENVIRONMENT—in threats and opportunities—as well as tactical plans (refer to Figure
13.1). The vision, philosophy, missions, and mission objectives conveyed in these documents, as well as its
command media—its policies and procedures—establishes how the organization and elements of the organi-
zation are to respond to the PHYSICAL ENVIRONMENT.

Several Key Points

Figure 15.1 illustrates several key points regarding system interactions with its OPERATING
ENVIRONMENT.

o System Interactions Stimuli or data (8)(9)(10)—composed of cues, information, and behav-
ior—as well as the system response (16) to its OPERATING ENVIRONMENT (1) form a
closed loop (18) of system interactions.

e Input Data Occurrence External stimuli or data (8)(9)(10) may occur as a “friggering

event’—as communications data, an observation, or transfer of information—or as “trend
data” over time.

* Measured or Conditioned System Response Steps (11) through (14) form an internal control
loop (15) that results in measured response appropriate for the stimuli and information (8).

o System Transfer Function Steps (11), (12), (13), and (14) collectively form a system trans-
fer function that shapes the system response (16).

* System Responsiveness The time required from the SYSTEM OF INTEREST (2) to respond

to external stimuli (8), (9), and (10) and information until a system response (16) is pro-
duced is referred to as system responsiveness, system response time, or system throughput.



150 Chapter 15 System Interactions with Its Operating Environment

15.3 SYSTEM BEHAVIORAL RESPONSES

Most people tend to think of a system’s responses to its OPERATING ENVIRONMENT in terms
of products, by-products, and services. However, system behavioral responses such as body lan-
guage, communications (degree of bluntness, etc.) intentionally or unintentionally communicate
the true message that may or may not correlate with the verbal message.

Systems generally respond to external stimuli and information as aggressors, neutral, or as
defenders. The system response may be aggressive (i.e., proactive) or defensive (i.e., reactive). Let’s
consider some examples of system behavior.

* Police In a potentially hostile protest demonstration, strategically placed police in riot gear
stand prepared to respond on command to acts of violence or public disturbances.

* Paramedics On receipt of an emergency call, paramedics respond with medical attention.

* Education Corrective action based on test results is taken to eliminate a deficiency in student
skill Ievels in mathematics.

System Interaction Compatibility and Interoperability

When two or more systems interact, we refer to the interaction as an engagement or encounter.
Engagements can be characterized with a number of terms. Examples include friendly, coopera-
tive, neutral, adversarial, and hostile. The effects or results of the engagement can be described as
positive, benign, negative, damaging, or catastrophic, depending on the system roles, missions, and
objectives. Generally, the effects or outcomes can be condensed into a key question. Was the engage-
ment compatible and interoperable from each system’s perspective? Let’s explore both the context
of both of these terms.

Differentiating Compatibility and Interoperability

Compatibility often has different contextual meanings. We use the term in the context of physical
form, fit, and function capability. Notice that we used the operative term capability. Having the
capability does not mean the engagement or interface is interoperable or enabled.

To illustrate the application of the terms compatibility and interoperability, consider the fol-
lowing examples.

EXAMPLE 15.2

Two people from different countries speaking different languages may attempt to communicate—an inferac-
tion or engagement between system entities. We could say their voice communications are compatible—trans-
mitting and receiving. However, they are unable to decode, process, assimilate, or “connect” what information
is being communicated—interoperability.

EXAMPLE 15.3

You can have an RS-232 data communications interface between two systems that use a standard cable and
connectors for transmitting and receiving data. Thus, the interface is physically compatible. However, the data
port may not be enabled or the receiving system’s software capable of decoding and interpreting the infor-
mation—interoperability.
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15.4 UNDERSTANDING THE SYSTEM THREAT ENVIRONMENT

The exploitation of opportunities may be viewed by some organizations as threatening to the sus-
tainment and survival of the organization. Whether the scenario involves increasing market share,
defending national borders, or developing a secure Internet Web site, you must ensure that your
system is capable of sustaining itself and its long-term survival.

Long-term survival hinges on having a thorough and complete understanding of the potential
threat environment and having the system capabilities to counter the threat that serve as obstacles
to mission success. So, how does this relate to SE? When you specify requirements for your system,
system requirements must include considerations of what capabilities and levels of performance
are required to counter threat actions.

Sources of Threats

System threats range from the known to the unknown. One approach to identifying potential system
threats can be derived from the PHYSICAL ENVIRONMENT elements—NATURAL ENVI-
RONMENT, HUMAN-MADE SYSTEMS, and the INDUCED ENVIRONMENT.

NATURAL ENVIRONMENT Threat Sources. NATURAL ENVIRONMENT threat sources,
depending on perspective, include lightning, hail, wind, rodents, and disease.

HUMAN-MADE SYSTEMS Threat Sources. External HUMAN-MADE SYSTEMS threat
sources include primarily PERSONNEL and EQUIPMENT elements. The motives and actions of
the external systems delineate friendly, competitive, adversarial, or hostile intent.

INDUCED ENVIRONMENT Threat Sources. INDUCED ENVIRONMENT threat sources
include contaminated landfills, electromagnetic interference (EMI), space debris, ship wakes, and
aircraft vortices.

Types of System Threats

System threats occur in a number of forms, depending on the environment—HUMAN-MADE
SYSTEMS, INDUCED ENVIRONMENT, and NATURAL ENVIRONMENTS:.

HUMAN-MADE SYSTEMS and NATURAL SYSTEMS ENVIRONMENT Aggressor
Threats. Generally, most HUMAN-MADE SYSTEMS and NATURAL ENVIRONMENT
aggressor threats fall into the categories of strategic threats or tactical threats related to the balance
of power, motives, and objectives.

Other NATURAL ENVIRONMENT Threats. Other natural environment threats are attributes
of the NATURAL ENVIRONMENT that impact a system’s inherent capabilities and performance.
Examples include temperature, humidity, wind, lightning, light rays, and rodents. Although
these entities do not reflect premeditated aggressor characteristics, their mere existence in the
environment, seemingly benign or otherwise, can adversely impact system capabilities and
performance.

Threat Alliances. Sometimes threats emerge from a variety of sources that form strategic
alliances. Examples include businesses, nations, and individuals.
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Threat Behavioral Characteristics, Actions, and Reactions

Threats exhibit characteristics and actions that may be described as adversarial, competitive,
hostile, and benign. Some threats may be viewed as aggressors. In other cases, threats are gener-
ally benign and only take action when someone “gets into their space.” For example, an unau-
thorized aircraft purposefully or unintentionally intrudes on another country’s airspace creating a
provocation of tensions. The defending system response course of action may be based on proto-
col or a measured retaliatory physical or verbal warning.

Threats, in general, typically exhibit three types of behavior patterns or combinations thereof:
aggressive, concealed, and benign. Threat patterns often depend on the circumstances. For example,
aggressors exhibit acts of aggression. Benign threats may “tend to their business” unless provoked.
Concealed threats may appear to be benign or disguised and strike targets of opportunity (TOO)
unexpectedly.

Threat Environment Constraints. The threat environment is characterized by boundaries that
have various attributes that are confined by constraints such as resources and physical constraints.

Ideology, Doctrine, and Training Constraints. Ideology, doctrine, and training are often key
factors in threat actions.

Threat Encounters

When systems interact with known threats, the interactions—such as encounters or engagement—
should be documented and characterized for later use by other systems in similar encounters. Threat
encounters intended to probe another system’s defenses can be described with a number of descrip-
tors: aggressive, hostile, cooperative, inquisitive, investigative, bump and run, and cat and mouse.

When threat encounters turn hostile and defensive action must be taken, systems resort to
various tactics and countermeasures to ensure their survival.

System Tactics. When systems interact with their OPERATING ENVIRONMENT, they often
ENGAGE threats or opportunities. Systems and system threats often employ or exhibit a series of
evasive actions intended to conceal, deceive, or camouflage the target of opportunity (TOO).
Generally, when evasive tactics do not work, systems deploy countermeasures to disrupt or distract
hostile actions. Let’s examine this topic further.

Threat Countermeasures. To counter the impact or effects of threats on a system, systems
often employ threat countermeasures. Threat countermeasures are any physical action performed
by a system to defer a threatening action or counter the impact of a threat—i.e., survivability.
Sometimes adversarial systems acquire or develop the technology to counter the TOO’s system
countermeasures.

Threat Counter-Countermeasures (CCM). Sometimes system threats compromise the
established security mechanisms by deploying counter-countermeasures (CCM) to offset the effects
of a TOO’s countermeasures.

Concluding Thoughts

This concludes our overview of system threats and opportunities. You should emerge from this dis-
cussion with an awareness of how the system you are using or developing must be capable of inter-
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acting with threats and opportunities in the OPERATING ENVIRONMENT. More explicitly, you
will be expected to develop a level of technical knowledge and understanding to enable your team
to specify or oversee the specification of system capabilities and levels of performance related to
threats and opportunities.

Now that we have an understanding of the opportunistic and potentially hostile entities, we are
now ready to investigate how a system interacts with its OPERATING ENVIRONMENT and the
balance of power to perform missions.

15.5 EXAMPLE CONSTRUCTS OF SYSTEM
BEHAVIORAL INTERACTIONS

If we observe and analyze the pattern of interactions between human-made systems, we can iden-
tify some of the primary interaction constructs. In general, examples of common interactions of
most friendly systems include the following:

* Open loop command interactions (Figure 15.2)

e Closed loop command and control (C?) interactions (Figure 15.2)

» Peer data exchange system interactions (Figure 15.3)

 Status and health broadcast system interactions (Figure 15.4)

¢ Issue arbitration/resolution system interactions (Figure 15.5)

» Hostile encounter interactions (Figure 15.6)
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Figure 15.2 Open Loop and Closed Loop Command and Control (C*) System Examples
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Figure 15.4 Status & Health Broadcast System Interactions Example

15.6 SYSTEM COMPLIANCE WITH ITS
OPERATING ENVIRONMENT

The balance of power of systems, coupled with humankind’s general desire for peace and harmony,
requires systems to comply with standards imposed by society. Standards in this context refer to
explicit and implicit, self-imposed expectations by society such as laws, regulations, ordnances,
codes of conduct, morals, and ethics. Thus, system survival, peace, and harmony are often driven by
a system’s compliance to these standards. System adherence to these standards involves two terms
that are often interchanged and require definition. The terms are compliance and conformance.
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When a system fails to adhere to established standards, it places itself at risk with society. Society’s
response to a lack of compliance generally involves formal or informal notification, establishment
that noncompliance occurred, adjudication of the degree or noncompliance, and sentencing in
accordance with prescribed consequences or penalties. In some cases the system may voluntarily
elect to bring itself into compliance or be mandated to be compliant. In other cases, society may
ostracize or punish the instigators.
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For systems such as ships, aircraft, and automobiles intentional or unintentional noncompli-
ance with the NATURAL ENVIRONMENT, HUMAN-MADE SYSTEMS, and INDUCED ENVI-
RONMENT can be very unforgiving or even worse, catastrophic.

Levels of System Interactions

System interactions with its OPERATING ENVIRONMENT occur at two levels: strategic inter-
actions and factical interactions. Let’s explore each of these in detail.

Strategic Interactions. HUMAN-MADE SYSTEMS exhibit a higher level of behavior that
reflects a desire to advance our current condition as a means of achieving higher level vision. To
achieve the higher-level vision, humans must implement a well-defined strategy, typically long
term, based on stimuli and information extracted from out operating environment. We refer to
implementation of this long-term strategy as strategic interactions. These strategic interactions are
actually implemented via a series of premeditated missions—tactical interactions—with specific
mission objectives.

Tactical Interactions. All life forms exhibit various types of tactics that enable the system to
survive, reproduce, and sustain itself. We refer to a system’s implementation of these tactics within
the confines of its operating environment as factical interactions. In general, this response
mechanism focuses all existing survival needs in the short term—obtaining the next meal.

System Interaction Analysis and Methodology. Depending on the compatibility and inter-
operability of an interface, consequences of the engagement may be positive, neutral, or negative.
As a system analyst or SE, your mission is to:

1. Develop a thorough understanding of the engagement participants (systems).

2. Define the most probable use cases and scenarios that characterize how the User intends
to use the system.

3. Analyze the use cases by applying natural and scientific laws of physics to thoroughly
understand the potential outcomes and consequences.

4. Specify system interface requirements that ensure engagement compatibility and inter-
operability success within cost, schedule, and technology constraints.

Adapting to the OPERATING ENVIRONMENT. Most systems are designed to perform in a
prescribed OPERATING ENVIRONMENT. There are situations whereby a system is transferred
to a new location. The net result is the need for the system to adapt to its new operating environ-
ment. Consider the following examples:

EXAMPLE 154

Military troops deploy to arid or snow regions. Depending on the initial conditions—namely acclimation to
the previous environment—the troops must learn to adapt to a new operating environment.

EXAMPLE 15.5

As part of a strategy for climbing a high mountain, mountain climbers travel to a series of base camps to
satisfy logistics requirements and allow their bodies time to acclimate to the thin air environment over a period
of several days.
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System Interactions Synthesis

As an SE, you must learn to synthesize these interactions in terms of an overall system solution.
Figure 15.7 provides an illustration.

Here we have a diagram that captures the high-level interactions between the SYSTEM OF
INTEREST (SOI) (1), HIGHER ORDER SYSTEM (9) and the OPERATING ENVIRONMENT
(14). The SOI is illustrated via a “fishbone” diagram. We include in the diagram the system ele-
ments that are performance AFFECTER factors that must integrate harmoniously to achieve the
mission objectives. In combination the SOI elements produce the SYSTEM RESPONSES (8)
element, which consists of behavior, products, by-products, and services.

In operation, the SOI (1) responds to command and control guidance and direction from the
HIGHER ORDER systems element that consists of ORGANIZATION (10), ROLES AND MIS-
SIONS (11), OPERATING CONSTRAINTS (12), and RESOURCES (13) system elements. Based
on this direction, the SOI system elements interact with the OPERATING ENVIRONMENT and
provide SYSTEM RESPONSES (8) back to the OPERATING ENVIRONMENT and the HIGHER
ORDER SYSTEMS element.

15.7 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern system interactions with its OPERATING ENVIRONMENT.

Principle 15.1 System interactions with its OPERATING ENVIRONMENT during an engage-
ment may be cooperative, friendly, benign, competitive, adversarial, hostile, or combination of
these.
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Principle 15.2 Every system responds to stimuli and cues in its OPERATING ENVIRONMENT
with behavioral actions, products, by-products, services, or combinations thereof.

15.8 SUMMARY

During our discussion of system interactions with its operating environment, we described a system’s inter-
actions via the Behavioral Responses Model. A system’s responses are driven by strategic and tactical inter-
actions related to opportunities and threats in the environment. Systems generally interact with cooperative,
benign, competitive, or aggressor systems. Based on those responses, we indicated how a system might employ
countermeasures and counter-countermeasures to distract, confuse, defend or interact with other systems. We
concluded our discussion by highlighting the context of the OPERATING ENVIRONMENT based on the
SYSTEM OF INTEREST perspective.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions.

(a) If applicable, identify whether the system operates by a closed loop or an open loop.
(b) If by a closed loop, how does the system process stimuli and cues and provide measured responses.

3. Identify external systems that interface with your product or service. Characterize them in terms of coop-
erative, benign, or adversarial.

4. What vulnerabilities or susceptibilities does your system, product, or service have to threats in its operat-
ing environment? What capabilities, tactics, or procedures have been added to the product to minimize vul-
nerability or susceptibility?



Chapter 16

System Mission Analysis

16.1 INTRODUCTION

The primary purpose of any system is to satisfy individual or organizational objectives with an
expected tangible or intangible return on investment (ROI). These objectives may range from the
quality of life such as happiness, entertainment, education, and health to the basic necessities of
life—organizational survival, profitability, food, and shelter. The act of striving to accomplish these
objectives can be summarized in one operative term, mission.

The accomplishment of individual and organizational missions requires the employment of
systems, products, and services that leverage human capabilities. Selection or acquisition of those
systems begins with understanding the WHO, WHAT, WHEN, WHERE, and HOW system User(s)
plan to accomplish the mission(s). We refer to activities required to develop this understanding as
a mission analysis.

This chapter introduces the key elements of the mission analysis and provides the foundation
for deriving system capabilities and requirements. Our discussions focus on the key attributes of a
mission.

What You Should Learn from This Chapter

1. What are the key tasks required to define a system mission?

. What is a Mission Event Timeline (MET)?

. What is mission task analysis?

. What are the primary mission phases of operation?

. What system related operations and decisions are performed during the pre-mission phase?
. What system related operations and decisions are performed during the mission phase?

. What system related operations and decisions are performed during the postmission?

L NN B W

. What are the key decisions that occur within mission phases and trigger the next phase?

Definitions of Key Terms

e Mission A pre-planned exercise that integrates a series of sequential or concurrent opera-
tions or tasks with an expectation of achieving outcome-based success criteria with quan-
tifiable objectives.

* Mission Critical System “A system whose operational effectiveness and operational suit-
ability are essential to successful completion or to aggregate residual (mission) capability. If

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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this system fails, the mission likely will not be completed. Such a system can be an auxil-
iary or supporting system, as well as a primary mission system.” (Source: DSMC—adapted
from Glossary: Defense Acquisition Acronyms and Terms)

* Mission Needs Statement (MNS) “A nonsystem specific statement that identifies an orga-
nizational operational capability need.” (Source: Adapted from DSMC T&E Mgt. Guide,
Appendix B, DoD Glossary of Test Terminology, p. B-20-21)

* Mission Reliability “The probability that a system will perform its required mission criti-
cal functions for the duration of a specified mission under conditions stated in the mission
profile.” (Source: Glossary: Defense Acquisition Acronyms and Terms)

* Operational Constraints “Initially identified in the Mission Need Statement (MNS). As a
minimum, these constraints will consider the expected threat and natural environments, the
possible modes of transportation into and within expected areas of operation, the expected
(operating) environment, operational manning limitations, and existing infrastructure support
capabilities.” (Source: Adapted from DSMC—Glossary: Defense Acquisition Acronyms and
Terms)

* Phase of Operation A high-level, objective-based abstraction representing a collection
of SYSTEM OF INTEREST (SOI) operations required to support accomplishment of a
system’s mission. For example, a system has pre-mission, mission, and postmission
phases.

* Point of Delivery A waypoint or one of several waypoints designated for delivery of mission
products, by-products, or services.

* Point of Origination or Departure The initial starting point of a mission.
¢ Point of Termination or Destination The final destination of a mission.

* Task Order A document that: 1) serves as triggering event to initiate a mission and 2)
defines mission objectives and performance-based outcomes.

* Time Requirements “Required functional capabilities dependent on accomplishing an
action within an opportunity window (e.g., a target is vulnerable for a certain time period).
Frequently defined for mission success, safety, system resource availability, and production
and manufacturing capabilities.” (Source: Former MIL-STD-499B Draft)

* Timeline Analysis “Analytical task conducted to determine the time sequencing between
two or more events and to define any resulting time requirements. Can include task/time-
line analysis. Examples include:

a. A schedule line showing key dates and planned events.

b. An engagement profile detailing time based position changes between a weapon and its
target.

c. The interaction of a crewmember with one or more subsystems.” (Source: Former MIL-
STD-499B Draft)

* Waypoint A geographical or objective-based point of reference along a planned roadmap
to mark progress and measure performance.

16.2 MISSION DEFINITION METHODOLOGY

Organizational and system missions range from simple tasks such as writing a letter to performing
highly complex International Space Station (ISS) operations, managing a government. Regardless
of application, mission analysis requires consideration of the steps specified below:
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Step 1: Define the primary and secondary mission objective(s).

Step 2: Develop a mission strategy.

Step 3: Define phase-based operations and tasks.

Step 4: Create a Mission Event Timeline (MET).

Step 5: Bound and specify the mission OPERATING ENVIRONMENT interactions.
Step 6: Identify outcome-based system responses to be delivered.

Step 7: Identify mission resources and sustainment methods.

Step 8: Perform a mission task analysis.

Step 9:  Assess and mitigate mission and system risk.

Let’s explore each of these steps in more detail.

Step 1: Define the Primary Mission Objective(s)

People often mistakenly believe that missions begin with the assignment of the “mission” to be
accomplished. However, missions are action-based applications of systems, products, or services
to solution spaces for the purposes of resolving or eliminating all or a portion of an operational
need—meaning a problem or opportunity space. These actions may be oriented toward a single
event or occur via one or more reusable missions over a period of time. Consider the following
examples:

EXAMPLE 16.1

The NASA Space Shuttle’s external tank (ET), which is expendable, represents a single event mission applica-
tion. On completion of its mission, the ET is jettisoned and burns up in the atmosphere.

EXAMPLE 16.2

NASA’s Space Shuttle Orbiter vehicle performs via a series of mission applications to ferry components of
the International Space Station (ISS) for integration and support of science.

As with any system, the initial step in performing mission analysis is to understand the underlying
motivation and primary/secondary objectives to be accomplished. Mission objectives are charac-
terized by several attributes. For our discussion the two primary attributes are:

1. Outcome-based results to be achieved.

2. Mission reliability required to achieve those results.

Identify the Outcome-Based Results. When you define a mission objective, the first step is
to define WHAT results are expected to be produced. The results should be:

1. Preferably tangible as well as measurable, testable, and verifiable.
2. Contribute to accomplishment of HIGHER ORDER SYSTEM tasking.

Determine the Mission Reliability. Human systems, despite careful planning and execution,
are not infallible. The question is: Given resource constraints, WHAT is the minimum level of level
of success you are willing to accept to provide a specified return on investment (ROI). From an SE
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point of view, we refer to the level of success as mission reliability. Mission reliability is influenced
by internal EQUIPMENT element failures or over/undertolerance conditions, human operator
performance (judgment, errors, fatigue etc.) and interactions with OPERATING ENVIRONMENT
entities and threats.

Mission reliability is the probability that a system will successfully accomplish a mission
of a specific duration in a prescribed OPERATING ENVIRONMENT and accomplish objectives
without a failure event. Depending on the system application, 100% mission reliability may be pro-
hibitively expensive, but a 90% mission reliability may be affordable.

Authors Note 16.1 Since reliability ultimately has a cost, establish an initial reliability esti-
mate as simply a starting point and compute the cost. Some Acquirers may request a Cost-as-an-
Independent-Variable (CAIV) plot of cost as a function of capability or reliability to determine what
level of capability or reliability is affordable within their budgetary constraints.

Specify and Bound the Required Level of Performance. Once the mission reliability is
established, system designers can proceed with identifying the level of performance required of the
system elements, such as EQUIPMENT and PERSONNEL, subject to cost, schedule, and risk
constraints.

Once we establish the primary mission objectives, the next step of mission analysis is to define
the mission profile.

Step 2: Develop a Mission Strategy

A mission begins with a point of origination and terminates at a point of destination. As end-to-
end boundary constraints, the challenge question is: HOW do we get from the point of ORIGINA-
TION to the point of DESTINATION?

We begin by establishing a strategy that leads to a mission profile or a roadmap that charts
progress through one or more staging and control points, or waypoints. A waypoint represents a
geographical location or position, a point in time, or objective to be accomplished as an interim
step toward the destination, as illustrated in Figure 16.1. Each phase of operation is decomposed
into one or more objectives focused on the pathway to successful completion of the mission. Con-
sider the following examples:

Destination

Point of . ) or Point of
Origination % Staging, Control, or Way Points H Termination

] | | | ]
OPERATING ENVIRONMENT Conditions
Pre-Mission Phase | Mission Phase | Post-Mission Phase
“
g Objective #1
% Objective #2
3 Objective #3
Q ——————
:E Objective #4
S Objective #5
< {1 00 j_m—_—— -
Objective #6
Time
t 4 4 %) ty ts te

Figure 16.1 Operational Concept Timeline Example
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EXAMPLE 16.3

A ship cruise line has several ports of call or waypoints on its scheduled item erary for a 7-day voyage. A
package delivery service has performance-based deliveries or waypoints for a delivery route.

Step 3: Define Phase-Based Operations and Tasks

Human-made systems, especially cyclical systems, sequence through three sets of objective-based
actions to accomplish a mission: 1) prepare for the mission, 2) conduct the mission, and 3) perform
post-mission actions and processing. We characterize these objectives as the pre-mission, mission,
and post-mission phases of operation. For those systems to be placed in storage following the
mission, an interim phase—storage—may be added.

When implemented, the SYSTEM OF INTEREST (SOI) consisting of the MISSION SYSTEM
and SUPPORT SYSTEM must provide capabilities and levels of performance to support these
phases of operation. Each phase consists of use case based operations and tasks, all focused on
accomplishing the phase outcome-based performance objective(s).

Step 4: Create a Mission Event Timeline (MET)

Once we establish the waypoints, the next task is to determine waypoint time constraints. We refer
to these time constraints as milestone requirements derived from the mission event timeline (MET).
The MET can be presented as a simple, high-level schedule down to a highly detailed, multi-level,
networked schedule.

Guidepost 16.1 Mission analysis up to this point has focused on the “ideal” mission—namely
what we intend to accomplish. However, to accomplish a mission, the MISSION SYSTEM must
interact with the OPERATING ENVIRONMENT and its elements, consisting of HUMAN-MADE
systems, the NATURAL ENVIRONMENT, and the INDUCED ENVIRONMENT. This brings us to
our next mission analysis task: bound and specify the OPERATING ENVIRONMENT.

Step 5: Bound and Specify the Mission OPERATING
ENVIRONMENT Interactions

Once the basic mission is defined, the next step is to bound and specify its OPERATING ENVI-
RONMENT. Throughout the pre-mission, mission, and postmission phases, the SOI interacts with
external systems within its OPERATING ENVIRONMENT. These systems may include friendly
systems, benign systems, or hostile threats and harsh environmental conditions.

Collectively the mission analysis identifies and analyses these systems, their roles
relative to the mission, and what impacts they may have on performing the mission and accom-
plishment of its performance objectives. For example, what systems does the MISSION SYSTEM
need to: 1) communicate with, 2) perform deliveries and transfers to, and 3) interact with on an
encounter/engagement basis along with the mission profile.

Guidepost 16.2 Our earlier discussion emphasized the need to identify the outcome-based
results of the mission. The question is: WHAT products, by-products, or services is the system
required to PRODUCE or AVOID to achieve the OUTCOME-based results. This brings us to the
next task: identify system responses.
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Step 6: Identify Outcome-Based System Responses

Throughout all phases of the mission, an SOI produces a series of behaviors, products, by-
products, and services to satisfy internal and external requirements. Internal requirements include
performance monitoring, resource consumption, and payload/cargo manifests. External require-
ments include the examples listed in Table 16.1.

Step 7: Identify Mission Resources and Sustainment Methods

Human-made systems have finite resource capacities that require replenishment and refurbishment.
Depending on the mission operating range of the system relative to its current mission application,
mission analysis must consider HOW the system’s expendables and consumables will be resup-
plied and replenished. Operationally, the question is: How will the organization sustain and main-
tain the mission from beginning to end?

Step 8: Perform a Mission Task Analysis

Throughout the pre-mission, mission, post-mission phases, specific operational tasks must be per-
formed to accomplish the phase-based mission objectives. These tasks ultimately provide the basis
for capabilities the SOI must provide to accomplish the mission. Therefore the mission analysis
should:

1. Identify the high-level outcome-based mission tasks to be performed.

2. Synchronize those tasks to the Mission Event Timeline (MET).

3. Identify the task performance-based objectives.

Step 9: Assess and Mitigate Mission and System Risk

Some systems are required to perform missions in harsh OPERATING ENVIRONMENTS: that may
place the system at risk to threats, not only in completing its mission but also in returning safely
to its home base. Consider the following example:

EXAMPLE 16.4

Loose, hidden objects on a lawn can cause injury to people and damage a lawnmower blade and engine. Birds,
ducks, and geese pose threats to airports and aircraft in flight. Loose objects and debris thrown into the air by
vehicles on the road can cause injury to others and damage to vehicles. Unprotected computer systems are
vulnerable to viruses.

Table 16.1 Examples of mission requirements derived from analysis of external systems

Type of External System Example Sources of Requirements

Friendly or cooperative systems Communications
Deliverable items, etc.

Benign systems Communications
Detection and avoidance
Evasive tactics, etc.

Hostile or Adversarial systems Rules of engagement
Detection and avoidance
Countermeasures/counter-counter measures
Aggressive/defensive actions, etc.
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Risks assessments include considerations of system vulnerability, susceptibility, survivability, and
maintainability. Most people tend to think in terms of external benign, adversarial, or hostile
systems that may be threats to the system. However, since a system interacts with itself, it can also
be a threat to itself. Recall from our discussion of the architecture of systems in Chapter 8 how a
system interacts with: 1) its OPERATING ENVIRONMENT and 2) itself. Analytically, the sources
of these threats begin with the MISSION SYSTEM and SUPPORT SYSTEM elements—comprised
of PERSONNEL, EQUIPMENT, MISSION RESOURCES, PROCEDURAL DATA, SYSTEM
RESPONSES, and FACILITIES. Consider the following EQUIPMENT system element examples.

EXAMPLE 16.5

Failed automobile components, such as a blown tire, can cause a driver to loose control of the vehicle while
driving. Failures in an aircraft’s flight control system or broken blades in a jet engine fan can force and emer-
gency landing or have catastrophic consequences.

Internal failures or degraded performance also has negative impacts on system performance that ulti-
mately translates into mission failure or degree of success. Perhaps one of the most notable examples is the
Apollo 13 catastrophe. Mission analysis should identify those areas in system capabilities that may be vul-
nerable or susceptible to external internal threats, especially for mission critical components.

Author’s Note 16.1 Internal threat analysis is typically performed via failure modes and effects
analysis (FMEA). For mission critical components, the FMEA may be expanded into a failure
modes, effects, and criticality analysis (FMECA) that assesses the degree of criticality.

16.3 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern mission analysis.

Principle 16.1 Every system mission must accomplish one or more organizational performance
objectives.

Principle 16.2 Human-made systems have three primary phases of operation: pre-mission,
mission, and post-mission; an interim phase may be further required for some systems.

Principle 16.3 Every system phase of operation must satisfy one or more outcome-based per-
formance objectives associated with accomplishment of an overall system mission and its per-
formance objectives.

Principle 16.4 Mission success requires five key elements: a purpose, resources, a reasonably
achievable outcome-based performance objective(s), a Mission Event Timeline (MET), and a will-
ingness to perform. Where there is no willingness to act, the other elements are meaningless.

16.4 SUMMARY

Our discussion of mission analysis highlighted several key points that require emphasis:

* Every system concept consists of interactions of abstract entities derived from the System Element
Architecture: 1) SYSTEM OF INTEREST (SOI) consisting of the MISSION SYSTEM and the
SUPPORT SYSTEM and 2) the OPERATING ENVIRONMENT.
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* Each mission begins with a point of origination and concludes with a destination or point of termina-
tion with intervening staging, control, or waypoints based on specific objectives and Mission Event
Timeline (MET) events.

Between the point of origination and point of termination, some missions may require interim way-
points or delivery points that satisfy specific mission objectives.

» Every mission must be founded on an operational strategy that defines HOW the system elements—
namely PERSONNEL, EQUIPMENT, and FACILITIES—will be deployed and employed at critical
staging events to accomplish mission objectives constrained by a Mission Event Timeline (MET).

» Every mission is characterized by at least three mission phases of operation: 1) pre-mission, 2) mission,
and 3) post-mission.

During each phase of operation, system element interactions must be orchestrated and synchronized in
accordance with mission objectives and a Mission Event Timeline (MET).

* Every mission requires mission critical capabilities with a minimum level of performance to be pro-
vided by the system elements—namely PERSONNEL, EQUIPMENT, and MISSION RESOURCES—
to achieve a specified outcome.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Identify the following:

(a) How many different missions does the system perform?
(b) What are those missions?

(¢) Pick two missions and perform a mission analysis using the methodology described in this section.

ORGANIZATIONAL CENTRIC EXERCISES

1. Select a contract program within your organization. Interview program personnel to understand what form
of mission analysis was performed on the program.

(a) Was the mission analysis required as a contract deliverable? If so, when was it required to be deliv-
ered? Were subsequent updates required? Was there a required outline format?

(b) Who performed the mission analysis?

(¢) How was the mission analysis documented?

(d) What was the most difficult parts of the analysis to accomplish?

(e) In what ways do program personnel believe the analysis benefit the program?

(f) What would you do differently next time?

(g) How did program and executive management view the importance of the analysis?
(h) Were the right amount of resources and expertise applied to accomplish the task?
(i) What were the shortcomings, if any, of the end product?

REFERENCES
Defense Systems Management College (DSMC). 1998. Defense Acquisition University Press Ft. Belvoir, VA.
DSMC Test and Evaluation Management Guide, 3rd ed. 2001.
Defense Acquisition Press Ft. Belvoir, VA. MIL-STD-499B (cancelled draft). 1994. Systems Engineer-
Defense Systems Management College (DSMC). Glossary: ing. Washington, DC: Department of Defense (DoD).

Defense Acquisition Acronyms and Terms, 10th ed.
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System Use Cases and Scenarios

17.1 INTRODUCTION

From an SE perspective the challenge in developing systems is being able to translate mission
objectives, operations, and tasks into a set of capability requirements that can be transformed into
a physical design solution. Most organizations and individuals attempt to make a quantum leap
from the mission objectives to writing text requirements into the System Performance Specifica-
tion (SPS). This is typically accomplished without understanding:

1. What problem space the User is attempting to solve.
2. How they intend to deploy and employ the solution space system to perform missions to

address all or a portion of the problem space.

As systems become more complex, they require a solution development methodology that is easily
understood by Acquirers, Users, and System Developers. One method is to employ system use cases
and scenarios to bridge the gap between mission objectives and specification requirements.

What You Should Learn from This Chapter

* What is a system use case?
e What are the attributes of a use case?
* What is a use case analysis and how do you perform one?

* How do use cases relate to system capability requirements?

Definitions of Key Terms

e Actor “A role of object or objects outside of a system that interacts directly with it as part
of a coherent work unit (a use case). An Actor element characterizes the role played by an
outside object; one physical object may play several roles and therefore be modeled by
several actors.” (UML Notation Guide, para. 6.1.2, p. 75)

* Operational Scenario A hypothesized narrative that describes system entity interactions,
assumptions, conditions, activities, and events that have a likelihood or probability of actu-
ally occurring under prescribed or worst-case conditions.

* Sequence Diagram “A diagram that represents an interaction, which is a set of messages

exchanged among objects within a collaboration to effect a desired operation or result.”
(UML Notation Guide, para. 7.2.1, p. 80)

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Use Case A statement that expresses how the User envisions deploying, operating, sup-
porting, or disposing of a system, product, or service to achieve a desired performance-based
outcome.

Use Case Diagram “A graph of actors, a set of use cases enclosed by a system boundary,
communication (participation) associations between the actors and the use cases, and gen-
eralizations among the use cases.” (UML Notation Guide, para. 6.1.2, p. 75)

Use Case Scenario A set of conditions a MISSION SYSTEM use case may encounter in
its OPERATING ENVIRONMENT that requires a unique set of capabilities to produce a
desired result or outcome. Scenarios include considerations of HOW a User or threat might
apply, misapply, use, misuse, or abuse a system, product, or service.

17.2 UNDERSTANDING THE ANALYTICAL
CONTEXT OF USE CASES AND SCENARIOS

A reference framework that illustrates the context of use cases and scenarios and their importance
is provided in Figure 17.1. Note that the entity relationships in the figure are partitioned into three
domains: an Operations Domain, an Analysis Domain, and an Engineering Domain. Based on this
framework, let’s characterize these relationships.

1.
2.

Operations Domain

Each mission is assigned at least one or more mission objectives.

Each mission objective is accomplished by an integrated set of mission operations per-
formed by the MISSION SYSTEM and SUPPORT SYSTEM.

. Each MISSION SYSTEM and SUPPORT SYSTEM operation is decomposed into hierar-

chical chains of sequential and concurrent tasks.

. Each task is performed and measured against one or more performance standards and imple-

mented via at least one or more use cases.
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Figure 17.1 System/Product Use Cases and Scenarios Entity Relationships
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5. Each use case is bounded by at least one or more use case scenarios.

6. Each use case scenario represents HOW the use case can be applied, used, misused, abused,
etc. and is bounded and specified by at least one or more required operational capabilities.

7. Each required operational capability identifies WHAT the system, product, or service must
perform to fulfill each use case and accommodates various use case scenarios and is quan-
tified by at least one or more performance requirements.

This introductory framework establishes the backdrop for our discussion of system use cases and
scenarios.

17.3 WHAT ARE USE CASES?

A use case is characterized by a set of attributes that describe HOW the User might deploy, operate,
support, or dispose of the system. The attributes, which serve as a checklist for developing use
cases, include:

* Unique identifier
* Objective
¢ Outcome-based results

* Assumptions
Initial state
Final state
Environmental conditions
Preceding circumstances (optional)
Operating constraints
External inputs
Resources
Event-based timeline
Frequency of occurrence and utility priorities

* Processing capabilities

* Scenarios and consequences
Probability of occurrence
Use case scenario actors
Stimuli and cues
Consequences
Compensating/mitigating actions

Given this list, let’s briefly describe each one and its contribution to the characterization.

Attribute 1: Unique Identifier

Each use case should have its own unique identity and not overlap, conflict, or duplicate other use
cases. Therefore each use case should be tagged with its own unique identifier and title.

Attribute 2: Objective

Each use case must have at least one or more outcome-based performance objectives.
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Attribute 3: Outcome-Based Results

Use cases should produce at least one or more system/entity behaviors, products, by-products, or
services that may be tangible or intangible to achieve the desired outcome-based objective.

Attribute 4: Assumptions

The formulation of use cases requires that SEs make assumptions that characterize the initial con-
ditions that form the basis for initiating a use case. Assumptions include the following:

Initial State. The INITIAL state of a use case represents the assumed physical operational state
of the system, product, or service when the use case is initiated.

Final State. The FINAL state represents the desired physical or operational state of the system
when the desired outcome has been achieved.

Environmental Conditions. The current environmental conditions specify and bound the
OPERATING ENVIRONMENT conditions that exist when a system, product, or service use case
is initiated.

Preceding Circumstances (Optional). For some applications, the circumstance or sequence
of events leading up to the initiation of a use case need to be identified. Preceding circumstances
provide a basis for documenting this assumption.

Operating Constraints. For some use cases the system, product, or service may have opera-
tional constraints such as organizational policies, procedures, task orders; local, federal, state, and
international regulations or statutory laws; or public opinion; or a Mission Event Timeline (MET).
Operational constraints thus serve to bound or restrict the acceptable set of corporate, moral, ethical,
or spiritual actions allowed for a use case.

External Inputs. Every system, product, or service processes external inputs to add value to
achieve the specified outcome.

Resources. Every system, product, or service requires MISSION RESOURCES to perform its
mission. MISSION RESOURCES are typically finite and are therefore constrained. The resources
attribute documents what types of resources (i.e. expendables or consumables) are required to
sustain system/entity operations.

Event-Based Timeline. Use cases may require a Mission Event Timeline (MET) to synchro-
nize the planned actions or intervention of human operators or expected responses from the system
or its operators.

Frequency of Occurrence and Utility Priorities. Every use case has a cost and schedule for
development, training, implementation, and maintenance. The realities of budgetary cost and sched-
ule limit the number of use cases that can be practically implemented. Therefore, prioritize use
cases and implement those that maximize application and safety utility to the User.

Note that we said, fo maximize application and safety utility. If you prioritize use cases, emer-
gency capabilities and procedures should have a very remote frequency of occurrence. Neverthe-
less, they can be the most critical. As is the case in trade study evaluation criteria, you may need
to analytically express utility in terms of a multiplicative factor. Instead of assigning a 1 (low) to
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5 (high) weighting factor priority to each use case, multiply the factor by a level of criticality from
1 (low) to 5 (high) to ensure the proper visibility from a safety perspective.

Commercial organizations produce products and services to sell in the marketplace at a profit
and sustain the business operations for the long term. Organizational products and services MUST
be SAFE for the Users to deploy, operate, and support. Hypothetically, you could focus all resources
on safety features and produce a product that is so burdened with safety features that it has no
application utility to the User.

Although our discussion focuses on the development of a product or service, remember that
the system has other elements than just EQUIPMENT (PERSONNEL, PROCEDURAL DATA,
etc.). So, when confronted with increasing design costs, there may be equally effective alternatives
for improving safety such as operator certification, training and periodic refresher training, cau-
tionary warning labels, and supervision that may not require product implementation.

Attribute 5: Processing Capabilities

The heart of a use case centers on stimulus-response processing for a specified set of conditions to
produce the desired or required outcome. Some domains refer to this as a transfer or response func-
tion. Consider the following example:

EXAMPLE 17.1

A photovoltaic or solar cell transforms sunlight into electrical energy.

Author’s Note 17.1 Remember, the context here is a simple box representing a system or item
at any level of abstraction with input(s) and output(s). Focus on simplification of the solution space.
Avoid attempting to define processing for multiple levels simultaneously.

Attribute 6: Scenarios and Consequences

As humans, we tend to be optimistic and ideally believe that everything will be successful. While
this is true most of the time, uncertainties do occur that create conditions we have not planned for
operationally or in terms of system, product, or service capability. Once a use case is identified,
ask the question: WHEN the User employs this use case:

1. WHAT can go wrong that we haven’t anticipated?
2. WHAT are the consequences of failure and how do we mitigate them?

We refer to each of these instances as use case scenarios and consequences? Consider the follow-
ing example:

EXAMPLE 17.2

Suppose that we are designing a compact disk (CD) or digital video disk (DVD) player. Ideally, the high-level
CD/DVD use case describes a User inserting the CD/DVD into the player—and magic happens! The User
gets the result, be it music or a movie. The User has thus a use case scenario with a POSITIVE outcome.
Now, what happens if the User inserts the CD/DVD upside down? The User has a use case scenario with a
NEGATIVE outcome. This leads to the question: When we design the CD/DVD device, how should the User
be advised of this situation? If we add notification capability to the device, development costs increase. In
contrast, the LOW-COST solution may be to simply inform the User via the product manual about the con-
vention of ALWAYS inserting the CD/DVD so that the title faces upward.
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Where: UML® = Unified Modeling Language

Figure 17.2 UML® Use Case Diagram

Probability of Occurrence. Once use case scenarios are identified, we need to determine the
probability of occurrence of each one. As in the earlier discussion of use case priorities, scenarios
have a probability of occurrence. Since additional design features have a cost, prioritize scenarios
with User safety as a predominant consideration.

Use Case Scenario Actors. Our discussion up to this point has focused on the WHAT is most
likely or probable to occur: use cases or scenarios. The key question is: WHO or WHAT are the
interacting entities during use cases and scenarios. The Unified Modeling Language (UML®)
characterizes these entities as “actors.”

Actors can be persons, places, real or virtual objects, or events. UML® represents actors as
stick figures and use cases as ellipses, as shown in Figure 17.2.

e User 1 (actor) such as a system administrator/maintainer interacts with use cases 1 through 3.

* User 2 (actor) interacts with use cases 1 and 2 (capabilities).

e User 3 (actor) interacts with use case 3 (capabilities).

In our previous example, the actors include User, CD/DVD, and CD/DVD player.

Stimuli and Cues. Use cases are initiated based on a set of actions triggered by system
operator(s), external systems, or the system. Consider the following stimulus—response actions:

* The User or an external system initiates one or more actions that cause the system to respond
behaviorally within a specified time period.

* The system notifies the User to perform an action—to make a decision or input data.

* The User intervenes or interrupts ongoing actions by the system.

Each of these examples represents instances whereby the User or System stimulates the other to
action. Figure 17.3 illustrates such a sequence of actions using a UML sequence diagram.
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Figure 17.3 UML® Use Case Sequence Diagram

Scenario Consequences. Each use case and scenario produces an outcome that may have
consequences. Consider the following example:

EXAMPLE 17.3

If scenario X occurs and the operator or system responds in a specified manner, instabilities and
perturbations may be induced into the system that may have NEGATIVE consequences. Therefore each use
case and scenario should identify the potential consequences of proper use/misuse, application/misapplication,
and abuse.

Compensating/Mitigating Actions. Given the set of consequences identified for use cases
and use case scenarios, we need to identify what compensating/mitigating actions should be
incorporated into the system, product, or service to eliminate or minimize the effects of a
NEGATIVE outcome consequences. Consider the following example:

EXAMPLE 174

Suppose that we are to design a car. Since a car can collide with other vehicles, walls, or trees, a generalized
interface solution of the car body-to-external system is insufficient. An analysis of use cases and use case sce-
narios suggests that passengers can lose their lives or sustain injuries in a collision. So a specialized interface
consisting of a bumper is added to the car frame as a compensating/mitigating action. However, impact tests
reveal that the bumper is inadequate and requires yet a more specialized solution including the following
sequences of design actions:

Design action 1: Incorporate shock absorbers into the vehicle’s bumpers.
Design action 2: Install and require use of seat belts.

Design action 3: Install an air bag system.

Design action 4: Install an anti-lock braking system (ABS).

Design action 5:  Specify proper vehicle operating procedures.

Design action 6: Increase driver awareness to drive safely and defensively.
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17.4 USE CASE ANALYSIS

Each use case and its most likely or probable scenarios represent a series of anticipated interac-
tions among the actors. Once the scenarios and actors are identified, system analysts need to under-
stand the most likely or probable interactions between the system or entity of interest and external
systems within its OPERATING ENVIRONMENT.

UMLP tools are useful in understanding the stimuli, cues, and behavioral responses between
interacting systems. Sequence diagrams serve as a key tool. Sequence diagrams consist of actors
and lifelines as illustrated in Figures 2.5 and 17.3.

* Actors Consist of entities at a given level of abstraction—such as SYSTEM, PRODUCT, and
SUBSYSTEM—and external systems within the abstraction’s OPERATING ENVIRON-
MENT. For example, a SUBSYSTEM use case might depict its operator(s), if applicable,
and external systems such as other SUBSYSTEMS, and PHYSICAL ENVIRONMENT
conditions.

* Lifeline Consists of a vertical line to represent time relative processing. Bars are placed
along the lifeline to represent entity activities or processing of external inputs, stimuli, or
cues and behavioral responses.

* Swim Lanes Consist of the regions between the actor lifelines for illustrating sequential

operations, tasks, products, by-products, or services interactions and exchanges and between
each actor.

To illustrate HOW these are employed, consider the following example:

EXAMPLE 17.5

Let’s suppose a User (actor) interacts with a calculator (actor) to accomplish a task to perform a mathemati-
cal calculation and communicate the results. Figure 17.4 provides a simple illustration of the interaction.
Observe that Figure 17.4 is structurally similar to and expands the level of detail of Figure 17.3. To keep the
example simple, assume the calculator consists of two SUBSYSTEMS, 1 and 2.

The User and each of the SUBSYSTEMS have an INITTAL State and FINAL State and conditional
loops that cycle until specific decision criteria are met to terminate operation. We assume each of
the SUBSYSTEM activities include wait states for inputs. When inputs arrive, processing is per-
formed, and control is passed to the next activity. Here’s how a potential use case scenario might
be described.

* SUBSYSTEM 1 performs Activity 20 to await user inputs via the keyboard.

* When the System Operator Activity 10 enters data as Output 10, Activity 20 accepts
the operator keyboard entries and converts the information into machine-readable code as
Output 20.

* SUBSYSTEM 2 performs: 1) Activity 30 to await data inputs and 2) Activity 31 to perform
the required computation and output the mathematical results as Output 31.

* In the interim SUBSYSTEM 1 Activity 21: 1) awaits Output 31 results, 2) converts the results
into meaningful operator information, and 3) displays the results as Output 21.

* Following data entry (i.e., Activity 10), the System Operator performs Activity 11 to: 1) await
Output 21 results, 2) record the results, and 3) communicate the results as Output 11.

These cycles continue until the calculator is turned off, which is the FINAL State.
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Figure 17.4 UML Symbology Swim Lanes Example

How Many Use Cases?

A key question people often ask is: How many use cases are required for a system? There are no
magic answers; 10 through 30 use cases might be average. Some highly complex systems may just
have 5 or 6; others, 10 to 20. All depends on the individuals and organizations involved. Some
want simplicity to keep the number small; others want detailed lists. Keep in mind that a system
may have 5 to 8 primary use cases; the remainder may be secondary or subordinate use cases that
support the primary use cases.

17.5 RELATING USE CASES TO
SPECIFICATION REQUIREMENTS

You may note that the application of use cases is fine for system design, but WHY are we address-
ing them here? There are several reasons:

1. Use cases serve as a valuable tool for Acquirer SEs to work with Users to understand their
needs and translate their visions of HOW they intend to deploy, operate, and support the
system into a more technical description. Use cases isolate on specific system features and
associated capabilities that the User can easily understand. This avoids the need to write
abstract system requirements language that may or may not have meaning or interest to the
User.

2. Once the use cases and scenarios are identified and prioritized, they provide a basis
for translation into specification requirements suitable for system, product, or service
acquisition.

3. Use cases, which can be derived from Acquirer specifications, provide a mechanism for
System Developers to formulate system operational concepts and design solutions.
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17.6 FINAL THOUGHTS

From a SE perspective, use case analysis should be a key tool of any system development effort.
However, engineers often view this activity as non—value-added paperwork to the User and product,
and believe their time is better spent contemplating creation of elegant designs. The reality is the
most elegant designs are useless unless the User can easily and understandably implement them
with their current skill set to perform missions. This is WHY “just in time” training for system
operators must take place prior to system acceptance and delivery.

Keep in mind that the people who give the bureaucratic argument are the same people who,
after a system fails during integration and test, capitulate and remark, HOW was I to know WHAT
the User wanted? I’'m only human. . . . Besides they couldn’t decide what they wanted. Docu-
menting use cases is a simple matter. It requires professional discipline, something that tends to
get lost in modern-day engineering efforts. If you doubt this, ask yourself how many products have
disappointed you and made you wonder . . . why no one within the System Developer’s organiza-
tion bothered to consult the Users. If they had, they would have easily learned that this step is crit-
ical to the User’s success and acceptance of the system, product, or service.

17.7 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern system use cases and scenarios.

Principle 17.1 Every use case has at least one or more most likely or probable scenarios, some
with positive outcomes, others with negative outcomes: your mission as an SE is to mitigate risk
and maximize positive outcomes.

Principle 17.2 Every use case, scenario, and requirement has a value to the User, a cost to
implement, and a level of acceptable operational risk.

Principle 17.3 Every system mission consists of one or more use case based capabilities.

17.8 SUMMARY

Our discussion of system use cases and scenarios highlighted the need to employ use cases as a means of
avoiding quantum leaps between User’s visionary requirements and system design. We also showed that use
cases and scenarios provide a powerful tool that Users, Acquirers, and System Developers. They can be used
to improve communications and to understand how the envisioned system is to be deployed, operated, and
supported.

* Use cases provide a means of identifying and prioritizing key User requirements for implementation.

e Use cases must be prioritized, based on most likely or probable occurrences for development subject
to program technical, cost, and schedule constraints.

e Use case scenarios provide a basis for understanding not only how the User might use a system,
product, or service. Also how the misuse or abuse might result in risks with consequences that require
design compensating or mitigating actions.

» Use case scenarios must be prioritized within use case technical, cost, and schedule constraints.

» Use case attributes provide a standard framework to uniformly and consistently characterize each use
case.
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e UML interaction diagrams serve as a useful tool for understanding the sequencing of actor interac-
tions and behavioral responses.

e Each use case and its attributes should be documented and placed under baseline management control
for decision making.

NOTE

The Unified Modeling Language (UML®) is a registered trademark of the Object Management Group (OMG).

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions. Identify the following:

(a) System actors

(b) System use cases

(c) System use case diagrams
(d) Use case sequence diagrams

ORGANIZATION CENTRIC EXERCISES

1. Check with your organization to see if any programs employ use cases and scenarios for deriving system
capabilities and requirements.

(a) Were these required by contract or a program decision?

(b) What were the programs experiences?

(c) Were the teams properly trained in applying use cases and scenarios?

(d) What tools were used to perform use case analysis?

(e) How were the use cases and scenarios documented?

(f) How did the program link use cases and scenarios to specification requirements?

REFERENCE

Object Management Group (OMG). 1997. Unified Modeling Language (UML®) Notation Guide, Version 1.1, Needham,
MA.
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System Operations Model

18.1 INTRODUCTION

As the mission analysis identifies a system’s use cases and scenarios, preferably in collaboration
with the User, the next challenging concept is working with the User to conceptualize how they
intend to deploy, operate, support, and dispose of a system. One of the mechanisms for documenting
the conceptualization is the system concept of operations, or ConOps. This section introduces the
System Operations Model that provides the structural framework for developing the ConOps.

The System Operations Model provides a high-level operational workflow that characterizes
HOW a system: 1) is configured for a mission, 2) conducts the mission, and 3) is supported fol-
lowing a mission. The structure of the model consists of operations and tasks that can be translated
into specification requirements or as workflow for the system engineering design solution.

Our discussions provide insights regarding how the model’s operational capabilities are allo-
cated and flowed down to the system elements—such as EQUIPMENT, PERSONNEL, and FACIL-
ITIES. As a result, these discussions provide the foundation for the topic that follows, system
mission and support operations.

What You Should Learn from This Chapter

1. What is the System Operations Model?

. What is a Concept of Operations (ConOps)?

. What is the purpose of the System Operations Model?
. Graphically illustrate the System Operations Model.

. Describe each of the model’s operations or tasks.

. Delineate the differences in the model from its robust version.

N A B W N

. What is a System Operations Dictionary?

Definitions of Key Terms

* Concept of Operations (ConOps) A description of the workflow of a system’s sequential
and/or concurrent operations required to achieve pre-mission, mission, and postmission
phase outcome-based performance objectives.

e Control or Staging Point A major decision point that limits advancement of workflow
progress to the next set of objective-based operations until a set of go—no go decision crite-
ria are accomplished.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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e System Operations A set of multi-level, interdependent activities or tasks that
collectively contribute to satisfying a pre-mission, mission, or postmission phase objective.

» System Operations Dictionary A document that scopes and describes system entity oper-
ational relationships and interactions required to support a specific phase and mode of oper-
ation. The operational relationships and interactions are analyzed and translated into a set of
required operational capabilities, which are then transformed into system performance
requirements to support each mode of operation.

» System Operations Model A generalization of system operations that can be employed as
an initial starting point for identifying the workflow and operations for most systems.

18.2 THE SYSTEM CONCEPT OF OPERATIONS (ConOps)

Once a system’s problem space and solution spaces are bounded, the next step is to understand HOW
the User intends to use a solution space system. Most systems are precedented and simply employ
new technologies to build on the existing infrastructure of operations, facilities, and skills. This does
not mean, however, that unprecedented systems do not occur.

Referral For more information about precedented and unprecedented systems, refer to Chapter
3 on the definition of these systems.

If you expand the problem—solution space concept, our analysis reveals that the solution space time-
based interactions—namely entity relationships—can be characterized by a set of operations that
can be generalized into the System Operations Model. In turn, the model provides a framework for
developing the ConOps, which describes the top-level sequential and concurrent operations
required to accomplish the system’s mission.

EXAMPLE 18.1

A system concept of operations (ConOps) for a system such as the Space Shuttle system describes the oper-
ational sequences required to deliver a payload into outer space, deploy the payload and conduct experiments,
and return the cargo and astronauts safely to Earth.

We refer to Example 18.1 as cyclical operations within the system/product life cycle. Living organ-
isms, such as humans, exhibit this cyclical characterization as evidenced by our daily need for food,
water, rest, and sleep.

We can generalize a ConOps in terms of a common set of objectives that reflect how the User
plans to use the system. These objectives include:

1. Deploy the system.
. Configure the system for deployment and operational use.
. Check the system’s readiness to conduct pre-mission, mission, and postmission operations.

. Employ the system asset.

wnm A W N

. Clean it up and store it for the next use.

6. Discard the system, when appropriate.

To better understand HOW these objectives can be integrated into a total system operations solu-
tion, let’s explore a description of the System Operations Model.
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18.3 THE SYSTEM OPERATIONS MODEL

The System Operations Model depicted in Figure 18.1 provides a construct that can be applied to
HUMAN-MADE systems. Although there are a number of variants on this graphic, let’s explore
this model to better understand how it operates. First, a word about the contents of the graphic.

Each box in Figure 18.1 represents an integrated, multi-level collection of system use case-
based capabilities and activities required to achieve an overall mission objective. We can expand
or decompose each of these capabilities into lower level operational capabilities. Ultimately these
capabilities and their respective levels of performance are allocated to one or more of the system
elements—such as PERSONNEL, EQUIPMENT, and FACILITIES.

Each decision block (diamond) is referred to as a control or staging point and requires a go—no
go decision from a decision authority based on a predefined set of exit or entrance criteria. Each
operation and control point is tagged with a unique identifier. The identifier is used to map to a
specific requirements section in the System Performance Specification (SPS) or to a detailed nar-
rative in an operational concept description (OCD).

Referral For more information about linking ConOps operations and capabilities to the SPS,
refer to Chapter 28 System Specification Practices.

Author’s Note 18.1 Observe the usage of ConOps and OCD. Various organizations use one
or the other term. ConOps, to some people, infers a summary discussion of how a system will
operate while OCD infers supporting detail to a ConOps. Pick one term or the other and apply it
consistently across programs.
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Figure 18.1 Generalized System Concept of Operations (ConOps) Model
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18.4 SYSTEM OPERATIONS MODEL DESCRIPTION

Figure 18.1 depicts the System Operations Model that applies to most HUMAN-MADE systems.
Entry into the model begins when a system is transitioned from its System Development Phase (1)
of the system/product life cycle. Entrance criteria (2) are evaluated to assess system readiness to
begin active duty. Let’s explore the field operations that follow.

Operation 3.0: Deploy System

Operation 3.0 to deploy the system addresses system capabilities and activities required to deliver
and install the system at the User’s required destination. As each system rolls off the production
line and is verified against performance requirements, the system is packed and shipped for deploy-
ment or distribution to the User. Activities include: transportation; load/unloading; crate/uncrating;
initial setup, installation, and assembly; system checkout; verification; integration into higher level
systems; and verification of interoperability at that level.

On completion of all planned activities, the Operation 4.0 Conduct System/Mission Training
decision is made.

Operation 4.0: Conduct System/Mission Training Decision

Operation 4.0 Conduct System/Mission Training, a decision control point, determines if the system
is to be placed immediately into active duty or reserved for operator training or demonstrations.

e If the system/mission training decision is Yes or TRUE, workflow progresses to Operation
17.0 Conduct System Training.

o If the system/mission training decision is No or FALSE, workflow progresses to Operation
5.0 Await Mission Notification decision.

Operation 5.0: Mission Notification Decision

Operation 5.0 Mission Notification, a decision control point, must await notification to prepare to
conduct a mission. Depending on the system and application, Operations 4.0 and 5.0 are each effec-
tively a cyclical WAIT STATE for the system that loops until a higher level authority issues an
order to conduct the mission.

e If the mission notification decision is Yes or TRUE, workflow progresses to Operation 6.0
Configure System for Mission.

o If the mission notification decision is No or FALSE, workflow cycles back to Operation 4.0
Conduct System/Mission Training decision.

Operation 6.0: Configure System for Mission

Operation 6.0 Configure System for Mission includes system capabilities and activities required to
prepare and configure the system for the required mission. On receipt of mission orders, the system
is configured and supplied for the mission. Operational activities include pre-mission planning,
physical hardware and software changes, personnel training, and refueling. System configura-
tion/reconfiguration activities include the synchronized orchestration of the system elements such
as:

1. PERSONNEL Operators, administrators, etc.
2. PROCEDURAL DATA Operating procedures, media, etc.
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3. Interfaces with HUMAN-MADE SYSTEMS Friendly, cooperative systems.

4. SUPPORT SYSTEM Media, instructors, supply, maintainers, etc., into a planned, coherent
operation focused on achieving the allocated mission tasks and objectives.

On completion of the activities, system verification is performed to ensure that the system is
properly configured for the mission.

o If the system verification check is successful, workflow progresses to Operation 7.0, Assess
Operational Mission Readiness.

o If system defects or deficiencies are discovered, workflow progresses to Operation 20.0
Perform System Maintenance.

Operation 7.0: Assess Operational Mission Readiness

Operation 7.0 Assess Operational Mission Readiness includes system capabilities and activities
required to review the overall readiness to conduct the assigned mission. After the system has been
configured for the mission and all system element resources are fully integrated and operational,
mission operational readiness is assessed. The assessment evaluates the readiness posture of the
integrated set of system elements—such as EQUIPMENT, PERSONNEL, and FACILITIES—to
perform their assigned mission.

If the readiness assessment is No, the system is tagged as operationally deficient with a RED
or YELLOW tag. A mission impact risk assessment decision is made to determine if the deficiency
warrants cancellation of the mission or replacement of the system/element with a backup system.

e If the system requires maintenance, workflow progresses to Operation 20.0 Perform System
Maintenance.

o If the system is determined to provide the capabilities required to support the mission, work-
flow progress to Operation 9.0 Await Mission Go-ahead Decision.

Author’s Note 18.2 7o facilitate a later discussion in this chapter, Operations 8.0, 11.0, 12.0,
and 19.0 are unused in Figure 18.1 and reserved for our follow-on topical discussion.

Operation 9.0: Mission Go-Ahead Decision

Operation 9.0 Mission Go-ahead, a decision control point, determines if tasking orders to conduct
the mission have been issued.

 If Operation 9.0 Await Mission Go-ahead Decision is Yes or TRUE, workflow proceeds to
Operation 10.0 Conduct Mission.

e If the Operation 9.0 Await Mission Go-ahead Decision is No or FALSE, system readiness is
periodically checked by cycling back to Operation 7.0 Assess Operational Mission Readiness.

Operation 10.0: Conduct System Mission

Operation 10.0 Conduct System Mission includes system capabilities and activities required to
conduct the system’s primary and secondary mission(s). During this operation the system may
encounter and engage threats and opportunities as it performs the primary and secondary mission
objectives.

If the system requires maintenance during the conduct of the mission, Operation 16.0 Replen-
ish System Resources or Operation 20.0 Perform System Maintenance may be performed, if
practical.
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EXAMPLE 18.2

A fighter aircraft may require refueling during the conduct of an operational mission.

On completion of the mission, workflow proceeds to Operation 13.0 Assess Mission and System
Performance.

Operation 13.0: Assess Mission and System Performance

Operation 13.0 Assess Mission and System Performance includes system capabilities and activi-
ties required to review the level of mission success based on mission primary and secondary objec-
tives and system performance contributions to that success. Activities include postmission data
reduction, target impact assessment, strengths, and weaknesses; threats; mission debrief observa-
tions and lessons learned; and mission success. These operations also provide the opportunity to
review human performance, strengths, and weaknesses in the conduct of the mission. On comple-
tion of Operation 13.0 Assess Mission System Performance, workflow progresses to Operation 14.0,
a Deactivate/Phase-out System Decision.

Operation 14.0: Deactivate/Phase-out System Decision

Operation 14.0 Deactivate/Phase-out System, a decision control point, determines if the system is
to continue current operations, be upgraded, or be decommissioned or phased out of active duty.
The decision is based on exit criteria (15) that were established for the system.

* If the deactivate/phase-out system decision is Yes or TRUE, workflow progresses to Opera-
tion 21.0 Deactivate/Phase-out System.

e If the decision is No or FALSE, workflow proceeds to Operation 16.0 Replenish System
Resources.

Operation 16.0: Replenish System Resources

Operation 16.0 Replenish System Resources includes system capabilities and activities required to
restock or replenish system resources such as personnel, fuel, and supplies. If deficiencies are found
in the system, the system is sent to Operation 20.0 Perform System Maintenance. On completion
of Operation 16.0 Replenish System Resources, workflow progresses to Operation 18.0 Redeploy
System decision.

Operation 17.0: Conduct System/Mission Training

Operation 17.0 Conduct System Training includes capabilities and activities required to train Users
or system operators in how to properly operate the system. For larger, more complex systems, initial
operator training is sometimes performed at the System Developer’s factory prior to system deploy-
ment to the field. Remedial and skills enhancement training occurs after the system is already in
field service.

During Operation 17.0 Conduct System Training, new system operators are instructed in the safe
and proper use of the system to develop basic skills. Experienced operators may also receive reme-
dial, proficiency, or skills enhancement training based on lessons learned from previous missions or
new tactics employed by adversarial or competitive threats.

On completion of a training session, workflow progresses to Operation 16.0 Replenish System
Resources. If the system requires maintenance during training, Operation 20.0 Perform System
Maintenance is activated.
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Operation 18.0: Redeploy System Decision

Operation 18.0 to redeploy the system, a decision control point, determines if the physical system
is to be repeployed to a new User location to support organizational mission objectives.

e If Operation 18.0 Redeploy System decision is Yes or TRUE, workflow progresses to
Operation 3.0, which is to deploy the system.

o If Operation 18.0 Redeploy System decision is no or FALSE, workflow proceeds to Opera-
tion 4.0 Conduct System/Mission Training decision and the cycle repeats back to Operation
18.0 Deploy System Decision.

Operation 20.0: Perform System Maintenance

Operation 20.0 Perform System Maintenance includes system capabilities and activities required
to upgrade system capabilities or correct system deficiencies through preventive or corrective main-
tenance. Systems are tagged with easily recognizable color identifiers such as RED or YELLOW
to represent corrective or preventive maintenance actions required to correct any defects or defi-
ciencies that may impact mission success.

On successful completion of system maintenance, the system is returned to active duty via the
next operation—be it Operation 6.0 Configure System Mission, Operation 7.0 Assess Operational
Mission Readiness, Operation 10.0 Conduct Mission, Operation 16.0 Replenish System Resources,
or Operation 17.0 Conduct System/Mission Training—of the requested need for maintenance.

Operation 21.0: Deactivate/Phase-out System

Operation 21.0 Deactivate/Phase-out System includes system capabilities and activities required to
disengage and remove the system from active duty, store, warehouse, “mothball,” or disassemble
the system and properly dispose of all its components and elements. Some systems may be stored
or “mothballed” until needed in the future to support surges in mission operations that cannot be
supported by existing systems. On completion of the deactivation, the system proceeds to the
System Disposal Phase (22) of its system/product life cycle.

System Operations Dictionary

Obtaining team agreement on the graphical depiction of the concept of operations is only the first
step. When working with larger, complex systems and development teams, diagrams at this level
require scoping definitions for each capability to ensure proper understanding among team
members. For example, you and your team may define a specific operational capability differently
from a team operating in another business domain, depending on the system’s application.

One solution is to create a System Operations Dictionary. The dictionary, which defines and
scopes each capability similar to the previous System Operations Model descriptions, should be
maintained throughout the life of the system.

Final Thoughts

The System Operations Model is used to define systems, products, organizations, services, etc. We
can apply this model as an initial starting point for most, if not all, HUMAN-MADE SYSTEMS,
such as automobiles, the Space Shuttle, airlines, hospitals, businesses, fire and ambulance services.

Collectively and individually, each of the model’s operations represents a generalized construct
applicable to most systems. As an SE, collaborate with the User(s) to tailor the System Operations
Model to reflect their needs within the constraints of contractual, statutory, and regulatory require-
ments. Each operation should be scoped and bounded via a System Operations Dictionary to ensure
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all members of the Acquirer, User, and system development teams clearly understand what is/is not
included in specific operations—with no surprises!

From an individual’s perspective, the System Operations Model may appear to be very simple.
However, on closer examination, even simple systems often require forethought to adequately
define the operational sequences. If you challenge the validity of this statement, consider the
following:

* Develop the System Operations Model for a car and driver.

* Conduct a similar exercise with each of three colleagues who are unfamiliar with the Model.
The diversity of colleague opinions may be enlightening.

* Repeat the exercise as a team focused on achieving a single, collaborative consensus for the
final diagram.

Now consider the case where the System Operations Model involves the definition of a more
complex system with a larger stakeholder community. If you contemplated the previous car and
driver exercise, you should appreciate the challenges of getting a diverse group of people from
various disciplines, political factions, and organizations to arrive at a consensus on a System Oper-
ations Model for a specific system.

You will discover that engineers often refer to the System Operations Model as “textbook
stuff.” They:

1. Act offended to spend time addressing this concept.

2. Have a natural tendency to focus immediately on physical hardware and software design,
such as resistors, capacitors, data rates, C++ language, and operating systems.

3. Whine to their management about the need to focus their time on resistors, coding, etc.

Beware If your program, customer, and User community have not agreed to this top-level
concept and its lower level decomposition, system development problems further downstream his-
torically can be traced back to this fundamental concept. Even worse, fielding a system that does
not pass customer validation for intended usage presents even greater challenges, not only techni-
cally but also for your organization’s reputation.

* Obtain Acquirer and User community consensus and “buy in” prior to committing resources
for development of the system. Investigate how the User envisions operating the planned
system to achieve organizational mission objectives. Avoid premature hardware and software
development efforts until these decisions are approved and flowed down and allocated to
hardware and software specifications.

» Use the System Operations Model as an infrastructure for identifying and specifying opera-
tional capabilities that can be translated into System Performance Specification (SPS)
requirements.

* When reviewing and analyzing specifications prepared by others, use the System Operations
Model to assess top-level system performance requirements for completeness for system
operations.

18.5 DEVELOPING A MORE ROBUST SYSTEM
OPERATIONS MODEL

The preceding System Operations Model provided a fundamental understanding of zow a system
might be employed by the User. As a high level model, it serves a useful tutorial purpose. The
model, however, has some areas that need to be strengthened to accommodate a broader range of
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Figure 18.2 Robust System Concept of Operations (ConOps) Model

system applications. Figure 18.2 provides an expanded System Operations Model. To maintain con-
tinuity with the previous model, we have preserved the original numbering convention and simply
added the following operations:

Operation 8.0:  Mission Ready Decision

Operation 11.0: Provide Mission Oversight and Support

Operation 12.0: Mission Complete Decision

Operation 19.0: Remediate and Restore Site

18.6 THE IMPORTANCE OF THE GENERALIZED
SYSTEM OPERATIONS MODEL

The System Operations Model serves as a high-level framework that orchestrates the fotality of
system synchronized to a time-based schedule. Operations in the model are performed by one
of more of the system elements (EQUIPMENT, PERSONNEL, FACILITIES, etc.). The allocation
of these operations to the system elements is important from several perspectives.

Specification Developer’s Perspective

From a specification developer’s perspective, the System Operations Model construct provides the
infrastructure for working with customers and Users to capture, organize, and specify system
requirements. Operational capabilities and performance decomposed and derived from this infra-
structure can be translated into text requirements for system or lower level specifications.

Referral For more information about translating operational capabilities into specification
requirements, please refer to Chapter 32 Specification Development Practices.
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Specification Analyst Perspective

From a system analyst’s perspective, the System Operations Model construct can be used to as an
infrastructure to assign existing specification requirements for specific operations. If each System
Operations Model operation is decomposed into hierarchical levels of sub operations, the system
analyst can easily find the holes representing missing requirements or the need for clarification.

Author’s Note 18.3 Properly trained system engineers and others who develop systems (prod-
ucts, organizations, services, etc.) understand and appreciate the importance of capturing Acquirer
and User community expectations of system capabilities, behavior, and performance based on how
the system will be used. The System Operations Model, as a high level of system abstraction, serves
as the top-level infrastructure to define how the system is to be operated. Using the model as a
framework, system operational capabilities and performance can be easily specified. System oper-
ational analysis enables us to decompose each of the system life cycle operations into successively
lower level tasks and activities, each of which is characterized by a specific system capability,
behavior, and performance.

Author’s Note 18.4 Many untrained specification writers focus exclusively on Operation 10.0
Conduct Mission. Even worse, they employ the feature-based approach by specifying features of the
system for Operation 10.0. As human products of electrical, mechanical, and software disciplines,
engineers of this type immediately focus on their “comfort zone,” physical system hardware and soft-
ware requirements and solutions. As a result the specifications often fall short of complete system
requirements coverage as noted by the absence of mission requirements for Operations 3.0 through
13.0 and 16.0 through 19.0. Even within Operation 10.0 Conduct Mission, these writers focus only
on specific physical features without consideration for system phases, modes, and states when using
cases and scenarios, and so on. As a result, many requirements are missed or misplaced.

1. Despite the shortcoming noted in the previous points, standard system specification outlines
such as the former MIL-STD-490A tend to force the specification developers to at least par-
tially consider these missing steps (Operations 3.0-13.0 and 16.0-19.0) in areas such as
Design and Construction Constraints.

2. Based on the author’s experience, competent systems engineers begin their systems analy-
sis work with the System Operations Model or some version tailored specifically for their
system application and User needs. This statement serves as a key indicator of the train-
ing and maturity level of system engineers. Application of the System Operations Model
enables you to sort out the true system engineers from the “wannabes” and the level of risk
associated with their position on the program.

18.7 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish the guiding prin-
ciples that govern development of the System Operations Model.

Principle 18.1 Every human-made system has its own unique System Operations Model that
represents HOW the User deploys, operates, supports, and phases out the MISSION SYSTEM.

Principle 18.2 Each MISSION SYSTEM operation or task and its supporting system elements
either adds value and contributes to achieving a phase-based performance objective or not; if not,
eliminate it!
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Principle 18.3 Synchronize every System Operation Model operation or task to a
performance-based Mission Event Timeline (MET).

Principle 18.4 Every System Operation Model operation or task represents a system use case;
each use case represents a capability that must produce a defined outcome while coping with one
or more most likely or probable OPERATING ENVIRONMENT scenarios.

18.8 SUMMARY

The preceding discussions represent the embryonic, conceptual views of how the User intends to use the
system. The operations can be translated into explicit system level capabilities and performance requirements.
These requirements should ultimately be allocated to the system elements, the EQUIPMENT, PERSONNEL,
FACILITIES, and so on. Our next discussion will decompose these operations into greater levels of detail via
system phases, modes, and states of operation. We will thus begin to narrow, bound, and specify system capa-
bilities and performance required of each of the system elements to support the ConOps operational tasks.

Author’s Note 18.5 As we stated earlier, it is impractical to illustrate all conceivable applications of
systems. Our discussion over the past few pages has been intended to provide a basic orientation and aware-
ness that will stimulate your thought processes and enable you to translate these approaches into your own
business domain systems.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions.

(a) Apply the System Operations Model to the selected system to determine which operations apply.
(b) Does the system have operations that are not identified in the model?

(c) Using the System Operations Model as the initial starting point, tailor the model to the system and its
application.

(d) As a sanity check, map each use case to the System Operations Model operations. For those opera-
tions that are not addressed by a use case, is the set of use cases deficient? If the User did not have
resource constraints, how would you address the deficiencies with the User?

ORGANIZATIONAL CENTRIC EXERCISES

1. Research your organization’s command media for direction and guidance in the development of the system
Concept of Operations (ConOps) or operational concept description (OCD).

(a) What requirements are levied on development of the ConOps or OCD?
(b) When does the media required development of either of these documents?
2. Contact a small, medium and large contract program within your organization.
(a) Does the contract require development of a ConOps or OCD?
(b) Does the program have a ConOps or OCD? If not, why not?
(c¢) If so, how did the ConOps or OCD benefit the program?
(d) Based on development of the ConOps or OCD, what would the program do differently next time?
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System Phases, Modes,
and States of Operation

19.1 INTRODUCTION

Our discussion of the System Operations Model provides a workflow that illustrates HOW the User
might deploy, operate, and support a system or product to perform organizational missions. In
general, the workflow consists of objective-based sequential and concurrent operations, each requir-
ing two or more tasks to be accomplished. Tasks in turn are subdivided into subtasks, and so on.

As we probe deeper into the System Operations Model, our analysis reveals that it consists
of three types of SYSTEM OF INTEREST (SOI) operations. These operations are required to:
1) prepare for a mission, 2) conduct and support a mission, and 3) follow-up after the mission.
These SOI operations are performed by the integrated efforts of the MISSION SYSTEM (s) and
the SUPPORT SYSTEM.

When a system is fielded, Users learn the basics of system operations that include HOW to
employ a system, product, or service during these phases of operation via user’s guides, reference
manuals, and checklist procedures. Each phase of operation, which is assigned objectives to be
accomplished, consists of embedded modes of operation. Each mode of operation represents User
selectable options available to perform specific mission operations and tasks. Users also learn about
EQUIPMENT capabilities, safe operating procedures, and performance limitations available to
support these operations and tasks. WHAT the User sees are the results of system development;
however, they do not reflect the highly iterative, time-consuming analysis and decision making that
the SE design process requires to produce these results.

Our discussion in this chapter introduces the concept of system phases, modes, and states of
operation. We build on the foundation of use cases and use case scenarios and System Operations
Model to illustrate how SEs:

1. Establish phases of operation.
2. Derive modes of operation from use cases.
3. Derive system architectural configurations and interfaces that represent the system’s state

of operation.

Given a foundation in HOW a system is organized, we explore how modal transitions occur within
and between system phases of operation. Finally, we illustrate how modal capabilities are accu-
mulated and integrated as physical configurations or states of the architecture to support User phase-
based objectives.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.
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Chapter 19 System Phases, Modes, and States of Operation

What You Should Learn from This Chapter

What is a phase of operation?

What is the objective of the pre-mission phase of operation?

What is the objective of the mission phase of operation?

What is the objective of the postmission phase of operation?

What is a mode of operation?

What is a state of operation?

What is the difference between an operational state and a physical state?
What are the relationships among phases, modes, and states of operation?
How do use cases and scenarios relate to modes of operations?

What is a modal triggering event?

Definitions of Key Terms

Mode of Operation An abstract label applied to a collection of system operational capa-
bilities and activities focused on satisfying a specific phase objective.

Phase of Operation Refer to definition provided in Chapter 16 System Mission Analysis.

State of Operation The operational or operating condition of a SYSTEM OF INTEREST
(SOI) required to safely conduct or continue its mission. For example, the operational state
of an aircraft during take-off includes architectural configuration settings such as wing flap
positions, landing gear down, and landing light activation.

State “A condition or mode of existence that a system, component, or simulation may be
in; for example, the pre-flight state of an aircraft navigation program or the input state of
given channel.” (Source: IEEE 610.12-1990)

State Diagram “A diagram that depicts the states that a system or component can assume,
and shows the events or circumstances that cause or result from a change from one state
to another.” (Source: IEEE 610.12-1990) State diagrams are also called state transition
diagrams.

State Machine A device that employs a given configuration state to perform operations

or tasks until conditions or an external triggering event causes it to transition to another
configuration state.

Triggering Event An external OPERATING ENVIRONMENT stimuli or cue that causes
a system to initiate behavioral response actions that shift from a current mode to a new mode
of operation.

19.2 SYSTEM PHASES, MODES, AND STATES RELATIONSHIPS

To facilitate your understanding of system phases, modes, and states of operation, let’s establish
their context using the entity relationship framework shown in Figure 19.1.

Author’s Note 19.1 The following description depicts the results of a highly iterative analysis
of system phases, modes, and states that may be very time-consuming, depending on system com-
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plexity. In the list there are included subphases and submodes of operation, although most systems
do not employ these features. They are provided here for illustration purposes for those systems

that do employ those terms.

1. Each phase of operation (1):
a. Consists of at least one or more modes of operation (2).
b. Allows application of at least one or more use cases (3).
c. May consist of at least two or more subphases of operation (4).

2. Each subphase of operation (4) (if applicable) is:
a. An element of a higher level phase of operation (1).
b. Accommodates at least one or more use cases (3).
c. Supported by at least one or more modes of operation (2).

3. Each use case (3) is:
a. Applicable to at least one or more phases of operation (1).

b. Analytically abstracted into at least one or more higher level modes of operation (2) or

into submodes of operation (5).
c. May require one or more physical configurations (7).

4. Each mode of operation (2):
a. Is unique to one and only one phase of operation (1).
b. Accommodates at least one or more use cases (3).
c. Supported by at least one or more physical configurations (7).

5. Each submode of operation (if applicable) is:
a. Unique to one and only one mode of operation (2).
b. Accommodates at least one or more use cases (3).
c. Supported by at least one or more states of operation (6).
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6. Each state of operation (6):
a. Supports at least one or more modes of operation (2) or submodes of operation (5).
b. Consists of at least one or more physical configurations (7).

7. Each physical configuration (7) is:
a. Characterized by the system/item architecture, interfaces, and settings.
b. Unique to a state of operation (6).
c. Employed by at least one or more use cases (3).

Author’s Note 19.2 Since our focus here is on general relationships of system phases, modes,
and states of operation, Figure 19.1 is presented with those key elements. As we will see in Chapter
21 System Operational Capability Derivation and Allocation, the linkages between use cases,
modes and states of operation, and physical configuration states (i.e., the physical design solution)
are accomplished via required operational capabilities that lead to performance requirements. The
subject of phases, modes, and states is often confusing, this is because it is complicated by people
who often misapply the terms. Therefore, we defer the required operational capabilities dimension
until later.

Given this framework of entity relationships, let’s begin our discussion with system phases of
operation.

19.3 UNDERSTANDING SYSTEM PHASES OF OPERATION

Our discussion of the System Operations Model introduced a key concept in understanding how
human-made systems typically operate. The operations presented in Figures 18.1 and 18.2 provide
an initial framework for organizing and collecting system capability requirements as well as
developing the initial system engineering design. Let’s explore the relationship of phases and
operations.

Operational Phase Objectives

If we analyze and assimilate the set of system operations and their objectives, we can partition the
operations into three distinct classes of abstraction: pre-mission, mission, and postmission operations.
Analytically we refer to these abstractions as phases of operation.

Author’s Note 19.3  All human-made systems have at least three phases of operation. Although
some systems may be placed in storage, keep in mind that the operative term is “operation.” Since
the system does not perform an action, storage represents an action performed on a system and is
therefore not considered an operation.

Pre-mission Phase Objective. The objective of the pre-mission phase of operations, at a
minimum, is to ensure that the SYSTEM OF INTEREST (SOI) (i.e., MISSION SYSTEM and
SUPPORT SYSTEM) is fully prepared, configured, operationally available and ready to conduct
its organizational mission when directed.

Mission Phase Objective. The objective of the mission phase of operations, at a minimum, is
to conduct the mission SYSTEM OF INTEREST (SOI). Besides achieving the SOI’s mission
objectives, one must mitigate mission risks and ensure the system’s safe operation and return.

Post-mission Phase Objective. The objectives of the postmission phase of operations, at a
minimum, are to:
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. Analyze mission outcome(s) and performance objective results.
. Replenish system consumables and expendables, as applicable.
. Refurbish the system.

. Capture lessons learned.
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. Analyze and debrief mission results.

6. Improve future system and mission performance.

To see how phases of operation may apply to a system, consider the example of an automobile trip.

EXAMPLE 19.1

During the pre-mission phase prior to driving an automobile on a trip, the driver:

1. Services the vehicle (oil and filter change, new tires, repairs, etc.).
. Fills the tank with gasoline.
. Checks the tire pressure.

. Inspects the vehicle.
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. Loads the vehicle with personal effects (suitcases, coats, etc.).
During the mission phase following a successful pre-mission checkout, the driver:

. Departs on the trip from the point of origination.

. Drives defensively in accordance with vehicle safe operating procedures.
. Obeys vehicular laws.

. Navigates to the destination.

. Periodically checks and replenishes the fuel and coolant supply enroute.
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. Arrives at the destination.
During the post-mission phase on arrival at the point of destination, the driver:

1. Parks the vehicle in a permissible space.
2. Unloads the vehicle.
3. Safely secures the vehicle until it is needed again.

Subphases of Operation

Some complex systems may employ subphases of operation. Airborne systems such as aircraft and
missiles have phases of flight within the mission phase. Phases of flight for an aircraft system might
include: 1) push back, 2) taxi, 3) take-off, 4) climb, 5) cruise, 6) descend, 7) land, 8) taxi, and 9)
park. Using the phases of operation as the frame of reference, the phases of flight would be equated
to subphases of the mission phase of operation. Each of the subphases focuses on specific aspects
and objectives that contribute to the overall aircraft system objective: transport passengers safely
and securely from a Point of Origination or Departure to a Point of Termination or Destination.

Guidepost 19.1 Once the systems phases of operation are established, we can proceed with
aligning the use cases with the respective phases.
Aligning Use Cases with System Phases of Operation

Once the system’s use cases have been identified, SEs align each use case with a specific phase of
operation as shown in Table 19.1. Each use case in the table is associated with a phase of operation.
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Table 19.1 Assignment of use cases to specific system phases of operation

Use Case Use Case Description Phase of Operation

vo Pre-mission Phase Mission Phase Postmission Phase
UC 1 (Description) .

uc?2 (Description) .

ucC 3 (Description) .

uc4 (Description) .

ucs (Description) .

uce (Description) .

uc7 (Description) .

UucC 8 (Description) .

uco (Description) .

ucC 10 (Description) .
UC 11 (Description) .
ucC 12 (Description) .

UC 13 (Description) .

UC 14 (Description) o

19.4 UNDERSTANDING SYSTEM MODES OF OPERATION

Operationally, modes of operation represent options available for selection at the User’s discretion,
assuming certain conditions and criteria are met. Consider the following example:

EXAMPLE 19.2

An automobile driver, assuming certain conditions and criteria are met, has the following modes of operation
available for discretionary selection: PARK, REVERSE, NEUTRAL, DRIVE, and LOW. While the vehicle
is in the DRIVE mode, the driver is permitted by the vehicle’s design to shift to the REVERSE mode subject
to satisfying the following conditions and criteria:

1. The vehicle is at a safe location conducive to the action permissible under law and safe driving rules.
2. The vehicle is safely stopped and the brake pedal is depressed.
3. The driver can view on-coming traffic from all directions.

4. The action can be safely completed before other traffic arrives.

Deriving Modes of Operation

When we analyze use cases aligned with specific phases of operation, we soon discover that some
use cases share an objective or an outcome. Where there is sufficient commonality in these sets or
clusters of use cases that share an objective, we abstract them into higher level modes of opera-
tion. Figure 19.2 illustrates how use cases (UCs) are abstracted into modes of operation.

Author’s Note 19.4 You may discover that some modes can be further abstracted into higher
level modes. Where this is the case, we establish a modal hierarchy and designate submodes within
a mode of operation. For simplicity, we assume that all use cases reside at the same level in the
Figure 19.2 illustration.
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Pre-Mission Phase Mission Phase Post-Mission Phase

= Use Case ID

Figure 19.2 Use Cases Mapped to System Phases of Operation

Author’'s Note 19.5 In some cases there are no specific guidelines for identifying modes of
operation. Independent teams of equally capable SE analysts and developers can then hypotheti-
cally design and produce a system or product that complies with a set of User capability and per-
formance requirements. Each team may nevertheless have variations of system modes of operation.
The point is to learn to recognize, understand, and establish a team-based consensus concerning
system phases and modes of operation. Then, together, the team can apply common sense in
abstracting operations into modes of operation.

Understanding the Modes of Operation Construct

Modes of operation can be depicted graphically or in tabular form. Since SEs communicate with
graphics, we will employ the basic construct shown in Figure 19.3.

The construct is divided into pre-mission, mission, and postmission phases of operation to
facilitate a left to right control flow. Although each of these phases of operation may consist of one
or more modes of operation, only one mode is shown in each phase for simplicity.

Other than a general left-to-right cyclical workflow (pre-mission to mission to postmission),
modes of operation are both time dependent and time independent. Many systems establish Mission
Event Timelines (METs) that constrain: 1) the pre-mission-to-mission transition, 2) mission-to-
post-mission transition, and 3) post-mission-back to pre-mission transition during the system turn-
around. Within each mode of operation the MET event constraints may be further subdivided.

Understanding System NModal Transitions

The preceding discussion highlights the identification of system modes of operation by phase and
the transition diagram used to modal interactions. Based on this understanding, we are now ready
to investigate the stimulus or triggering events and conditions that initiate transition from one mode
to another.



196 Chapter 19 System Phases, Modes, and States of Operation

Pre-Mission Phase Mission Phase Post-Mission Phase

/—>

— 5

Figure 19.3 Basic Phase and Modes of Operation Construct

Note that each mode in Figure 19.3 is interconnected via curved lines with arrows that repre-
sent transitions from one mode to another. These transitions are initiated by pre-defined triggering
events or conditions.

Our discussion here focuses on the entity relationships of phases, modes, use cases, use case
scenarios, and required operational capabilities. The question is: What causes a system, product,
or service to transition from one phase, mode, and use case to another during a mission? This
brings us to a discussion of triggering events.

Triggering Event-Based Transitions. Most systems, as state machines, are designed to cycle
within a given mode of operation until some external stimulus such as an operator initiates a tran-
sition to a new mode of operation. The occurrence of the external stimulus is marked as a trigger-
ing event. As discussed earlier, the triggering event may be data or interrupt driven whereby:

1. The system receives data from an external system.

2. A system User enters/inputs data into the system in accordance with prescribed Standard
Operating Practices and Procedures (SOPPs) or rules of engagement to transition to the
next phase or mode of operation.

Data-driven triggering events may be synchronous (i.e., periodic) or asynchronous (i.e., random)
occurrences. When making the transition from one mode to another, the User may impose specific
time requirements and constraints.

Figure 19.4 illustrates a simple, two-mode system that transitions from Mode 1 to Mode 2
when triggering Event 1 occurs and from Mode 2 back to Mode 1 on triggering Event 2. Trigger-
ing event transitions from Mode 1 to Mode 2 and back to Mode 1 require different sets of assump-
tions and conditions.

The graphic depicts the bidirectional transition as two separate transitions, T1 and T2. For T1,
some external triggering Event t; initiates the transition from Mode 1 to Mode 2; transition to Mode
2 is completed at Event t,. Some time later, another stimulus triggers Event t;, which initiates a
transition from Mode 2 to back to Mode 1; transition to Mode 1 is completed by Event t,.
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Figure 19.4 Modal Transition Loop Construct

Author’s Note 19.6 The system development team must establish the convention for transi-
tioning from one mode of operation to another. For example, do you establish an entry criterion
for the next mode or an exit criterion for the current mode? Typically a mode does not have both
entry and exit criteria. Why? The transition from the current mode, n, to the next mode, n + 1, is
a single transition. You do not specify the exit criterion for the current mode and then specify that
same condition as the entry criterion for the other side of the modal interface. In most applica-
tions, the best approach is to define only the exit criterion for the current mode of operation.

Describing Modal Transitions. Once you establish a conceptual view of the system phases and
modes, the next step is to characterize the triggering events and conditions for initiating the modal
transitions. One mechanism for accomplishing this is the mode transition table shown in Table 19.2.
In general, Table 19.2 depicts how a system transitions from its current mode: leftmost column
to the next mode, which is the rightmost column. Interior columns define information relating to
the transition conditions. Each row in the table represents a single mode of operation and includes
a numerical transition ID. Transition information includes: identification of the triggering source
or event, the type of event—asynchronous or synchronous—and any transition resource or time
constraints for completion of the transition. Consider the following example from Table 19.2.

EXAMPLE 19.3

If the system is in the OFF Mode, placement of the Power Switch in the ON position (e.g.
ASYNChronous triggering event) initiates Transition ID T1. Transition from the OFF MODE to the POWER-
UP INITIALIZATION Mode is constrained to 30 seconds maximum. This leads to various power system sta-
bilization capability and performance requirements.
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Table 19.2 Modal transition table example

Current Triggering Triggering Event Type Transition Next Mode
Mode n Event Event Constraints n+1
Condition (seconds)
OFF T1 Power ASYNC 30 Sec. POWER-UP/
Switched ON INITIALIZATION
ACTIVATE T2 1/0 Device ASYNC 3 Sec. CONFIGURE
ACTIVATE T6 1/0 Device ASYNC 3 Sec. NORMAL
OPERATIONS
CONFIGURE T4 1/0 Device ASYNC 3 Sec. POWER-UP
INITIALIZATION
CONFIGURE T3 1/0 Device ASYNC 3 Sec. CALIBRATE
CONFIGURE TS 1/0 Device ASYNC 3 Sec. POWER-UP
INITIALIZATION
Etc.

Author’s Note 19.7 Note that the process of identifying system modes of operation and modal
transitions is highly iterative and evolves to maturity. Since subsequent technical decisions are
dependent on the system modes decisions, your role as an SE is to facilitate and expedite team
convergence.

Analyzing Mode Transitions. Modal transitions represent interfaces whereby control flow is
passed from one mode to another. While the modes characterize SYSTEM level operations, there
may be instances whereby different PRODUCTs or SUBSYSTEMs provide the mode’s primary
capabilities. If separate system development teams are addressing the same modes, make sure that
both teams operate with the same set of assumptions and decisions. Otherwise, incompatibilities
will be created that will not surface until system integration and test. If left undiscovered and
untested, a potential hazard will exist until field system failures occur, sometimes catastrophically.

The challenge for SEs is to ensure compatibility between any two modes such that initializa-
tions and conditions established for one mode are in place for the successor mode processing. The
intent is to ensure that modal transitions are seamless. How do you ensure consistency? Document
the modes of operation, Mission Event Timeline (MET), and modal transitions in the system’s
ConOps or operational concept description (OCD) document.

Final Thoughts about Modal Transitions. In our discussion of system operations and
applications, we highlighted various types of system applications—single use, reusable, recyclable,
and so forth. Most reusable systems are characterized by cyclical operations. Cyclical systems have
a feedback loop that typically returns workflow or control flow back to the pre-mission phase of
operation, either powered down or prepared for the next mission.

Now consider a system such as the Space Shuttle’s External Tank (ET). From a mission per-
spective, the ET’s fuel resource is a consumable item and the ET’s entity is an expendable item.
At a specific phase of flight and MET event, the ET is jettisoned from the Orbiter Vehicle, tumbles
back toward Earth, and burns up on reentry into the atmosphere.

In the case of an expendable system such as the ET, one might expect the modes of operation
to be sequential without any loop backs to previous modes. However, from an SE design perspec-
tive, ET operations involve systems that may require cycling back to an initial mode due to
“scrubbed” launches. Therefore, expendable systems require modes of operation that ultimately
transition to a point of termination mode—such as REENTRY.
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Generalized Modes of Operation for Large, Complex Systems

The preceding discussions addressed a simple product example as a means of introducing and illus-
trating system modes of operation. When you investigate the modes of operation for large, complex,
multipurpose, reusable systems, additional factors must be considered.

EXAMPLE 19.3

Example considerations include reconfiguration, calibration, alignment, replenishment of expendables, and
consumables.

As in the case of the System Operations Model, we can define a femplate that can be used as an
initial starting point for identifying classes of modes.

Generalized Modes of Operation Template

Theoretically we can spend a lot of time analyzing and abstracting use cases into a set of modes
by phase of operation. Once you develop a number of systems, you soon discover that system
modes are similar across numerous systems and you begin to see common patterns emerge. This
leads to the question: Rather than reinvent via modal use case analysis the modes for every system,
WHY NOT explore the possibility of starting with a standard set of modes and tailoring them to
the specific system application? If this is true what are the common set of modes?

Table 19.3 provides a listing of common phase-based modes of operation. Further analysis
reveals that these modes have interdependent relationships. We illustrate these relationships in
Figure 19.5. Is this template applicable to every system as a starting point? Generally, so. Recog-
nize this is simply a starting point, not an end result.

19.5 UNDERSTANDING SYSTEM STATES OF OPERATION

Scientifically, the term state refers to the form of physical matter, such as solid, liquid, or gas. In
this context a state relates to the structure—meaning a configuration—and the level of activity
present within the structure. Therefore, a state:

Table 19.3 Generalized modes of operations by phase

Phase of Operation Potential Mode of Operation

Pre-mission Phase* ¢ OFF mode (coincides with state)
¢ POWER-UP /INITIALIZATION mode
¢ CONFIGURE mode
¢ CALIBRATE/ALIGNMENT mode
e TRAINING mode
¢ DEACTIVATE mode

Mission Phase* * NORMAL operations mode
* ABNORMAL operations mode

Postmission Phase* ¢ SAFING mode
¢ ANALYSIS mode
¢ MAINTENANCE mode

* Some systems may permit MAINTENANCE mode(s) in all three phases.
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Pre-Mission Phase Mission Phase Post-Mission Phase
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Figure 19.5 Fundamental System Phase and Modes of Operation Construct

1. Should be observable, testable, measurable, predictable, and verifiable.
2. May be STATIC or DYNAMIC—having an infinite number of time-variant states.

Author’s Note 19.8 The term “infinite states” refers to situations, such consumables, whereby
the amount of the resource remaining represents a physical state. Examples include fluid levels,
brake pad wear, and tire wear. SE, as a discipline, builds on the physical configuration theme to
define the STATE of a system, product, or service. Therefore, STATE encompasses the system’s phys-
ical architecture, such as interfaces and configuration settings, and a range of acceptable tolerances
of physical components at a given instance in time or time period.

Operational versus Physical States

The concept of states of operation is often confusing because of two contexts: operational versus
physical. Let’s describe each of these.

Operational States. We describe the state of a system or product in simple terms such as ON
(operating) and OFF (nonoperating). Organizations often use the term state to represent the state
of readiness or operational readiness of the integrated set of system elements—such as
PERSONNEL or EQUIPMENT. By inference, this means that the integrated system and each
system element is:

* Physically Configured Architectures and interfaces with a capability necessary and suffi-
cient to conduct specific types of mission(s).
* In acceptable operating condition or health at a given point in time sufficient to safely and

reliably accomplish the mission and its objectives.

Operating states are generally identified by terms with “-ed” or “-ing” suffixes. Consider the fol-
lowing examples:
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EXAMPLE 194

The operational states of an aircraft (EQUIPMENT, crew, etc.) include parked, taxiing, taking off, ascend-
ing, cruising, descending, and landing.

EXAMPLE 19.5

A lawnmower having an adequate supply of fuel and oil and tuned for efficient operation can be described in
the following operational states:

1. STOPPED/READY In a state of readiness for the homeowner (the User) to mow the lawn or store the
mower.

2. IDLING Engine operating with blade disengaged; mower standing still.
3. MOWING Engine operating with blade engaged; mower moving across lawn mowing grass.
4. STORAGE Stored with the fuel drained from the tank, etc.

EXAMPLE 19.6

Consider an automobile operating on a flat road surface. When the driver configures the vehicle in the DRIVE
(mode), the vehicle’s physical design responds to the driver’s inputs. In response, the vehicle configures its
subsystems to respond to the stimulus accordingly. The drive train—meaning the engine and transmission—
are designed to allow the driver to control the following vehicle operational states: PARKED, STOPPED,
ACCELERATING, CRUISING, DECELERATING, and BRAKING.

Physical Configuration States. The OPERATIONAL state of a system or product may consist
a number of allowable PHYSICAL configuration states. Building on our previous discussion,
consider the following example:

EXAMPLE 19.7

An automobile’s physical system design consists of several subsystems such as drive train, electrical, environ-
mental, fuel, and entertainment. Subject to some prerequisite conditions, the automobile’s design allows each
of these subsystems to operate simultaneously and independently. Thus, when the vehicle is in an operational
state—such as STOPPED or CRUISING—the driver can choose to:

1. Turn the sound system ON or OFF.

. Turn the windshield wipers ON, OFF, or change their wiping interval.
. Adjust the heating/cooling temperature level.

. Adjust seat positions.

. Apply force to or release the accelerator.

A Ut A W N

. Apply braking.

Each of these physical adjustments ranges from finite to an infinite number of physical configura-
tion states.

The preceding example illustrates WHY a system’s operational state includes one or more
physical configuration states. This leads to the question: What is the relationship between system
phases, modes, operational states, and physical configuration states of operation? As illustrated in
Figure 19.6, we can define the entity relationships via a set of design rules listed in Table 19.4.

To see how these entity relationships are applied, consider the following example:
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Figure 19.6 How Operational Phases, Modes, and States Influence Physical System Design and Vice Versa

Table 19.4 System operations, phases, modes, operational states, and physical configuration states entity
relationship rules

ID Entity Entity Relationship Rules

19.1 System operations System operations consists of at least three phases of operation.

19.2 Phases of operation Each phase of operation consists of at least one or more use case-based
modes of operation.

19.3 Modes of operation Each mode of operation controls of at least one or more system
operational states.

19.4 Operational states Each system operational state is supported by at least one or more
physical states of operation.

19.5 Physical configuration  Each physical configuration state of operation is characterized by at least

states one or more allowable actions and at least one or more prohibited

actions.

EXAMPLE 19.8

The driver of an automobile places the vehicle in DRIVE (mode) and starts moving forward (operational state),
both allowable actions. As the vehicle moves forward (operational state) at a threshold speed, the vehicle’s
computer system automatically locks (allowable action) the doors to prevent passengers from inadvertently
opening the doors and falling from the vehicle (prohibited action).
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19.6 EQUATING SYSTEM CAPABILITIES TO MODES

The preceding discussions enable us to link system operations, phases, modes, and states. Ulti-
mately these linkages manifest themselves in the deliverable system that has allowable and pro-
hibited actions as documented in the User’s manual for safe and proper operating practices.
Allowable actions represent physical capabilities that the system provides subject to contract cost,
schedule, technology, and risk constraints.

In our discussion of the system modes of operation, we considered the need to organize and
capture capabilities for a given system element, OPERATING ENVIRONMENT, and design con-
struction and constraints. For each type of capability, we described HOW operational capabilities
are:

1. Represented by aggregations of integrated sets of requirements.
2. Documented in the SPS.

3. Allocated and flowed down to multiple system levels of abstraction.

If we analyze the System Capabilities Matrix from a mode of operation perspective, the matrix
reveals combinations of system elements that must be integrated to provide the required operational
capabilities for each mode of operation. Each of these combinations of elements and interactions
are referred to as the system’s physical configuration state or architecture. Thus each mode of oper-
ation is accomplished by architectural configurations of system elements. Let’s explore this point
further by using Figure 19.7.

The icon in the upper left side of the chart symbolically represents the System Capabilities
Matrix. Note that an arrow links each of the horizontal rows of capabilities for each mode of oper-
ation to a specific Physical (Architecture) State. Thus, for the POWER OFF mode, there is a unique

Physical (Architecture) States
* POWER-OFF Mode Configuration

* POWER-UP INITIAL. Mode Configuration
* CONFIGURE Mode Configuration

* CALIBRATE/ALIGN Mode Configuration
* TRAINING Mode Configuration

* NORMAL OPS Mode Configuration

* ABNORMAL OPS Mode Configuration

* SAFING Mode Configuration

* ANALYSIS Mode Configuration

* MAINTENANCE Mode Configuration

/ * POWER-DOWN Mode Configuration

T
* Design & Construction Constraints N

—— ¢ Natural Environment Requirements
L—— - Induced Environment Requirements
* Man-Made System Threats Requirements

System Capabilities Matrix

OPIL. MODE
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Requl.red * Man-Made System Requirements \
Oper ational * System Responses Requirements s
Capabilities L »-TFacility Requirements System
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* Equipment Requirements (SPS)
* Procedural Data Requirements
* Mission Resources Requirements -/

Figure 19.7 Synthesizing System Phase, Modes, & Physical Configuration States
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physical architecture required to support the mode. Similarly, for the NORMAL OPERATIONS
mode, each system entity within each level of abstraction has a unique architectural configuration
that is integrated to form the Normal Operations mode configuration.

Concept Synthesis

In summary, Figure 19.7 illustrates how required operational capabilities flow from the System
Capabilities Matrix into the SPS and subsequently are allocated to and provided by the system
architecture physical states of operation for each mode of operation.

19.7 GUIDING PRINCIPLES

In summary, the preceding discussions provide the basis with which to establish guiding principles
that apply to development of system phases, modes, and states of operation.

Principle 19.1 Every system phase of operation consists of at least two or more User-selectable
modes of operation.

Principle 19.2 Every system mode of operation represents a capability to accommodate one or
more use cases, each with one or more probable scenarios.

Principle 19.3 Each system mode of operation requires a pre-defined set of condition-based trig-
gering event criteria for transitioning to another mode of operation.

Principle 19.4 Every system mode of operation requires at least one or more capability-based
operational states to accomplish its performance-based objective.

Principle 19.5 Each operational state is supported by at least one or more physical configura-
tion states of operation.

Principle 19.6 Each physical state of operation is characterized by at least one or more allow-
able actions and at least one or more prohibited actions.

19.8 SUMMARY

We have seen how system modes of operation are supported by the system element capabilities. Capabilities,
in turn, are documented as a set of capabilities with bounded levels of performance in the System Performance
Specification (SPS), flowed down and allocated to system elements levels of abstraction within the various
levels of its abstraction.

GENERAL EXERCISES

1. Answer each of the What You Should Learn from This Chapter questions identified in the Introduction.

2. Refer to the list of systems identified in Chapter 2. Based on a selection from the preceding chapter’s
General Exercises or a new system selection, apply your knowledge derived from this chapter’s topical
discussions.

3. For each of the following types of systems, identify the various states of operation.

(a) Data communications
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(b) Aircraft operations

(c) Computer system states

(d) Package delivery service

(e) Organization operations

(f) Building environmental control
(g) Food service operations

(h) Natural environment

(i) Vehicle operations

REFERENCE
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Modeling System and
Support Operations

20.1 INTRODUCTION

Our previous discussion introduced the System Operations Model as the foundation for identify-
ing, organizing, and conceptualizing the capabilities of the SYSTEM OF INTEREST (SOI). The
results of this exercise can be translated into System Performance Specification (SPS) by the
Acquirer or employed by a System Developer to analyze the SPS.

Referral For more information about analyzing specifications, refer to the discussion on Speci-
fication Analysis practices in Chapter 28.

Once the SOTI’s capabilities are identified, the key question is: WHO is accountable for perform-
ing those capabilities and achieving the associated level of performance? More specifically, are
they performed by the MISSION SYSTEM or SUPPORT SYSTEM or both?

Once we understand HOW the MISSION SYSTEM and SUPPORT SYSTEM interact, we can
allocate the interactions as constraints down to each entity’s system elements (PERSONNEL,
EQUIPMENT, etc.). Ultimately system element interactions will be flowed down as constraints to
the EQUIPMENT and its supporting HARDWARE and SOFTWARE elements.

This section explores the MISSION SYSTEM and SUPPORT SYSTEM interactions. Our dis-
cussions employ a matrix mapping technique to illustrate how system operations within the system
Concept of Operations (ConOps) are allocated to pre-mission, mission, and postmission phases.
Since MISSION SYSTEM and SUPPORT SYSTEM operations are application dependent, we
introduce a method for modeling the operations. The discussion employs several examples to illus-
trate application of the method.

Author’s Note 20.1 The discussions in this chapter establish a base for understanding how the
system will be applied to perform missions and interactions. You will find people who believe this
is a case of analysis paralysis. Granted, you have to strike a BALANCE between LEAF level analy-
sis details and being able to “see the forest.” Those who diminish the value of defining system
interactions are also the ones who:

1. Carry the information around in their heads.

2. Fail to document anything.

System Analysis, Design, and Development, by Charles S. Wasson
Copyright © 2006 by John Wiley & Sons, Inc.

206



20.2 Mission Phases and Operations 207

3. Do not communicate their understanding to others.

4. Complain that everyone else should know what they know about the system.
Remember, as an SE, one of your many roles is simplification that leads to decision making and
immediate communications about those decisions. Complex system designs are simplified by

decomposition and analysis; documentation is the preferred method for capturing engineering deci-
sion making for communications.

What You Should Learn from This Chapter

1. What are some ftypes of system applications?
. What are dedicated use operations?

. What are reusable/recyclable systems?

. What is means by a system’s control flow?

. What is means by a system’s data flow?

. How are control flow and data flow related?

N AU B W

. What are system operations cycles?

20.2 MISSION PHASES AND OPERATIONS

Our previous discussion of the generalized System Operations Model provided conceptual insights
into the system Concept of Operations (ConOps). The key question is: WHAT system elements are
accountable for providing the capabilities required to perform these operations?

Referral For more information about the generalized system operations model, refer to the dis-
cussion of System Concept of Operations in Chapter 18.

Recall the ConOps tasks depicted in Figures 18.1 and 18.2. We observed that the tasks can be
ORGANIZED into three types of system phases and operations: 1) pre-mission operations, 2)
mission operations, and 3) post-mission operations. Each of these mission phase operations includes
concurrent MISSION SYSTEM Operations (e.g., aircraft) and SUPPORT SYSTEM Operations (e.g.,
aircraft ground-based flight controllers).

To better see how the operational tasks in Figures 18.1 and 18.2 relate to the operations cate-
gories, let’s employ a matrix mapping technique that enables us to relate System Operations Model
operations to the MISSION SYSTEM and SUPPORT SYSTEM and their respective phases of
operation.

Equating System Operations to MISSION SYSTEM and
SUPPORT SYSTEM

Figure 20.1 shows the numerous concurrent MISSION SYSTEM and SUPPORT SYSTEM oper-
ations that occur throughout the pre-mission, mission, and post-mission phases. Concurrent oper-
ations require synchronized, simultaneous interactions between the MISSION SYSTEM (e.g., the
Space Shuttle) and the SUPPORT SYSTEM (the ground/flight controllers, communications
systems, etc.). Interoperability between the MISSION SYSTEM and SUPPORT SYSTEM is crucial
to mission success. Recognize that Figure 20.1 is simply an analytical tool to understand which
operational tasks are performed by the MISSION SYSTEM and SUPPORT SYSTEM by opera-
tional phase.
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@ = Reference to description System Phase of Operation
Pre-Mission Mission Post Mission
[] =Not Applicable MISSION [SUPPORT|MISSION [SUPPORT|MISSION|SUPPORT|

SYSTEM [ SYSTEM |SYSTEM |SYSTEM |SYSTEM |SYSTEM
Elements | Elements | Elements | Elements | Elements | Elements

Operational Task
3.0 Deploy System

4.0 Conduct Training Decision

5.0 Mission Notification Decision

6.0 Configure System for Mission

7.0 Assess Mission Readiness
9.0 Mission Go-Ahead Decision
10.0 Conduct System Mission

13.0 Assess Mission & System Performance

14.0 Deactivate System Decision

16.0 Replenish System Decision

17.0 Conduct System Training

18.0 Redeploy System Decision

20.0 Perform System Maintenance

21.0 Deactivate / Phase-Out System

Figure 20.1 Mapping Operational Tasks to MISSION SYSTEM and SUPPORT SYSTEM Elements as a Function of
System Phases of Operations

Modeling SYSTEM OF INTEREST (SOIl) Operations

Once the logical entity relationships are identified between system elements, the next step is to
understand how the relationship interactions occur. We can do this by modeling the system element
interactions.

Figure 20.2 illustrates how a SYSTEM OF INTEREST (SOI) might operate relative its OPER-
ATING ENVIRONMENT. To keep the diagram simple, we depict Operation 1.0 (pre-mission oper-
ations) and Operation 3.0 (post-mission operations) as high-level abstractions. Operation 2.0 on
mission operations is expanded to a lower level of detail to depict Operation 2.1 on MISSION
SYSTEM operations and Operation 2.2 on SUPPORT SYSTEM operations.

Author’s Note 20.2 Based on the convention previously established, the OPERATING ENVI-
RONMENT interfaces (arrows) that touch the Operation 2.0 dashed boundary represent interfaces
or interactions with all embedded operations—operations 2.1 and 2.2, operation 4.1 (HIGHER
ORDER SYSTEMS interfaces) with Operations 2.1 and 2.2, and so forth.

This diagram illustrates two key points concurrently:

1. SOI operations cycle or loop sequentially from pre-mission to mission to post-mission
phases of operation.

2. The system interacts with its OPERATING ENVIRONMENT while performing these
operations.

Regarding the second point, during the SOI's mission phase the MISSION SYSTEM and the
SUPPORT SYSTEM interact continuously via physical contact, informational data exchanges, or
visually as indicated by the interconnecting, bidirectional arrow. To better understand these two
key points, let’s investigate this flow in detail.
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Figure 20.2 Concurrent Mission Operations

Operational Control Flow and Data Flow

When you analyze systems, two types of flows occur: 1) control flow or work flow
and 2) data flow. Control flow or workflow enables us to understand how system operations are
sequenced. Data flows enable us to understand how information—such as electrical, optical, or
mechanical—is transferred or exchanged between the system entities. To illustrate these points,
let’s investigate the control flow and data flow aspects further.

Figure 20.3 depicts intersecting arrows on the left hand side and the SOI operations on the
right side. The vertical arrow symbolizes control flow; the horizontal arrow symbolizes data flow.
By convention, control flow or workflow sequences down the page from one operation to another;
data flow moves laterally back and forth across the page between system entities.

By this convention, control flow or work flow:

1. Proceeds from Initial/State to Operation 1.0, Pre-Mission Operations
2. Proceeds to Operation 2.0, Mission Operations

3. Proceeds to Operation 3.0, Post-Mission Operations

4. Proceeds to Final/State.

Cyclical systems may employ a feedback loop as indicated by the line from the Final/State deci-
sion block back to START. From a data flow perspective, information is exchanged between
Operation 2.1 (MISSION SYSTEM Operations) and Operation 2.2 (MISSION SUPPORT
SYSTEM Operations) throughout Operation 2.0 (Mission Operations).

If we expand the MISSION SYSTEM and SUPPORT SYSTEM operational interactions to
include all phases of operation—pre-mission, mission, and post-mission, Figure 20.4 results. Each
of the phases of operation is expanded into concurrent MISSION SYSTEM and SUPPORT
SYSTEM operations.
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Figure 20.4 Concurrent Multi-Phase Operations

Transitions between the pre-mission, mission, and post-mission phases are illustrated with deci-
sion control points: 1) Operation 1.3 (Conduct Mission?), 2) Operation 2.3 (Mission Complete?),
and 3) Operation 3.3 (Post-Mission Complete?) to represent cyclical loop back decision points. A
fourth decision control point, Operation 3.4 (Deactivate System?), is also included. If a system is
to continue active duty service, control flow or workflow passes back to Inital/State.
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20.3 UNDERSTANDING SYSTEM
OPERATIONAL APPLICATIONS

When analyzing and designing systems, SEs need to understand how the User intends to operate
the system. Although every system exhibits areas of commonality at high levels of abstraction,
uniqueness occurs at lower levels based on User applications. These graphical illustrations repre-
sent only a few unique applications. You should analyze the types of products and services your
organization provides to identify how this discussion applies to your business domain.

Types of User Applications
User system applications and operations are categorized a number of ways. Examples include:

1. General use or multipurpose applications.
2. Dedicated use applications.
3. Types of stakeholders.

To better illustrate these categories, let’s explore some examples.

General Use or Multipurpose System Applications. General use or multipurpose system
applications refer to a MISSION SYSTEM that is developed for general application across a broad
spectrum of User missions and mission applications. Consider the following example:

EXAMPLE 20.1

General use or multipurpose system applications include desktop computers, automobiles, tables, and chairs,
and so on. Figure 20.5 provides a high-level model of an automobile’s operations.

Some systems, such as aircraft and computers, may be multipurpose and capable of being config-
ured for specific mission applications. Consider the following example:

EXAMPLE 20.2

A military aircraft platform is designed with standardized mechanical, electrical, and communications inter-
faces to accommodate a variety of payloads that enable the aircraft system aircraft and pilot—to perform
reconnaissance, air-to-air, air-to-ground, damage assessment, among the missions.

Dedicated Use System Application. When a system is configured for a specific type of
mission, we refer to the configuration as a dedicated use application. Consider the following
example:

EXAMPLE 20.3

A commercial aircraft may be configured for dedicated use in transporting ticketed passengers on charter flights
or have the seats removed for multi-use transportation of cargo.

Based on this discussion and examples, some SOIs are multi-use systems capable of being con-
figured for dedicated use applications. The act of reconfiguring or replenishing MISSION
RESOURCES for the system after each mission for new applications is referred to as cyclical
operations.
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