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1 Executive Summary

Server virtualization is a mainstream practice in current IT infrastructure deployments. The infrastructure
of avirtualized environment typically includes compute nodes (physical servers), switches, and a storage
array system. The majority of virtualized environments also use shared storage and shared switches. In
addition to the virtualization of standard business applications, video clusters are now making the jump to
the virtualized world with the advent of powerful graphics processing cards (GPUs) and drivers provided
by hypenisor companies. NVIDIA is a major player in this movement, and NVIDIA GPU cards now have
drivers available for VMware vSphere and Citrix XenSerwer.

Cisco has deweloped firmware to support NVIDIA GPU cards in C series M4 servers, and Citrix
XenDesktop has virtual desktop infrastructure (VDI) software to accommodate GPU cards in a shared
VDI environment. The files processed by these VDI video clients are typically very large in size. NetApp
provides superior storage for CIFS access of these large input files. NetApp® systems also allow you to
use CIFS storage for the VDI software and storage requirements of this environment.

Graphics display users tend to be small groups that use a portion of the owerall virtualized server
environment. The FlexPod® Express converged platform is positioned for the remote office/branch office
(ROBO) market, the small to medium-sized business market, or small user base solutions. FlexPod
Express is composed of the Cisco Unified Computing System (Cisco UCS) mini B series or C series
servers, Cisco Nexus switches, and NetApp FAS2552 series storage. FlexPod Express fulfills the
requirement for a small user base for GPU users, the need to process large files, and the need for sener
performance with drivers to support NVIDIA GPU offload graphics card positions in this reference
architecture.

1.1 Reference Architecture Objectives

This reference architecture describes how to configure NetApp storage and NVIDIA GPU cards in a
FlexPod Express system so that it accommodates your video VDI requirements. In addition, it shows how
to add a Cisco UCS rack mount server into a Cisco UCS Mini blade server environment. This reference
architecture uses vSphere 6.0ul on a Cisco UCS Mini with a C240 M4 rack sener, two Cisco Nexus
9000 series switches, and a NetApp FAS2552 under the FlexPod Express converged infrastructure
umbrella.

This technical report is a how-to document. Therefore, we assume that the reader is familiar with the
architecture, design, infrastructure, and VDI configuration of a FlexPod Express system. To learn more
about these subjects, see the Cisco validated design (CVD) document FlexPod Express with Cisco UCS
Mini and Citrix XenDesktop 7.6 with Cisco Nexus 9000 Series, and VMware vSphere 5.5 Update 2. This
CVD cowers Cisco UCS sernvers, Cisco Nexus 9000 switches, and the NetApp FAS2500 series product
line in detail. In addition, this CVD cowvers VDI load testing and VDI configuration on a FlexPod Express
configuration.

The hardware and software infrastructure described in this CVD was used to conduct the NVIDIA
validation and to create this technical report. This proven infrastructure provides step-by-step instructions
on configuring NVIDIA GPU cards in a FlexPod Express configuration.

2 Introduction

Built on more than five years of innovation, FlexPod has ewlved to meet the changing needs of our
customers and has helped drive their success. Specifically, FlexPod Express provides a rich set of data
management features and clustering for scale-out, operational efficiency, and nondisruptive operations.
This combination offers you one of the most compelling value propositions in the industry. The IT
landscape is undergoing a fundamental shift to IT as a senice, a model that requires a pool of compute,
network, and storage to sene a wide range of applications and deliver a wide range of senices.
Innovations such as FlexPod Express are fueling this transformation.
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2.1 Outstanding Performance

For this reference architecture, we used a FAS2552 with four SSD drives and 20 SAS drives in one
internal DS2246 shelf. This configuration provides outstanding performance for CIFS and for large data
access. The FAS2552 is a superior storage array for ROBO or small to medium businesses, and it also
provides ample performance for a VDI environment. The NetApp FAS2552, when matched with a Cisco
UCS conwerged infrastructure with Cisco Nexus data switches, provides the performance required for
NVIDIA GPU environments.

2.2 Solution Summary

This solution is a converged infrastructure with full redundancy that is based on the following hardware
and software:

e One NetApp FAS2552HA two-node storage cluster with NetApp Flash Pool™ intelligent data caching
e Two Cisco Nexus 9372 switches for data

e One Cisco UCS Mini chassis with 6324 fabric interconnects

e One Cisco UCS C240 rack mount sener with an NVIDIA GPU card

e VMware VSphere ESX 6.0

e \Center Sener Appliance 6.0

e Windows 2012 Senver for the virtual machines (VMs)

e NetApp clustered Data ONTAP® 8.3.1

e NetApp Virtual Storage Console (VSC) 6.0 plug-in for vCenter

3 Solution Configuration
Figure 1 provides an oveniew of the solution configuration.

Fgure 1) Reference architecture (graphic provided by Cisco).
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3.1 Hardware Components of Solution
e One NetApp FAS2552 with four SSD drives (Flash Pool) and 20 SAS drives

e One Cisco UCS C240-M4 rack server (two Intel Xeon processor E5-2660 V3 CPUs at 2.60GHz) with
256GB of memory (16 GB x 16 DIMMs at 2133MHz) and a hypenisor host

e Cisco UCS VIC1227 mLOM

e Two Cisco Nexus 9372 switches (access switches)

e Two Cisco UCS 6324 fabric interconnects through Cisco UCS Mini
e 12 x600GB SAS disks at 10,000 rpm

e NVIDIA GRID K1 and K2 cards

3.2 Software Components of Solution

e Cisco UCS firmware 3.0(2d)

e VMware ESX 6.0 for VDI hosts

e  Citrix XenApp/XenDesktop 7.6 with Feature Pack 3
e Microsoft Windows 7 SP1 64-bit

e NetApp VSC 6.0

3.3 Configure NetApp FAS2552

The following sections describe the configuration of the NetApp FAS2552 data storage system.
Cluster Setup in ONTAP

The FAS2552 is set up and configured with the NetApp System Setup tool. See the NetApp System
Setup documentation (installation and setup instructions) to automatically create the storage cluster and
configure the storage nodes, the root aggregates, and the initial storage configuration.

Storage Networking Configuration

This section describes the configuration of storage networking based on ONTAP®.

Set Auto-Revert on Cluster Management

To set the auto-revert parameter on the cluster management interface, run the following command:

network interface modify -vserver <<var clustername>> -1if cluster mgmt -auto-revert true

Failover Group Managementin ONTAP

Logical interfaces (LIFs) and ports have roles, and different ports are used for management, storage, data
motion, and fault tolerance. Roles include cluster management and node management: cluster for traffic
between nodes and intercluster for NetApp SnapMirror® replication to a separate cluster and for data.
From a solution perspective, data LIFs are further classified by how they are used by servers and
applications and whether they are on private, nonroutable networks; corporate internal routable networks;
or a DMZ

The NetApp cluster connects to these various networks by using data ports. Data LIFs must use a
specific set of ports on each node for traffic to be routed properly. Some LIFs, such as cluster
management and data LIFs for NFS and CIFS, can fail over between ports within the same node or
between nodes, so that traffic continues without interruption if a cable is unplugged or a node fails.
Failover groups control to which ports a LIF can fail over. If failover groups are not set up or are set up
incorrectly, LIFs can fail over to a port on the wrong network and cause a loss of connectivity.
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Best Practices

¢ All data ports should be members of an appropriate failover group.
¢ All data LIFs should be associated with an appropriate failover group.

e To keep network connectivity as standardized as possible, use the same port on each node for
the same purpose.

1. Create a management port failover group.

network interface failover-groups create -vserver <<var clustername>> -failover-group fg-cluster-
mgmt -targets <<var node0l1>>:e0a, <<var node02>>:e0a

2. Assign the management port failover group to the cluster management LIF.

network interface modify -vserver <<var clustername>> -1if cluster mgmt -failover-group fg-
cluster-mgmt

Failover Group Node Managementin ONTAP

Create a management port failover group

network interface failover-groups create -vserver <<var clustername>> -failover-group fg-node-
mgmt-01 -targets <<var node0l1>>:e0M, <<var node0l1>>:e0a
network interface failover-groups create -vserver <<var clustername>> -failover-group fg-node-
mgmt-02 -targets <<var node02>>:e0M, <<var node02>>:e0a

Assign Node Management Failover Groups to Node Management LIFs

Assign the management port failover group to the cluster management LIF.

network interface modify -vserver <<var clustername>> -1if <<var node0l1>> mgmtl -auto-revert true
-failover-group fg-node-mgmt-01

network interface modify -vserver <<var clustername>> -1if <<var node02>> mgmtl -auto-revert true
—failover-group fg-node-mgmt-02 - - -

Service Processor Network Interface Setup

Assign a static IPv4 address to the senice processor on each node.

system service-processor network modify -node <<var node(0l>> -address-family IPv4 -enable true -
dhcp none -ip-address <<var node0Ol sp ip>> -netmask <<var node0l sp mask>> -gateway
<<var node(Ol sp gateway>>

system service-processor network modify —node <<var node02>> -address-family IPv4 -enable true -
dhcp none -ip-address <<var node02 sp ip>> -netmask <<var node02 sp mask>> -gateway
<<var node(2 sp gateway>>

Note: The senice processor IP addresses should be in the same subnet as the node management IP
addresses.

Disable Flow Control on 10GbE and UTAZ2 Ports

Best Practice

¢ NetApp recommends disabling flow control on all of the 10GbE and UTA2 ports that are
connected to external devices.

To disable flow control, run the following commands:

network port modify -node <<var node(02>> -port eOc,eld, ele,e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {y|n}: vy
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network port show —-fields flowcontrol-admin

Disable Unused FCoE Ports

To disable unused switchless cluster interconnect FCoE ports, run the following commands:

fcp adapter modify -node <<var node0l>> -adapter Oe —state down
fcp adapter modify -node <<var node0l>> -adapter O0f —-state down
fcp adapter modify -node <<var node02>> -adapter Oe —state down
fcp adapter modify -node <<var node02>> -adapter 0f -state down
fcp adapter show —-fields state

Network Time Protocol in ONTAP

To configure time synchronization on the cluster, complete the following steps:

1. Set the time zone for the cluster.

| timezone <<var_ timezone>>

Note: For example, the time zone in the Eastern United States is America/New_York.

2. Set the date for the cluster.

| date <ccyymmddhhmm.ss>

Note: The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]>: for
example, 201309081735.17.

3. Configure the Network Time Protocol seners for the cluster.

| cluster time-service ntp server create -server <<var global ntp server ip>>

Simple Network Management Protocol in ONTAP

To configure the Simple Network Management Protocol (SNMP), complete the following steps:

1. Configure basic SNMP information, such as the location and contact. When polled, this information is
visible as the sysLocation and sysContact variables in SNMP.

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management
system.

snmp traphost add <<var_ oncommand server fqgdn>>

SNMPv1in ONTAP

To configure SNMPVL, setthe shared, secret plain-text password, which is called a community.

snmp community add ro <<var snmp community>>

Note: Usethe delete all command with caution. If community strings are used for other monitoring
products, the delete all command removes them.

SNMPv3in ONTAP

SNMPV3 requires that a user be defined and configured for authentication. To configure SNMP\V3,
complete the following steps:

1. Create a user called snmpv3user.
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security login create -username snmpv3user -authmethod usm -application snmp

2. Enter the authoritative entity's engine ID and select md5 as the authentication protocol.

Run the security snmpusers command toview the engine ID.

When prompted, enter an eight-character minimum-length password for the authentication protocol.
Select des as the privacy protocol.

S L

When prompted, enter an eight-character minimum-length password for the privacy protocol.

AutoSupport HTTPS in ONTAP

NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure
AutoSupport, run the following command:

system node autosupport modify -node * -state enable —mail-hosts <<var mailhost>> -transport
https -support enable -noteto <<var storage admin email>>

Cisco DiscoveryProtocol in ONTAP

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following
command:

node run -node * options cdpd.enable on

Note: To be effective, CDP must also be enabled on directly connected networking equipment such as
switches and routers.

Create Jumbo Frame MTU Broadcast Domain in ONTAP

You can enable jumbo frames for data network VLANS if the switch supports it.

Best Practice

e NetApp recommends using jumbo frames or MTU 9000 for the data network.

To create a data broadcast domain with an MTU of 9000 on Data ONTAP, run the following command:

broadcast-domain create -broadcast-domain Data -mtu 9000

Move 10GbE Data Ports to Data Broadcast Domain

To mowve the 10GbE data ports to the data broadcast domain, run the following commands:

broadcast-domain remove-ports -broadcast-domain Default -ports <<var node0l>>:elc,
<<var_node01>>:e0d,<<var_node02>>:e0c, <<var_node02>>:e0d

broadcast-domain add-ports -broadcast-domain Data -ports <<var node01>>:e0c,<<var node(1>>:e0d,
<<var node02>>:e0c,<<var node02>>:e0d

broadcast-domain show

network port show —-fields mtu

VLANs in ONTAP
1. Create NFS VLAN ports and add them to the data broadcast domain.

network port vlan create -node <<var node0l>> -vlan-name eOc-<<var nfs vlan id>>

network port vlan create -node <<var node(0l1>> -vlan-name eOd-<<var nfs vlan id>>

network port vlan create -node <<var node02>> -vlan-name eOc-<<var nfs vlan id>>

network port vlan create -node <<var node(02>> -vlan-name eOd-<<var nfs_vlan_ id>>
broadcast-domain add-ports -broadcast-domain Data -ports <<var node0l1>>:elc-<<var nfs vlan id>>,
<<var node01>>:e0d-<<var nfs vlan id>>,<<var node(02>>:e0c-<<var nfs vlan id>>,

<<var node02>>:e0d-<<var_nfs vlan id>>
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2. Create iSCSI VLAN ports and add them to the data broadcast domain.

network port vlan create -node <<var node(0l1>> -vlan-name eOc-<<var iscsi vlan A id>>
network port vlan create -node <<var node(0l1>> -vlan-name eOd-<<var iscsi vlan B id>>
network port vlan create —node <<var node02>> -vlan-name eOc-<<var iscsi vlan A id>>
network port vlan create -node <<var node(02>> -vlan-name eOd-<<var iscsi vlan B id>>
broadcast-domain add-ports -broadcast-domain Data -ports <<var node01>>:e0c-

<<var iscsi vlan A id>>,<<var node(01>>:e(0d-<<var iscsi vlan B id>>,<<var node02>>:e0c-
<<var iscsi vlan A id>>,<<var node02>>:e0d-<<var iscsi vlan B id>> B

3.4 NetApp Storage Configuration for VMware ESXi 6.0 Infrastructure and VDA
Virtual Machines

Aggregates in ONTAP

Best Practices

o Create an aggregate RAID group size of 16 to 20 SAS drives.

o Create one large data partition aggregate per storage node when possible. Size limitations
might require multiple aggregates.

To create new aggregates, complete the following steps:

1. Run the following commands:

aggr create -aggregate aggrl node0l -nodes <<var node0l1>> -diskcount <<var num disks>>
aggr create -aggregate aggrl node02 -nodes <<var node02>> -diskcount <<var num disks>>

Note: Retain at least one disk (select the largest disk) in the configuration as a spare. A best practice is
to have at least one spare for each disk type and size.

Note: Start with five disks initially; you can add disks to an aggregate when additional storage is
required. Note that with a FAS2552 or FAS2554 in this configuration, you might need to create an
aggregate with all but one remaining disk (spare) assigned to the controller.

Note: The aggregate cannot be created until disk zeroing completes. Run the aggr show command to
display the aggregate creation status. Do not proceed until both aggrl nodel and
aggrl node2 are online.

2. Disable NetApp Snapshot® copies for the two data aggregates that were recently created.

node run <<var node0l>> aggr options aggrl node0l nosnap on
node run <<var node02>> aggr options aggrl node02 nosnap on

3. Delete any existing Snapshot copies for the two data aggregates.

node run <<var node0l>> snap delete -A -a —-f aggrl node0l
node run <<var node02>> snap delete -A -a -f aggrl node02

4. Rename the root aggregate on node 01 to match the naming convention for this aggregate on node
02.

aggr show
aggr rename —aggregate aggr0 —newname <<var node(Ol rootaggrname>>

Storage Virtual Machines

To create an infrastructure storage virtual machine (SVM; called Vserver in the command interface),
complete the following steps:

1. Run the vserver create command.

vserver create -vserver Infra-SVM —-rootvolume rootvol —-aggregate aggrl nodeOl -rootvolume-
security-style unix
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2. Select the vserver data protocols to configure, leaving nfs, fcp, and iscsi.

| vserver remove-protocols -vserver Infra-SVM -protocols cifs, ndmp

3. Add the two data aggregates to the Infra-sSvM aggregate list for NetApp Virtual Console.

| vserver modify -vserver Infra-SVM —aggr-list aggrl node0Ol, aggrl node02

4. Enable and run the NFS protocol in the Infra-SVM vserver.

| nfs create -vserver Infra-SVM -udp disabled

5. Turn on the SVM vstorage parameter for the NetApp NFS VAAI plug-in.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

Create Load-Sharing Mirror of SVM Root Volume in ONTAP
To create a load-sharing mirror of the SVM root wolume in ONTAP, complete the following steps:

1. Create a wlume to be the load-sharing mirror of the infrastructure SVM root wolume on each node.

volume create -vserver Infra-SVM —-volume rootvol mOl -aggregate aggrl nodeOl -size 1GB —-type DP
volume create -vserver Infra-SVM —volume rootvol m02 -aggregate aggrl node02 -size 1GB -type DP

2. Create ajob schedule to update the root wlume mirror relationships ewvery 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create -source-path //Infra-SVM/rootvol -destination-path //Infra-SvM/rootvol m0l -
type LS -schedule 15min
snapmirror create -source-path //Infra-SVM/rootvol -destination-path //Infra-SvM/rootvol m02 -
type LS -schedule 15min

4. Initialize the mirroring relationships.

snapmirror initialize-ls-set —-source-path //Infra-SVM/rootvol
snapmirror show

Fibre Channel Protocol Service in ONTAP

Create the Fibre Channel Protocol (FCP) senice on each SVM. This command also starts the FCP
senice and sets the FCP worldwide node name (WWNN) for the SVM.

fcp create -vserver Infra-SVM
fcp show

iSCSI Service in ONTAP

To create the iSCSI senice on each SVM, start the iISCSI senice, and set the iISCSI qualified name (IQN)
for the SVM, run the following commands:

iscsi create -vserver Infra-SVM
iscsi show

HTTPS Access in ONTAP
To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege lewel to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: vy

11 How to Configure a NVIDIA GPU with Citrix XenDesktop 7.6 and v Sphere 6.0 in FlexPod © 2016 NetApp, Inc. All rights reserved.
Express



2. Generally, a self-signed certificate is already in place. Verify the certificate by running the following
command:

| security certificate show

3. For each SVM shown, the certificate common name must match the DNS fully qualified domain name
(FQDN) of the SVM. Delete the four default certificates and replace them with either self-signed
certificates or certificates from a certificate authority (CA). To delete the default certificates, run the
following commands:

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name Infra-SVM -ca Infra-SVM -
type server -serial 552429A6

Note: Deleting expired certificates before creating new certificates is a best practice. Run the
security certificate delete command to delete expired certificates. In the following
command, use TAB completion to select and delete each default certificate.

4. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a sener certificate for the infra-SVM and the cluster SVM. Again, use TAB completion to
aid in completing these commands.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.ciscorobo.com -type server -size
2048 -country US -state "California" -locality "San Jose" -organization "Cisco" -unit "UCS" -
email-addr "abc@cisco.com" -expire-days 365 -protocol SSL -hash-function SHA256 -vserver Infra-
SVM

5. To access the values for the parameters required in the following step, run the security
certificate show command.

6. Enable each certificate that was just created by using the —server-enabled true and -client-
enabled false parameters. Again use TAB completion.

security ssl modify [TAB]

Example: security ssl modify -vserver clus -server-enabled true -client-enabled false -ca
clus.ciscorobo.com -serial 55243646 -common-name clus.ciscorobo.com

7. Configure and enable SSL and HTTPS access and disable HTTP access.

system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web service requests to be
interrupted as the web servers are restarted.

Do you want to continue {yln}: vy

system services firewall policy delete -policy mgmt -service http -vserver <<var clustername>>

Note: It is normal for some of these commands to return an error message stating that the entry does
not exist.

8. Change back to the normal admin privilege lewvel and allow SVM log access from the web.

set —-privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

NFS Export Policies in ONTAP
To configure NFS on the SVM, complete the following steps:

1. Create a new rule for each ESX host in the default export policy. For each ESX host being created,
assign a rule. Each host has its own rule index. Your first ESX host has rule index 1, your second
ESX host has rule index 2, and so on.

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 1 —-protocol
nfs -clientmatch <<var esxi hostl nfs ip>> -rorule sys -rwrule sys -superuser sys -allow-suid
false

vserver export-policy rule create -vserver Infra-SVM -policyname default -ruleindex 2 —-protocol
nfs -clientmatch <<var esxi host2 nfs ip>> -rorule sys -rwrule sys -superuser sys —allow-suid
false
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| vserver export-policy rule show

2. Assign the FlexPod export policy to the infrastructure SVM root wolume.

| volume modify -vserver Infra-SVM -volume rootvol -policy default

NFS FlexVol Volumes in ONTAP

Best Practices

e Create a minimum of two wolumes per storage node.

e Group similar data on each wlume for better deduplication ratios.

e Set auto-grow on the wolumes.

e Set the Delete Oldest Snapshot parameter when running low on space on a wlume.
e Use thin provisioning on wlumes when possible.

e Set up reallocation jobs to run against each wolume on all storage nodes, with the
exception of root wolumes.

e Newer reallocate an aggregate unless you are directed to do so by NetApp Global
Support.

Deduplication with FlexVol Volumes
Table 1) Deduplication recommendations.

‘ Resource

Recommended Deduplication ‘ Reason

wDisk Yes OS data can be deduplicated.

Write cache No Log files and page files are
temporary, transient data.
Therefore, do not enable
deduplication on these wolumes.
Doing so wastes storage
resources.

Personal WDisk Yes Use deduplication on the same
applications between users.

User data and profile Yes Use deduplication on user data
and profiles.

To create a NetApp FlexVol® wlume, you must provide the wolume’s name, size, and the aggregate on
which it exists.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate aggrl node02 -size 500GB -
state online -policy default -junction-path /infra datastore 1 -space-guarantee none -percent-
snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl node0Ol -size 100GB -state
online -policy default -junction-path /infra swap -space-guarantee none -percent-snapshot-space 0
-snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl node(Ol -size 100GB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path //Infra-SVM/rootvol
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iSCSI LUNs for Boot from SAN

Best Practices

¢ NetApp recommends the following network configuration best practices:

- Enable jumbo frames on the iSCSI networks.

- Setflow control to none.

- Disable spanning tree on the switch ports connected to NetApp storage ports.
¢ Create two iSCSI VLANSs for iSCSI fabric A and iSCSI fabric B.
e SettheiSCSIboot LUN’s ID to 0.

ONTAP iSCSI Configuration

To configure iSCSI on ONTAP, complete the following steps:

Add an iSCSI license.

Add the iSCSI protocol tothe SVM.

Enable the iSCSI senice.

Create iSCSI VLANS.

Create iSCSI LIFs.

Create wolumes.

Create the boot LUNs within the wolumes.

Create the igroups with the host IQNs.

Map the LUN to the igroup and set the LUN ID to 0 (LUN masking).

© 0 N o g DR

To complete these nine steps, the following commands are required:

The steps to add a licensed are displayed.

cluster setup
Enter an additional license key []:<<var fcp license>>

1. Select the SVM data protocols to configure, leaving nfs, fcp, and iscsi.

vserver remove-protocols -vserver Infra-SVM -protocols cifs, ndmp

2. To enable the iISCSI senice, run the following commands. These commands create the iISCSI senice
on each SVM, start the iISCSI senice, and set the iSCSI IQN for the SVM.

iscsi create -vserver Infra-SVM
iscsi show

3. Create iSCSI VLAN ports and add them to the data broadcast domain.

network port vlan create —node <<var node0l>> -vlan-name eOc-<<var iscsi vlan A id>>
network port vlan create —node <<var node(0l1>> -vlan-name eOd-<<var iscsi vlan B id>>
network port vlan create —node <<var node02>> -vlan-name eOc-<<var iscsi vlan A id>>
network port vlan create —node <<var node(02>> -vlan-name eOd-<<var iscsi vlan B id>>
broadcast-domain add-ports -broadcast-domain Data -ports <<var node01>>:elc-

<<var iscsi vlan A id>>,<<var node01l>>:e(0d-<<var iscsi vlan B id>>,<<var node(02>>:e0c-
<<var_iscsi_vlan A id>>,<<var_node02>>:e0d-<<var_ iscsi vlan B id>> N

4. Create four iISCSI LIFs, two on each node.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data -data-protocol iscsi -
home-node <<var node01>> -home-port elc-<<var_ iscsi vlan A id>> -address

<<var node(Ol iscsi 1ifOla ip>> -netmask <<var node0Ol iscsi 1if0la mask>> -status-admin up -
failover-policy disabled -firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role data -data-protocol iscsi -
home-node <<var node01>> -home-port e0d-<<var iscsi vlan B id>> -address

14 How to Configure a NVIDIA GPU with Citrix XenDesktop 7.6 and v Sphere 6.0 in FlexPod © 2016 NetApp, Inc. All rights reserved.
Express




<<var node(0l iscsi 1if0lb_ ip>> -netmask <<var node0l iscsi 1if0lb mask>> -status-admin up -
failover-policy disabled -firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -
home-node <<var_node02>> -home-port elc-<<var_iscsi vlan A id>> -address

<<var node02 iscsi 1ifOla ip>> -netmask <<var node02 iscsi 1ifOla mask>> -status-admin up -
failover-policy disabled —-firewall-policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data -data-protocol iscsi -
home-node <<var node02>> -home-port e0d-<<var_iscsi _vlan B_id>> -address

<<var node02 iscsi 1ifOlb_ip>> -netmask <<var node02 iscsi 1ifOlb mask>> -status-admin up -
failover-policy disabled -firewall-policy data —auto-revert false

network interface show

5. The following information is required to create a FlexVol wvolume: the wolume’s name, size, and the
aggregate on which it exists. Create two VMware datastore wolumes and a server boot volume. Also,
update the SVM root wlume load-sharing mirrors to make the NFS mounts accessible.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate aggrl node02 -size 500GB -
state online -policy default -junction-path /infra datastore 1 -space-guarantee none -percent-
snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeOl -size 100GB -state
online -policy default -junction-path /infra swap -space-guarantee none -percent-snapshot-space 0
-snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl node0Ol -size 100GB -state
online -policy default -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path //Infra-SVM/rootvol

6. Create the boot LUNs. Repeat this step for each of the iSCSI LUNs required.

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-0l -size 10GB -ostype vmware -
space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-02 -size 10GB -ostype vmware -
space-reserve disabled

7. Create the igroups with IQNSs.

igroup create -vserver Infra-SVM -igroup Boot0Ol -protocol iscsi -ostype vmware -portset <portset
name> -initiator IQN1, IQN2, IQON3, etc.

8. Map the LUNSs to igroups and set the LUN ID to O.

Lun map -vserver Infra-SVM -path <path of LUN> -volume <volname> -gtree <gtreename> -lun
<lunname> —-igroup BootOl -lun-id 0

Deduplicationin ONTAP

To enable deduplication on the appropriate wlumes, run the following commands:

volume efficiency on -vserver Infra-SVM -volume infra datastore 1
volume efficiency on -vserver Infra-SVM -volume esxi boot

LIF Creationin ONTAP

Best Practices

e Each NFS datastore should have a data LIF for every node in the cluster.
¢ When you create a new SVM, add one LIF per protocol per node.

FCP LIF in ONTAP

Create four FCoE LIFs, two on each node.
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network interface create -vserver Infra-SVM -1if fcp lifOla -role data -data-protocol fcp -home-
node <<var node0l1>> -home-port Oc -status-admin up -failover-policy disabled -auto-revert false

network interface create -vserver Infra-SVM -1if fcp 1if0lb -role data -data-protocol fcp -home-
node <<var node01>> -home-port 0d -status-admin up -failover-policy disabled -auto-revert false

network interface create -vserver Infra-SVM -1if fcp 1if02a -role data -data-protocol fcp -home-
node <<var node02>> -home-port Oc -status-admin up -failover-policy disabled -auto-revert false

network interface create -vserver Infra-SVM -1lif fcp 11if02b -role data -data-protocol fcp -home-
node <<var node02>> -home-port 0d -status-admin up -failover-policy disabled -auto-revert false

Create iSCSI LIFs for Data Access in ONTAP

Create four iSCSI LIFs, two on each node.

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data -data-protocol iscsi -
home-node <<var node01>> -home-port elc-<<var_ iscsi vlan A id>> -address

<<var node(0l iscsi 1ifOla ip>> -netmask <<var nodeOl iscsi llfOla _mask>> —-status-admin up -
fallover—pollcy disabled —firewall- -policy data -auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data -data-protocol iscsi -
home-node <<var node(01>> -home-port eld-<<var iscsi vlan B id>> -address

<<var node0l iscsi 1ifO0lb_ip>> -netmask <<var nodeOl iscsi llfOlb _mask>> -status-admin up -
failover pollcy disabled —firewall- policy data -auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -
home-node <<var node(02>> -home-port elc-<<var iscsi vlan A id>> -address

<<var node02 iscsi 1if0la ip>> -netmask <<var node02 iscsi llfOla ~mask>> -status-admin up -
failover-— pollcy disabled —firewall- policy data —auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data -data-protocol iscsi -
home-node <<var node02>> -home-port eld-<<var iscsi vlan B id>> -address

<<var node(02 iscsi 1if0lb ip>> -netmask <<var "node02 iscsi llfOlb _mask>> —-status-admin up -
failover-policy disabled -firewall-policy data -auto-revert false

network interface show

NAS Failover Groupsin ONTAP

Create an NFS port failover group.

network interface failover-groups create -vserver Infra-SVM -failover-group fg-nfs-
<<var nfs vlan id>> -targets <<var node(0l1>>:eOc-<<var nfs vlan id>>, <<var node0l>>:e0d-
<<var nfs vlan id>>,<<var node02>> elc-<<var nfs vlan 1d>> <<var node02>>: te0d- -<<var nfs vlan id>>

network interface failover-groups show

NFSLIF in ONTAP

Best Practices

e Create one NetApp LIF per VMware datastore.

e Pin NFS VMkernel ports to one fabric (A or B) in VMware vSwitch, VMware vDS, or Cisco
Nexus 1000V.

Create an NFS LIF.

network interface create -vserver Infra-SVM -1if nfs infra swap -role data -data-protocol nfs -
home-node <<var node01>> -home-port eld-<<var nfs vlan id>> -address

<<var_node(1l nfs _1if infra swap ip>> -netmask <<var 1 node01 ~nfs 1if infra swap mask>> -status-
admin up ~failover pollcy broadcast-domain-wide —firewall- pollcy data -auto-revert true -
failover-group fg-nfs-<<var nfs vlan id>>

network interface create -vserver Infra-SVM -1if nfs infra datastore 1 -role data -data-protocol
nfs -home-node <<var node02>> -home-port eld-<<var nfs vlan id>> -address
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<<var node02 nfs 1if infra datastore 1 ip>> -netmask
<<var node02 nfs 1if infra datastore 1 mask>> -status-admin up -failover-policy broadcast-domain-
wide —firewall-policy data —auto-revert true -failover-group fg-nfs-<<var nfs vlan id>>

network interface show

LIF Migration

NFS and CIFS LIFs can be migrated, but iSCSI LIFs cannot. If you install NetApp Flash Cache™
intelligent data caching, you might need the /O expansion module (IOXM) to add another 10GbE card. If
you use IOXM, you must connect the high-availability (HA) pair with a fiber cable.

Best Practice

e Use 10GbE for cluster interconnection and data networks. NetApp recommends 1GbE for
management networks. Make sure you have enough 10GbE cards and ports.

Add Infrastructure SVM Administrator

To add the infrastructure SVM administrator and SVM administration LIF in the out-of-band management
network, run the following commands:

network interface create -vserver Infra-SVM —-1if vsmgmt -role data —-data-protocol none -home-node
<<var node02>> -home-port e0a -address <<var_ vserver mgmt ip>> -netmask

<<var vserver mgmt mask>> -status-admin up -failover-policy broadcast-domain-wide -firewall-
policy mgmt -auto-revert true -failover-group fg-cluster-mgmt

Note: The SVM management IP indicated here should be in the same subnet as the storage cluster
management IP.

1. Create a default route for the SVM management interface to reach the outside world.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var vserver mgmt gateway>>
Network route show

2. Set a password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var_ password>>

security login unlock —username vsadmin -vserver Infra-SVM

NetApp Storage Configuration for Citrix Provisioning Services Write Cache
Datastores

Create Storage Volumes for Provisioning Services vDisks

To create the network interface with NetApp OnCommand® System Manager, complete these steps:

Log in to ONTAP in System Manager.

2. On the SVM Hosted VDI, select Configuration > Network Interface.
3. Click Create to start the Network Interface Create wizard. Click Next.
4. Enter Hosted VDI WS for the network interface name. Select Data and click Next.
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Network Interface Create Wizard

Network Interface Properties

Specify the name and the role of the interface to create.

Network Interface Name: | Hosted_VDI_WS
Role
() Data
This interface will be used to serve only data.
Management
This interface will be used to manage the Storage Virtual
Machine.
No data access is allowed through this interface.

Both

This interface will be used to serve data and manage the
Storage Virtual Machine.

Back MNext Cancel

5. Set the protocol to NFS and click Next.
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Network Interface Create Wizard X

Data protocol access

Choose the appropriate data protocol for this interface.

Select the required protocol for the interface.

(*) NAS Protocols
CIFS
™ NFS

SAN Protocols

Back Next Cancel

6. Select the home port for the network interface and enter the corresponding IP, netmask, and gateway
details.
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Network Interface Create Wizard X

Network Properties

Select the home port and provide network details for this interface.

Port

Specify the node and port on which the interface will be hosted.In the
event of failure, the interface might move to a non-home location.

Home Port:  R4E08NA3250-CL-02:a0a-80 Browse

IP Address: 192.168.11.12
Netmask: 255.255.255.0
Gateway (Optional): o5 168.11.1 v
Back Next Cancel

7. Review the details on the Summary page and click Next. The network interface is now available.
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Tools ~ Help ~

€ telp €3 support

Cluster +

Storage Virtual Machines -
4 72 R4EOSNA3250-CL

SanBoot
CIFS
CI3 Infrastructure
4 [0 Hosted_Shared
4 B, storage
B Volumes
Tt Namespace
[@) Qtrees
aoﬁ Quotas
4 ﬁ_] Policies
> Export Policies
44 Efficiency Policies
{7 Protection Policies
'Tz QoS Policy Groups
4 %, Configuration
@ Network Interfaces
¥ Protocols
? Security
bg:" Services
;ﬂ Local Users and Grol
4 Hosted_VDI
Q, Storage
ﬁu Policies
4 =4, Configuration
@ Network Interfaces
¥~ Protocols
P Security
= Services

‘% Local Users and Grol

{i Create

Interface Name

Network Interfaces

o Edt X @ Status ~

Hosted_VDI_WS nfs

General Properties:

Name: Hosted_VDI_WS
Network Address/WWPN: 192.168.11.12
Netmask 255.255.255.128
Gateway

Protocol Access nfs

Management Access: No

Operational Status: Enabled

Administrative Status: Enabled

Create Volume for Write Cache Disks

"

¥ Data Protocol Access

€3 Refresh
¥ Management Access IP Address/WWPN
No 192.168.11.12

Failover Properties:

Home Port R4E08NA3250-CL-02:a0a-804(10000 Mbps)
Current Port:  R4E08NA3250-CL-02:a0a-804(10000 Mbps)
Failover priority

Failover Group: NFS

Failover State: Hosted on home port

Use NetApp VSC for VMware vSphere to create a wlume for the write cache. The VSC applies best
practices and makes the provisioning of storage repositories a much simpler operation than manual
provisioning.

1.

21

Install VSC. Build a separate Windows 2012 sernver and install the VSC vCenter plug-in on Windows

2012 sener.

In vCenter, right-click the host for which you would like to provision the storage datastore and select
NetApp VSC > Provision Datastores.
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3. Enter the datastore name, choose NFS for Type, and click Next.

M ameanime ]
2 Storage system
3 Detads

4 Ready 1o complete

Specify the name and type of datastore you want to provision,

You will be able to seléctthe storage system for your datastore In the next page of this wizard

Name * [Nob‘ep_P\'S‘.VC_\olo 1 ]

Type * (ONFS OWFs

Cancel

4. Choose the storage system and the SVM and click Next.
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v 1 Name and type

M- soooe oo ]

3 Detaiis The list of storage systems below Is filtered by the datastore type and protocol information entered on the previous page

Sedect the storage system you want to use to provision new datastore.

4 Ready 1o complete vCenter Server VCSA

Storage system * [1na2552-01 (10.10.20.11) ||

sw * | VDI

 Unusable storage systems

Cancel

5. Select Thin Provision. Enter the size of the wolume in GB and choose the aggregate containing the
wlume. Select Auto Grow and set the auto-grow maximum size and the auto-grow increment size in
GB. If you have a VMware datastore cluster defined, then select the VMware datastore cluster and
click Next.

+ 1 Name and type
Specity details of the new datastore.
Vv 2 Storage system

Thin provision
VEEr—

4:Finily 1o coplein $i (GB) + (1000

Aggregate « | aggr1_data_sas01_01- (716121 68 Frel |«

A xuto grow
Madrum datastore size (GB) . = 1100

Increment (GB) * 10

Datastore cluster

Cancel

6. Review your input on the Summary screen and, if correct, click Finish. Wait for a few moments until
the storage wlume and VMware datastore are created.
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Review the summary below. Click "Finish’ to complete datastore provisioning.

I V' 2 Storage system

Provisioning destination VDI Cluster
. Storage Capadllity Profile: None
ol
Target storage system na2552-01

SWM VoI

Datastore type: NFS

Datastore name: NetApp_PVSWC_VDI01
Size (GB) 1000

Thin provision Yes

Aggregate aggr1_data_sas01_01
Autogrow:

Autogrow increment (GB)

Autogrow madmum see (GB)

Datastore cluster

Finish

7. You must now launch the System Manager tool to finish the advance wlume settings. In version 8.3,
System Manager is built into clustered Data ONTAP inside the storage nodes. With your browser,
connect to the cluster IP address. The System Manager login screen appears. Enter the administrator
user name and password and click Sign In.

€« C  &b#rs://10.29.132.55/sysmagr/SysMar html

Tools »  Help ~

T ~ il

bX

A,
~
1

OnCommand System Manager
System 10.29.132.55

" L

Password

Language | Engish (English) v

Sign In

8. Signin to the NetApp System Manager and click Storage Virtual Machine. Then select the storage
submenu and wlume submenu. Highlight the write cache wlume by clicking the wolume name in the
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right window pane. Then click the Edit menu at the top. When the following screen appears, click the
Storage Efficiency tab.

Edit Volume

General | Storage Efficiency | Adwanced

Mame: lun_ESXi_Host07 _vol

Security style: UNIX W

UNIX permissions Read Wirite Execute
Owner V] @] @l
Group V] O vl
Others vl ] ¥

#| Thin Provisioned

When a volume is thin provisioned, space for the volume is not allocated in advance. Instead, space is allocated as datais
written to the volume. The unused aggregate space is available to other thin provisioned volumes and LUNs.

Tell me more about Thin Provisioning

Cancel

9. Select Enable Storage Efficiency and Policy Based — Deduplication Happens Based on the Selected
Policy. Click Choose to set the storage efficiency policy.
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Edit Volume

General | Storage Efficiency | Advanced

¥ Enable Storage Efficiency

Recommended for volumes used for server or desktop virtualization, file system shares, or backups.

Deduplication
® Policy based - Deduplication happens based on the selected policy.
Storage Efficiency Policy: Choose |
On-demand - Deduplication must be run manually .

Enable Compression

Tell me more about storage efficiency.

Save

10. Select the policy and click OK.
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Choose Storage Efficiency Policy X

Policy Name Run By QoS Policy Maximum Runtime
default scheduled (daily) best_effort -
Schedule Name: daily
Schedule Details: Daily - Run at 0 hour 10 minute
OK Cancel

Deduplication on Write Cache Volumes

Best Practices

e Enable NetApp storage deduplication on write cache wolumes.
¢ Enable thin provisioning on the write cache volumes.

NetApp Storage Configuration for CIFS Shares

CIFS in ONTAP

Best Practices

¢ Use CIFS shares on the NetApp storage cluster instead of a Windows File Server VM.

¢ Use CIFS shares on the NetApp storage cluster for VDI home directories, VDI profiles, and
other VDI CIFS data.

User Home Data

Best Practices

¢ Use deduplication and compress end-user data files stored in home directories to obtain
storage efficiency. NetApp recommends storing user data on the CIFS home directory on the
NetApp storage cluster.

¢ Use the Microsoft Distributed File System (DFS) to manage the CIFS shares. NetApp supports
client DFS to locate directories and files.

¢ Use the NetApp home directory share feature to minimize the number of shares on the
system.

e Use SMB3 for home directories.
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User Profile Data

Best Practices

¢ NetApp recommends using a profile management solution such as Citrix User Profile
Management or Liquidware Labs ProfileUnity to allow end users to customize their experience
in a nonpersistent desktop environment.

¢ Use redirected folders with a Microsoft Group Policy object (GPO).
o Use SMB3 for the user profile share.

Profile Management

Best Practices

For faster login, NetApp recommends the following configurations:

e A Flash Cache card in 8000 series models

¢ A Flash Pool cache with a read cache allocated in 2500 series models

¢ User profile management software to eliminate unnecessary file copying during login

CIFS Configuration

1. Before starting this step, add the CIFS licenses and enable the CIFS senice. Sign in to the System
Manager tool and go to the SVM menu.
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2. In the left window pane, select Configuration > Protocols > CIFS.
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3. Configure preferred domain controllers by clicking the line in the Fully Domain Controllers window,
Fully Qualified Domain Name column. Add the preferred domain controller IP address and FQDN and
click Save. Repeat this step for each domain controller local to your site that you want on your
preferred list.
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4. Enable the built-in administrator account by selecting Configuration > Users and Group > Windows. In
the right window pane, click the local administrator account and click Edit.
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5. Deselect Dlsable thls Account and click Modlfy
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6. Verify that the Account Disabled column is set to No.
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7. To configure Windows-to-UNIX and UNIX-to-Windows name mapping, select Configuration > Users
and Groups > Name Mapping.
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8. Click Add and then add the following:
e UNIX toWindows: ID=1, pattern=root, replacement=domain administrator
e Windows to UNIX D=1, pattern=domain administrator, replacement=root
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CIFS Shares and Qtrees

Creating Qtrees
1. To create a qgtree, sign in to the System Manager tool and go tothe SVM menu. Select the SVM
menu and then select the storage virtual machine (VDI > Storage > Qtrees). In the right window pane,

click Create to create a qgtree.
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2. Enter the gtree (folder)

name, choose the storage wlume, select Enable Oplocks for Files and

Directories in this Qtree, and enter the export policy. You can create the export policy prior to this
step or by clicking the Create Export Policy link to the right. Then click the Quota tab.
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3. Run the Vsener Create command. Select Limit Total Space Usage Within this Qtree and enter the
space usage limit in TB or GB. Then select Limit Total Space Usage for Users of This Qtree and

enter the space usage

limitin TB or GB. Click Create.
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1. Within System Manager, click the SVM menu. Select the SVM and then select Storage > Shares in
the left window pane. Click Create Share to create the CIFS share.
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2. Enter the folder to share (the gtree path). The CIFS share name is the adwertised SMB share name to
which the VDI clients map. Enter an informational comment. If this share is for the Provisioning
Senices (PVS) WDisk, select Enable Continuous Availability for Hyper-V and SQL and click Create.
Do not select Enable Continuous Availability for Hyper-V and SQL if the share is for home directories

or profiles. Click Create.
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Best Practices

e Enable persistent handles for PVS WDisk CIFS shares by selecting Enable Continuous
Availability for Hyper-V and SQL when using System Manager CIFS shares to create the PVS
wDisk share.

¢ Do not select Enable Continuous Availability for Hyper-V and SQL in System Manager CIFS
share creation for home directory shares and for profile shares.

Create User Home Directory Sharesin ONTAP

1. In System Manager, expand the SVM menu and select Storage > Shares. Then click Create Home
Directory in the Shares window pane.
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2. Enter 3w in the Name field, enter $w in the Relative Path field, and include an informational comment.
Under Home Directory Search Paths, click Manage to add a home directory search path.
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3. Click Browse for the Path field and choose the gtree path where the home directories reside. If you
have multiple locations spanning multiple volumes, enter the other wolume and gtree paths here. Click
Add to add each path and then click Save and Close.
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4. Click Create to create the user home directory share.
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5. Now test the share by using a Windows client or 2012 server and map the user home directory share
to a drive letter (for example, H:\). Keep in mind that the user home directory folder must be created

first. We created a Powershell script that creates 3,000 home directory folders.

Note:

Using NetApp user home directory shares reduces I/0O and mount points and streamlines

maintenance because you do not need to create an individual share for each user. Therefore, itis
a best practice to use NetApp user home directory shares.
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Best Practice

¢ Implement NetApp user home directory shares for VDI home directories.

Create CIFS Share for User Profile Management
For this reference architecture, we use NetApp System Manager to create the profile share.

1. Within System Manager, click the SVM menu, expand the SVM, and then select Storage > Shares in
the left window pane. Click Create in the right window pane to create the profile share.
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2. Enter the folder to share (the gtree path). The CIFS share name is the advertised SMB share name to
which the VDI clients map. It is a best practice to use a Microsoft hidden share by adding a dollar sign
(%) at the end of the share name. This prevents normal users from seeing the share when browsing
the network.
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3. Deselect Enable Continuous Availability for Hyper-V and SQL. This check box enables Microsoft
persistent handle support on the NetApp SMB3 CIFS share, but itis not utilized on normal CIFS
shares. Howewer, itis utilized with PVS vDisks.

Best Practice

¢ Use Microsoft hidden shares by adding a dollar sign ($) at the end of the profile share name.

NetApp FAS2552 Hybrid Performance

Creating Storage Poolsin ONTAP

Best Practice

¢ In an active and passive controller configuration, assign all of the storage pool allocation units
to aggregates on the active controller.

1. To create a storage pool used for a Flash Pool cache with four SSDs, log in to System Manager, click
the Cluster menu, and then select Storage > Storage Pools in the left window pane. Click Create to
create a storage pool.
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2. Enter the storage pool name, click Browse, choose the disk size, and enter the number of disks. In
this reference architecture, we used four SSDs for a Flash Pool cache, three SSDs for the storage

pool, and one SSD for a spare. Click Create.
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3. Notice that a storage pool is listed in the right window pane with the status indicated as Creating.
Because these are SSDs, the initialization process time is minimal when compared to SAS or SATA

disks.
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4. When the initialization process is complete, the status changes from Creating to Normal. At this point,

ONTAP starts using the SSDs.
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3.5 Configure Cisco Unified Computing System
This section describes the configuration of the Cisco UCS.

Install a NVIDIA GRID or a Tesla GPU card on the Cisco UCS C240 M4. Then install the GPU card on
the Cisco UCS C240 M4 server. Table 2 lists the minimum firmware required for the GPU cards.

Table 2) Minimum server firmware versions required for GPU cards.

Cisco Integrated Management BIOS Minimum
Controller Version
NVIDIA GRID K1 2.0(3a)
NVIDIA GRID K2 2.0(3a)
NVIDIA Tesla K10 2.0(3e)
NVIDIA Tesla K20 2.0(3e)
NVIDIA Tesla K20X 2.0(3e)
NVIDIA Tesla K40 2.0(3a)

Note the following NVIDIA GPU card configuration rules:

e You can mix GRID K1 and K2 GPU cards in the same sener.

e Do not mix GRID GPU cards with Tesla GPU cards in the same sener.

¢ Do not mix different models of Tesla GPU cards in the same senver.

e All GPU cards require two CPUs and at least two 1400W power supplies in the server.

For more information, see the Cisco UCS C240 M4 Sener _Installation and Senice Guide.

The configuration requirements for servers with GPUs can differ, depending on the sernver version and
other factors. Table 3 lists rules for populating the C240 M4 with NVIDIA GPUs. Figure 2 shows a one-
GPU installation, and Figure 3 shows a two-GPU installation.

Table 3) NVIDIA GPU population rules for Cisco UCS C240 M4 rack server.

Single GPU Dual GPU
Riser 1A, slot 2 Riser 1A, slot 2
or and

Riser 2, slot 5 Riser 2, slot 5

Note: When you install a GPU card in slot 2, Network Communications Senices Interface (NCSI)
support in riser 1 automatically moves to slot 1. When you install a GPU card in slot 5, NCSI
support in riser 2 automatically mowves to slot 4. Therefore, you can install a GPU card and a
Cisco UCS VIC in the same riser.
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Fgure 2) One-GPU card scenario.
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Figure 3) Two-GPU card scenario.
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Specify the Base Cisco UCS Configuration

To configure physical connectivity and implement best practices for Cisco UCS C-Series server
integration with Cisco UCS Manager, see the Release Notes for Cisco UCS Software, Release 2.2.

Configure the GPU Card

To configure the GPU card, complete the following
1.

steps:

After the NVIDIA GPU cards are physically installed and the C240 M4 rack sener is discovered in

Cisco UCS Manager, select the serner and then select Inventory > GPUs.
PCle slot 2 and PCle slot 5 are used with two GRID K2 cards running firmware version

80.04.D4.00.09 | 2055.0552.01.08.

4 General Inwentory Wirlal Machines Hiytorad Desplany Installed Firmanans SEL Logs CC SASSI0NS WIF Paths r 2
hotherboard CIC CFUs GPls emory Adaplers HBAS MICz ISCE! viICs: Storage
Graphics Card 1
[ |
PClStot :2
Iz Supported - Yes
Yendor  nWidia Conporation
Mol - Hwidia GRID K2 P2055-552
Serial (HA
= Graphics Controllers
Graphics Cortrolér 1
I :4
POl Address 10:00.0
Graphics Controler 2
D2
PCl Address | 11:00L0
Funning Yersion umumomnssm,uml
Graphics Card 2
D2
PCISiat |8
Iz Supported Yes
Yendor -nWidia Corporation
bodel  Neidia GRID K2 P2055-552
Sanal CHA
= Graphics Controllers
Graphics Controber 1
IC 1
PCl Address 134:00.0
Graphics Controler 2
ID:2
Pl Address 135:0000

I Founining Yarsion

B0.04.04.00.09[2055.0552.01.08 |

Note: You also can use Cisco UCS Manager

cards.
2.

to perform firmware updates to the NVIDIA GPU

Create the host firmware policy by selecting the Servers tab in Cisco UCS Manager. Then select

Policies > Host Firmware Packages. Right-click and select Create Host Firmware Package.
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3. Select the Simple configuration of the host firmware package and select 3.0(2d)C for the rack

package.
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4. Click OK todisplay the list of firmware packages.
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5. Apply the host firmware package in the senice profile template senice profiles firmware policy. After

the firmware upgrades have completed, the running firmware version for the GPUs is selected.
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* @ Rack-Mounts
v Servers

Servers

LAN b » 4 General Inventory
Motherboard CMC
Graphics Card 1

* Graphics Controllers

Graphics Controlier 1

Graphics Controller 2

Graphics Card 2

¥ Graphics Controllers

Graphics Cortroler 1

Graphics Controler 2

Virtual Machines Hybrid Display

Instabed Finmware SEL Logs CMC Sessions VIF Paths
Memory Adapters HBAs NCs ISCSI vNICs. Storage
D1
PCiSiat ;2
Is Supported :Yes

Vendor  nVidia Corporation
Model : Nvidia GRID K2 P2055-552

Senal NA

PCI Address - 10:00.0

D2

PCl Address -11:00.0

| Running Versicn :80.04.04.00.092055.0552.01.08 |

D2

PCISkt :§
Is Supported Yes
Vendor ‘nVidia Corporation
Model - Nuidia GRID K2 P2055.552
Serial NA

POl Address “134:00.0

D2

PCl Address 135:00.0

Running Version * 80.04.04.00.09/2055.0552.01.08

Power Cor #

Note: VM hardware version 9 or later is required for virtual GPU (\VGPU) and VDGA configuration.

Manage settings for VMs with hardware version 9 or later through the vSphere web client.

Configure Virtual Direct Graphics Acceleration Pass-Through GPU Deployment

This section outlines the installation process for configuring an ESX host and VM for Virtual Direct

Graphics Acceleration (VDGA) support. Figure 4 shows the GRID GPU components used for pass-

through support.
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Figure 4) NVIDIA GRID GPU pass-through components.
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1. You must install the GRID cards in the C240 M4 rack sener. With the vSphere web client, select the
ESX host sener, select the Manage tab, select Settings, and then select Hardware > PCI Devices >

Vimware
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A dialog box appears showing all PCI devices along with the GRID cards. Select the GRID card types
installed on the sener from the available adapters.
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@ 10.10.20.110: Edit PCI Device Availability

All PCI Devices

Status

Vendor Name

Device Name

ESX Hame
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Ayailable (pendi...

NVIDIA Carporat..
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GRIDCard 7
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| | 0000:00:1A0

| @ 0000:00:1D.0

Unavailable

Unavailable

Intel Corporation

Intel Corporation

Wellshurg USB ...
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| ¥ Jm 0000:86:00.0

Available (pendi...

NVIDIA Corporat...

NVIDIAGRID K2

GRID Card 2

| ¥ @ o000:87:00.0

Ayailable (pendi..

NVIDIA Corporat...

NVIDIAGRID K2

| v

3. After making the changes for pass-through configuration, reboot the ESX host.

4. Verify that the GPU devices used for pass-through configuration are marked as available. If a device
isn’'t marked as available, refer tothe VMware documentation to perform troubleshooting.
Q -

s - ¢

= 0000:0C:00.0

| 0000:08:00.0

J® 0000:86:00.0

|® 0000:37:00.0

endar Name

NMVIDRA Corporation

WVIDLA Corporation

NVIDLA Corporation

NVIDIA Corporation

Device Hame

NVIDIAGRID K2

WDAGRID K2

NVIDEAGRID K2

NVIDIAGRID K2

Note:

VDGA does not support live vSphere vMotion capabilities. Bypassing the virtualization layer,

VDGA uses vSphere DirectPath I/O to allow direct access tothe GPU card. By enabling direct
pass-through from the VM to the PCI device installed on the host, you effectively lock the VM to
that specific host. If you need to move a VDGA-enabled VM to a different host, power off the VM,
use vMotion to migrate it to another host that has a GPU card installed, and reenable pass-
through to the specific PCI device on that host. Then power on the VM.

Prepare aVirtual Machine for vDGA Configuration

Use the following procedure to create the VM to use as the VDI base image:

1. Withthe vSphere web client, create a new VM. To do this, right-click a host or cluster, select New
Virtual Machine, and complete the New Virtual Machine wizard. Unless another configuration is
specified, select the configuration settings appropriate for your environment.
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% New Virtual Machine.. ‘

] New VM from Library...

Description

2. Select ESX 6.0 and Later from the Compatible With menu. This selection enables you to use the
latest features, including the mapping of shared PCI devices, which is required for the VGPU.

51 Hewe Virtual Maching

1 Select crestion type Select compatiblity

Solect compatibility Tor Shis sirtual maching depending on e hasts in your emvingnemant
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Caneel

Note: If you are using existing VMs for 3D enablement, be sure that the VM is configured with version 9
or later for compatibility. VM version 11 is recommended.

3. Resene all guest memory. In the VM Edit Settings options, select the Resources tab. Select Resene
All Guest Memory (All Locked).
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Virual Hardware | VM Options | SDRS Rules | vApp Options

» [l cPU 4 ~| @

~ S Mermory
RAM 8192 ~| | MB -~
Resermvation - I

[v] Reserve all guest memory (All locked)

Limit Unlimited ~| | MB v
Shares MNarmal - -
Memary Hot Plug Enable

» &2 Hard disk 1 32 ~ 1| 6B -

» @, sCSl controller 0 LSl Logic SAS

» [ Network adapter 1 | VDI v | [ Connect...
» (@) CDIDVD drive 1 Datastore I1SO File - ‘f Connect...
» g] Video card Specify custom settings -

4. If the VM has more than 2GB of configured memory, adjust pciHole.start. Add the following
parameter tothe .vmx file of the VM. You can add this parameter at the end of the file:

pciHole.start = “2048”

Note: This step is required only if the VM has more than 2GB of configured memory.

5. Add a PCI device:

a. In the VM Edit settings, choose New Device > PCI Device. Click Add to add the new PCI device
(step 1 and step 2).

b. Select the PCI device and choose NVIDIA GPU from the drop-down list (step 3).
c. Click OK (step 4).
Note: Only one VM can be powered on if the same PCI device is added to multiple VMs.
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(3] CTX-GPUWin7-2 - Edit Settings 2 »

| Mitual Hardware | VM Options | SDRS Rules | vApp Options

» | cPU 4 v ©

» 3K Memory 8192 v | MB -

v 23 Hard disk 1 32 1| GB -

» &, SCSI controller 0 LSI Logic SAS

» J@ll Network adapter 1 VDI v | ¥ Connect
» (&) CO/DVD drive 1 Datastore ISO File v | ¥ Connect
» [ video card Specify custom seftings -

» 2 VMCI device
» (%) SATA controlier 0

» Other Devices

4

New PCl device e 0000.0b:00.0 | NVIDIA Corporation M

Physical PCUPCle device

| 0000:0¢:00.0 | NVIDIA Corporation NVIDKGRID K2 {5 when
0000:86:00.0 | NVIDIA Corporation NVIDIAGRID K2 ot
0000:87:00.0 | NVIDIA Corporation NVIDAGRID K2 SN0t
New device [ Jill PCI Device v Add ]
Compatibility: ESX) 6.0 and later (VM version 11) Cancel

6. Install and configure Windows on the VM:

a. Configure the VM with four virtual CPUs (VCPUs) and 8GB of RAM (as an example
configuration).

b. Install VMware Tools.
c. Join the VM to the Active Directory domain.
Select Allow Remote Connections to This Computer in the Windows System Properties menu.

Download and Install Virtual Machine GPU Drivers
1. Download the VM drivers from the NVIDIA website.
Note: Select 32-bit or 64-bit graphics drivers based on the guest OS type.
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NVIDIA Driver Downloads

Option 1: Manually find drivers for my NVIDIA products.

Product Type: |GRID v
Product Series: | GRID Series v|
Product: |GRID K2 v
Operating System: |Windows 7 64-bit v|
Language: |English (US) v

2. Install the drivers.
a. Acceptthe license terms and agreement and click Next.

® NVIDIA Installer ol @

X

nvibnia

@ System Ci NVIDIA software license agreement

License Agreement Please read the following NVIDIA software license agreement carefully.

mer Use of NVIDIA Software

("LICENSE")

is the agreement which governs use of the software and

i~

Is of NVIDIA Corporation and its subsidiaries
) downloadable herefrom, except for APIs, interface
hanisms | ided or distnbuted therein that
certain hardware or firmware functionality available, including

Cick Agree and Continue if you accept the terms of the agreement

AGREE AND CONTINUE aﬁ&t

b. Select Custom (Advanced) installation and click Next.
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& NVIDIA Installer o] @ (3]

—

nvibDiAa

Installation options

@ Express (Recommended)

: VIDIA
Options Upgrades existing drivers and retains current NVIDIA
settings

@ Custom (Advanced)

Allows you to select the components you want to install
and provides the option for a clean installation

Note: Some flashing might occur during the installation

c. Select the check box for each option, select Perform a Clean Installation, and click Next.

& NVIDIA Installer o] ® (]
X

—

nvibnia

Custom installation options
Select driver components.

Component New Version Current Version

DIA WMI

nView

Perform a clean instaliation

A

The installation begins, and a progress bar appears.
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& NVIDIA Installer = [ <

N

nvinia

Instaling NVIDIA WMI

ﬁ

d. Click Restart Now. Reboot the VM.

Note: After you restart the VM, the mouse cursor might not track properly with the Virtual Network
Computing (VNC) or vSphere console. If so, use Remote Desktop.

3. Install the Citrix XenDesktop HDX 3D Pro Virtual Desktop Agent. Reboot when prompted to do so.

XenDesktop 7.6.300 HDX 3D Pro
HDX 3D Pro optimizes the performance of graphics-intensive programs and media-rich
HDX 3D Pro applications.
Core Components Configuration
Delivery Controller Install the Virtual Delivery Agent (VDA) for HDX 3D Pro?
Features No, install the standard VDA
Firewall Recommended for most desktops, including those enabled with Microsoft RemoteFX.
—— @ ¥es, install the VDA for HDX 3D Pro;
the machine will access a graphics processor for 3D rendering.
Install
Finish

Verify That Applications Are Ready to Supportthe vGPU
To werify that the VM is using the NVIDIA GPU and driver, complete the following steps:

1. Verify that the correct display adapters were installed with Windows Device Manager.
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4 & CTX-GPU-Win7-2 4 & CTX-GPU-Win7-2
. 3 Batteries ) 3P Batteries ) )
. M Computer Before Driver /8 Computer With Driver
' g Disk drives » ¢ Disk drives
4 %, Display adapters « B, Display adapters
&, Standard VGA Graphics Adapter B NVIDIA GRID K2
B VMware SVGA 3D B, VMware SVGA 3D
4 2 CTX-GPU-Win7-2
» 3 Batteries With Driver and
>-¢M& Citrix Devices Citrix HDX 3D Pro VDA

1% Computer
¢ a Disk drives
« ‘&, Display adapters

& Citrix Display Driver (Citrix Systems - WDDM)
&, Citrix Display Mirror Driver
B, Citrix Systems Inc. Display Mirror Driver
%S, NVIDIA GRID K2
& VMware SVGA 3D

2. Connect through the Citrix HDX protocol to the virtual desktop machine and verify that the GPU is
active by viewing the displayed information in the DirectX Diagnostic Tool:

a. Click the Start menu from the VM to which the GRID card pass-through device is attached.
b. Type dxdiag and click Enter when DxDiag appears in the list.

c. After DxDiag launches, click the Display tab to verify that the VM is using the NVIDIA GPU and
driver.
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© GPU-Win7 - Desktop Viewer

@DirectXDiagnosticTool el @

System | Display | Sound | Input

Drivers
Name: NVIDIA GRID K2 Main Driver: nvd3dumx.dll,nvwgf2umx.dl,nvwgf2

Manufacturer: NVIDIA Version: 10.18,13.5442

Chip Type: GRID K2 Date: 10/27/2015 4:16:23PM

DAC Type: Integrated RAMDAC WHQL Logo'd: Yes

Approx. Total Memory: 4055 MB DDI Version: 11

Current Display Mode: 816 x 612 (32 bit) (60Hz) Driver Model: WDDM 1.1

Monitor: Generic Non-PnP Monitor

Devie

DirectX Features
DirectDraw Acceleration: Enabled

Direct3D Acceleration: Enabled

AGP Texture Acceleration: Enabled

Heb un 646 DxDag
[0 o
citrix

3. Verify that all the GRID card controllers are present on the host with the following command:

| lspci | grep NVIDIA

This command returns the following output if you are using two GRID K2 cards.

#*10.10.20.110 - PuTTY

tl 40M4-0

0O Di

0.0 Displ
OM4-01

Note: When you deploy VDGA, it uses the graphics driver from the GPU vendor rather than the
VM’s vVGPU 3D driver. To provide frame-buffer access, VDGA uses an interface between the
remote protocol and the graphics driver.

Configure Virtual GPU Deployment

This section outlines the installation process for configuring an ESX host and VM for vGPU support.
Figure 5 shows the components used for vVGPU support.
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Figure 5) NVIDIA GRID vGPU components.

Up to eight users
supported per
physical GPU
depending on
vGPU profiles

Virtual Machine

Microsoft Windows

Applications

NVIDIA
Graphics Driver

\.

Graphic Commands

. Hypervisor

NVIDIA vGPU
Manager

NVIDIA GRID

GPU

3.6 Configure VMware ESXi Host Server for vGPU Configuration

This section outlines the installation process for configuring an ESX host for vGPU support.

1. First, download the NVIDIA GRID GPU driver pack for vSphere ESXi 6.0 from the VMware vSphere
ESX 6.0 Driver download site.
Note: Do not select the GRID series drivers.
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NVID

A Driver Downloads

Option 1: Manually find drivers for my NVIDIA products.

Product Type: | GRID

Product Series: I NVIDIA GRID wGPU

Product: | GRID K2

Operating System: IVMware vSphere ESXi 6.0

Lol Lo Lel Lo L

Language: I English (US)

2. Enable the ESX Shell and the Secure Shell (SSH) protocol on the vSphere host from the
Troubleshooting menu of the vSphere Configuration Console.

Troubleshoot ing Mode Dptions ESXi Shell

Jisable ESXi Shell

ESXi Shell is Enabled

Disable S5H
Modify ESXi Shell and 55H timeouts state of the
Modify DCUT idle tineout
Restart Hanagement Agents

3. Upload the NVIDIA driver (vVSphere Installation Bundle [VIB] file) to the /tmp directory on the ESXi

host by using a tool such as WinSCP. Shared storage is preferred if you are installing drivers on
multiple senvers. You can also use the VMware update manager.

4. Log in as the root to the vSphere console through SSH with a tool such as Putty.
Note: The ESX host must be in maintenance mode to install the VIB module.

5. To install the NVIDIA VGPU drivers, enter the following command:

esxcli software vib install --no-sig-check -v /<path>/<filename>.VIB

This command returns an output similar to the following screenshot:

14 softvare vib install no-sig-check -v Jemp/NVIDIA-vGPU-kepler-VNuare ESXi 6.0 _Host_Driver 352.5

Note: Although the display states Reboot Required: false, areboot is necessary for the VIB file
to load and for xorg to start.

6. Exitthe ESX host from maintenance mode and reboot the host by using the vSphere web client or by
entering the following commands:

esxcli system maintenanceMode set -e false
reboot

7. After the host reboots successfully, determine whether the kernel module has loaded successfully
with the following command:

esxcli software vib list | grep -i nvidia

This command returns an output similar to the following screenshot:
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-1 nvidia

.54-10EM. 600.0.0.249

Note: See the VMware knowledge base article entitled Installing and configuring the NVIDIA VIB on
ESX for information about removing any existing NVIDIA drivers before installing new drivers for
any VGPU or VDGA test.

8. Confirm GRID GPU detection on the ESX host. To determine the status of the GPU card’s CPU, the

status of the card’s memory, and the amount of disk space left on the card, run the following
command:

nvidia-smi

This command returns an output similar to the following screenshot if you are using two GRID K2
cards:

The NVIDIA system management interface (SMI) also allows GPU monitoring by using the following
command to automatically refresh the display:

nvidia-smi -1

Prepare aVirtual Machine for vGPU Configuration

Use the following procedure to create the VM used later as the VDI base image:

1. Using the vSphere web client, create a new VM. First, right-click a host or cluster, choose New Virtual
Machine, and complete the New Virtual Machine wizard. Unless another configuration is specified,
select the configuration settings appropriate for your environment.
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i <4 Home 0+ ® | oetting Started I Summary | Monitor Manage Related Objects
q J 0 l &l 8 e — Datacenter cPU FREE: 265.92 GH
v [ vesaminifiexpod.local . Hosts: 5
——— 5 LA I S z USED: 1.74 GHz CAPACITY: 267 .66 GH
fiw Datacenter |e —a srd gl Machines: 75
» @ Infrastrug [j Actions - Datacenter k- 3 MEMORY FREE:1.19 T
» B Launcher § Add Host.. Yorks: 6 USED: 62.67 GB CAPACITY: 125 T
» § VDI Grap) % New Cluster... stores: 14 STORAGE FREE: 1148 T
New Foidox ’ USED: 1.50 T8 CAPACITY: 13.08 T
Distributed Switch d
New Virtual Machine w1 New Vitual Machine. . ~
@] New vApp from Library... ‘@ New VM from Library... D.
%9 Deploy OVF Template... Description
>
Storage » ;"St is empty. \
|

2. Select ESX 6.0 and Later from the Compatible With menu. This configuration enables the latest
features, including the mapping of shared PCI devices, which is required for the VGPU.

791 New Virtual Machine

1 Select creation type Select compatibility
Select compatibility for this vifual machine depending on the hosts in your emironment
1a Select a creation type
2 Edit settings The host or cluster supports more than one Yiware virual machine version, Seledt a compatibility for the vidual machine,

2a Selecta name and folder

2b Selecta compute resource  Compatible with: [Esms.u and later ] -7 ] i ]

| I . . .
2¢ Selec slorage This virtual machine uses hardware version 11 and provides the best performance and |atest features

available in ESXI 6.0

2e Select a guast OS
2 Customize hardware

3 Readyto complete

Cancel

3. When customizing the new VM hardware, add a new shared PCI device, select the appropriate GPU
profile, and resene all VM memory.

Note: If you are creating a new VM and using the vSphere web client's VM console functions, then
the mouse is not usable in the VM until after both the operating system and the VMware tools
have been installed. If you cannot use the traditional vSphere client to connect to the VM, do
not enable NVIDIA GRID vGPU at this time.
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| T New Virtual Machine

1 Select creation type Customize hardware
Configure the virtual maching hardware
1a Select a creation type

BELICETD virtual Hardware | ¥M options | SRS Rules |

2a Selecta name and folder » [ Video card | Specify custorn seffings

2b Select a compute resource .
g o YMCI device

2c Select storage » (@) Mew SATA Controller

2d Select compatibility » Other Devices

2e Selecta guest 05

I + New PCI device | HVIDIA GRID vGPU x

GPU Profile grid_k280g x I

3 Reaidy to complete y L . P
& warming: The VM will not power on until its memery reservation equals its memony

size.

Reserve all memony

& Mote: Some viual maching operations are unavailahle when PCUPCle
passthrough devices are present You cannot suspend, migrate with viotion, or
take or restore snapshots of suchvitual machines.

The maximurm number of devices ofthis type has been reached.

New device: | J@ Shared PCI Device |- Add

Compatibility. ESX 6.0 and later (VM version 11)

Back HNext Cancel

4. Install and configure Windows on the VM:

a. Configure the VM with the appropriate amount of VCPU and RAM according to the GPU profile
selected.

b. Install the VMware tools.
Join the VM to the Active Directory domain.
Select Allow Remote Connections to This Computer in the Windows System Properties menu.

GRID K1 and K2 Profile Specifications

The GRID vGPU allows up to eight users to share each physical GPU. vVGPU assigns the graphics
resources of the available GPUs to VMs using a balanced approach. Each GRID K1 card has four GPUs,
allowing 32 users to share a single card. Each GRID K2 card has two GPUs, allowing 16 users to share a
single card. Table 4 summarizes the user profile specifications.

For more information, see the NVIDIA GRID Resources page.

Table 4) User profile specifications for GRID K1 and K2 cards.

NVIDIA Virtual Application | Graphics | Max Maximum [ Maximum Use Case

GRID GPU Certification | Memory | Display Resolution | Users per

Card Profile in MB per User per Board
Display

3 K280Q Yes 4,096 4 2,560 x 2 Designer
1,600

K260Q Yes 2,048 4 2,560 x 4 Designer
1,600 and power
user
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NVIDIA Virtual Application | Graphics | Max Maximum | Maximum  Use Case
GRID GPU Certification | Memory | Display Resolution | Users per
Card Profile in MB per User per Board
Display
K240Q Yes 1,024 2 2,560 x 8 Designer
1,600 and power
user
K220Q Yes 512 2 2,560 x 16 Power user
1,600
GRID K1 K180Q Yes 4,096 4 2,560 x 4 Power user
1,600
K160Q Yes 2,048 4 2,560 x 8 Power user
1,600
K140Q Yes 1,024 2 2,560 x 16 Knowledge
1,600 worker
K120Q Yes 512 2 2,560 x 32 Knowledge
1,600 worker

NVIDIA vGPU Software (Driver) and Citrix HDX 3D Pro Agent Installation

Use the following procedure to install the GRID VGPU drivers on the desktop VM and to install the HDX
3D Pro VDA to prepare this VM for management by the XenDesktop controller. To fully enable vVGPU
operation, the NVIDIA driver must be installed.

Before the NVIDIA driver is installed on the guest VM, Device Manager shows the standard VGA graphics

adapter.

2y Device Manager
File Action View Help

e Ao SRR ? Bo AN &

L)

4 & CTX-GPU-Win7-1
P Batteries
/& Computer
¢ a Disk drives
4 B, Display adapters
&, Standard VGA Graphics Adapter
B VMware SVGA 3D

1. Copy the Windows drivers from the NVIDIA GRID vGPU driver pack downloaded earlier to the master
VM. Alternatively, download the drivers from the NVIDIA drivers download page and extract the

contents.

Note: Do not select the GRID Series
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NVIDIA Driver Downloads

Option 1: Manually find drivers for my NVIDIA products,

Product Type: IGRID

Product Series: | NVIDIA GRID vGPU

Product: | GRID k2

Operating System: |UMware vSphere ESXi 6.0 A

Ll Lol Lo Lo Lo

Language: I English (US)

2. Copy the 32-bit or 64-bit NVIDIA Windows driver from the vVGPU driver pack to the desktop VM and
run setup.exe.

":_5 352.54-354. 1 3-nvidia-grid-vgpu-release-nates. pdf
i 352.54-354, 1 3-nvidia-grid-vgpu-user-guide. pdf

& 354.13_grid_kepler_win8_win7_64bit_international.exe

@ 354.13_grid_kepler_win8_win7_international.exe
) 354.13_grid_kepler_win10_64bit_international.exe
) 354.13_grid_kepler_win10_international.exe

_ NVIDIA-vGPU-kepler-YiMware_ESXi_6.0_Host_Driver_352.54-10EM.600.0.0,2494585.vib

Note: The VGPU host driver and guest driver versions must match. Do not attempt to use a newer
guest driver with an older vGPU host driver or an older guest driver with a newer VGPU host
driver. In addition, the vGPU driver from NVIDIA is a different driver than the GPU pass-
through driver.

3. Install the graphics drivers with the Express option. After the installation has been completed
successfully, restart the VM.

Note: Make sure that remote desktop connections have been enabled. After this step, console
access might not be available to the VM when connecting from a vSphere client.
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& NVIDIA Installer o B (3

X

nvinia

Installation options

@ Express (Recommended)

Upgrades existing drivers and retains current NVIDIA

Options
settings

@ Custom (Advanced)

Allows you to select the components you want to nstal
and provides the option for a clean instakation

Note: Some flashing might occur during the installation

4. To validate the successful installation of the graphics drivers and the vVGPU device, open Windows
Device Manager and expand the Display Adapter section.

.= Device Manager B=nRON X"
File Action View Help
&= | m Hml &

4 1= CTX-GPU-Win7-1
-_@ Batteries
' Computer

4 & Display adapters
& NVIDIA GRID K280Q

B WMware SYGA 3D

Cg IDE ATASATAPI controllers

— Keyboards

}ﬂ Mice and other pointing devices
A Monitors

a¥ Network adapters

) Processors

< Storage controllers

K Systern dewvices
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Note:

— The GPU driver senice is not running.
— The GPU driver is incompatible.

To start the HDX 3D Pro VDA installation, mount the XenApp and XenDesktop 7.6 (or later) ISO
image on the VM or copy the Feature Pack VDA installation media to the virtual desktop VM.

Install Citrix XenDesktop HDX 3D Pro Virtual Desktop Agent. Reboot when prompted to do so.

If you continue to see an exclamation mark, the following issues are the most likely cause:

XenDesktop 7.6.300

v Environment

HDX 3D Pro

Core Components
Delivery Controller
Features

Firewall

Summary

Install

Finish

HDX 3D Pro

HDX 3D Pro optimizes the performance of graphics-intensive programs and media-rich

applications.

Configuration

Install the Virtual Delivery Agent (VDA) for HDX 3D Pro?

No, install the standard VDA

Recommended for most desktops, including those enabled with Microsoft RemoteFX.

(®) Yes, install the VDA for HDX 3D Pro

Recommended if the machine will access a graphics processor for 3D rendering.

Express

7. Reboot the VM after VDA for HDX 3D Pro has been installed successfully.
XenDesktop 7.6.300 Finish Installation
v Environment The installation completed successfully. v Success
+ HDX 3D Pro .
Prerequisites
+ Core Components v Microsoft Visual x64 C++ 2013 Runtime Installed
+ Delivery Controller v Microsoft Visual x86 C++ 2013 Runtime Installed
+ Microsoft Visual x64 C++ 2010 Runtime Installed
¥ Features v Microsoft Visual x86 C++ 2010 Runtime Installed
+ Firewall ' Microsoft Visual x64 C++ 2008 Runtime Installed
v Summary Core Components
+ Virtual Delivery Agent Installed
+ Install
. Post Install
Kl + Component Initialization Initialized
|#| Restart machine
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After the HDX 3D Pro Virtual Desktop Agent has been installed and the VM has been rebooted
successfully, install the graphics applications, benchmark tools, and sample models that you want to
deliver to all users. Refer to this Citrix blog for a list of graphics tools that you can use for evaluation and
testing purposes.

Verify That Applications Are Ready to Use vGPU Support
Verify that the NVIDIA driver is running by completing the following steps:

1. Right-click the desktop. The NVIDIA control panel is listed in the menu; select it to open the control
panel.

2. Select System Information in the NVIDIA control panel to see the VGPU that the VM is using, the
capabilities of the VGPU, and the NVIDIA driver version that is loaded.

© GPU-Win7 - Desktop Viewer

Y NVIDIA Control Panel
File Edit Desktop Help

e Back ~ @ ’ \h
Select a Task... AT : ‘
5 3 Settngs . Adjust Image Settings with Preview

e Restore Defaults

Manage 3D settings This page allows you to preview changes you make to the image and rendering setting: ‘

(= Display default settings for your hardware-accelerated 3D applications that utilize Direct3D or O
Change resolution
Set up multiple displays ‘
(=) Video : Preview:
Adjust video color settings
Adjust video image settings

What do I look for? [
Moving towards the ©) Let the 3D application decide

Performance side will : / ’

ST T AT (©) Use the advanced 3D image settings ~ Take me there

‘ but curved lines will () Use my preference emphasizing: Quality

appear jaqged.

System Information Mas doirs Sriasiapcln Shn

' " . m,,.. p
e - O B
chmx

Why Use NVIDIA GRID vGPU for Graphic Deployments?

GRID vGPU allows multiple virtual desktops to share a single physical GPU, and it allows multiple GPUs
to reside on a single physical PCI card. All virtual desktops that use GRID vGPUs provide the 100%
application compatibility characteristic of VDGA pass-through graphics, but with lower cost because
multiple desktops share a single graphics card. With XenDesktop, you can centralize, pool, and more
easily manage traditionally complex and expensive distributed workstations and desktops. Now all of your
user groups can take advantage of the benefits of virtualization.
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The GRID VGPU brings the full benefits of NVIDIA hardware-accelerated graphics to virtualized solutions.
This technology provides exceptional graphics performance for virtual desktops equivalent to local PCs
that share a GPU among multiple users.

GRID vGPU is the industry's most advanced technology for sharing true GPU hardware acceleration
among multiple virtual desktops without compromising the graphics experience. Application features and
compatibility are exactly the same as they would be at the user's desk.

With GRID vGPU technology, the graphics commands of each VM are passed directly to the GPU,
without translation by the hypenisor. By allowing multiple VMs to access the power of a single GPU in the
virtualization senver, enterprises can increase the number of users with access to true GPU-based
graphics acceleration on VMs.

The physical GPU in the server can be configured with a specific VGPU profile. Organizations have a
great deal of flexibility in how to best configure their seners to meet the needs of the various types of end
users. VGPU support allows businesses to use the power of the NVIDIA GRID technology to create a
whole new class of VMs designed to provide end users with a rich, interactive graphics experience.

In any given enterprise, the needs of individual users vary widely. One of the main benefits of GRID
VGPU is the flexibility to use various VGPU profiles designed to serve the needs of different classes of
end users. Although the needs of end users can be diverse, for simplicity, users can be grouped into the
following categories: knowledge workers, designers, and power users.

Knowledge workers typically require office productivity applications, a robust web experience, and fluid
video playback. Knowledge workers hawve the least-intensive graphics demands, but they expect the
same smooth, fluid experience that exists natively on today’s graphics-accelerated devices such as
desktop PCs, notebooks, tablets, and smartphones.

Power users typically run more demanding office applications, such as office productivity software, image-
editing software such as Adobe Photoshop, mainstream CAD software such as Autodesk AutoCAD, and
product lifecycle management applications. These applications are more demanding and require
additional graphics resources with full support for APIs such as OpenGL and Direct3D.

Designers typically run demanding professional applications such as high-end CAD software and
professional digital content creation (DCC) tools. Examples include Autodesk Inventor, PTC Creo,
Autodesk Revit, and Adobe Premiere. Historically, designers have used desktop workstations and have
been a difficult group toincorporate into virtual deployments because of their need for high-end graphics
and the certification requirements of professional CAD and DCC software.

VGPU profiles allow the GPU hardware to be time-sliced to deliver exceptional shared virtualized graphics
performance.
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Fgure 6) GRID vGPU GPU system architecture.
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3.7 Additional Configurations

Install HDX 3D Pro Virtual Desktop Agent with CLI

When you use the installer's GUI to install a VDA for a Windows desktop, select Yes on the HDX 3D Pro
page. When you use the CLI, include the /enable hdx 3d pro option with the XenDesktop
VdaSetup.exe command.

To upgrade HDX 3D Pro, uninstall both the separate HDX 3D for Professional Graphics component and
the VDA before installing the VDA for HDX 3D Pro. Similarly, to switch from the standard VDA for a
Windows desktop to the HDX 3D Pro VDA, uninstall the standard VDA and then install the VDA for HDX
3D Pro.

Install and Upgrade NVIDIA Drivers

The NVIDIA GRID API provides direct access to the frame buffer of the GPU, providing the fastest
possible frame rate for a smooth and interactive user experience. If you install NVIDIA drivers before you
install a VDA with HDX 3D Pro, NVIDIA GRID is enabled by default.

1. To enable GRID on a VM, disable Microsoft Basic Display Adapter from the Device Manager. To do
so, run the following command:

Montereyenable.exe -enable -noreset

2. Restart the VDA.

3. If you install NVIDIA drivers after you install a VDA with HDX 3D Pro, GRID is disabled. Enable GRID
by using the MontereyEnable tool provided by NVIDIA.

To disable GRID, run the following command:
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|Montereyenable.exe -disable -noreset

4. Restart the VDA.

HDX Monitor

Use the HDX Monitor tool (which replaces the Health Check tool) to validate the operation and
configuration of HDX \isualization technology and to diagnose and troubleshoot HDX problems. To
download the tool and learn more about it, see the Citrix HDX Monitor download page.

Optimize the HDX 3D Pro User Experience

To use HDX 3D Pro with multiple monitors, be sure that the host computer is configured with at least as
many monitors as there are monitors attached to user devices. The monitors attached to the host
computer can be either physical or virtual.

Do not attach a monitor (either physical or virtual) to a host computer while a user is connected to the
virtual desktop or any application providing the graphical application. Doing so can cause instability for
the duration of a user's session.

Let your users know that changes to the desktop resolution (by them or an application) are not supported
when a graphical application session is running. After closing the application session, a user can change
the resolution of the desktop viewer window in the Citrix Receiver Desktop Viewer preferences.

When multiple users share a connection with limited bandwidth (for example, at a branch office), Citrix
recommends that you use the owerall session bandwidth limit policy setting to limit the bandwidth
available to each user. This setting helps make sure that the available bandwidth does not fluctuate
widely as users log on and off. Because HDX 3D Pro automatically adjusts to make use of all the
available bandwidth, large variations in the available bandwidth over the course of user sessions can
negatively affect performance.

For example, if 20 users share a 60Mbps connection, the bandwidth available to each user can vary
between 3Mbps and 60Mbps, depending on the number of concurrent users. To optimize the user
experience in this scenario, determine the bandwidth required per user at peak periods and limit users to
this amount at all times.

For users of a 3D mouse, Citrix recommends that you increase the priority of the generic USB redirection
virtual channel to 0. For information about changing the virtual channel priority, see Change Virtual
Channel Priority in XenDesktop (CTX128190).

GPU Acceleration for Windows Server OS: DirectX, Direct3D, and WPF Rendering

DirectX, Direct3D, and WPF rendering is available only on servers with a GPU that supports display driver
interface version 9ex, 10, or 11:

e Windows Server 2008 R2, DirectX, and Direct3D require no special settings to use a single GPU.

e For Windows Sener 2012, Remote Desktop Senices (RDS) sessions on the remote desktop session
host senver use the Microsoft Basic Render driver as the default adapter. To use the GPU in RDS
sessions on Windows Server 2012, select Use the Hardware Default Graphics Adapter for All Remote
Desktop Senices Sessions in the group policy by selecting Local Computer Policy > Computer
Configuration > Administrative Templates > Windows Components > Remote Desktop Senices >
Remote Desktop Session Host > Remote Session Environment.

e On Windows Server 2008 R2 and Windows Sener 2012, all DirectX and Direct3D applications
running in all sessions use the same single GPU by default. To enable experimental support for

distributing user sessions across all eligible GPUs for DirectX and Direct3D applications, create the
following settings in the registry of the server running Windows Sener sessions:

[HKEY LOCAL MACHINE\SOFTWARE\Citrix\CtxHook\AppInit Dl1ls\Graphics Helper]
"DirectX"=dword: 00000001
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[HKEY LOCAL MACHINE\SOFTWARE \Wow6432Node \Citrix\CtxHook\AppInit D1ls\Graphics Helper]
"DirectX"=dword: 00000001

To enable rendering by WPF applications by using the server's GPU, create the following settings in
the registry of the server running Windows Server sessions:

[HKEY LOCAL MACHINE\SOFTWARE\Citrix\CtxHook\AppInit D1ls\Multiple Monitor Hook]
"EnableWPFHook"=dword:00000001

[HKEY LOCAL MACHINE\SOFTWARE \Wow6432Node\Citrix\CtxHook\AppInit Dlls\Multiple Monitor Hook]
"EnableWPFHook"=dword:00000001 -

GPU Acceleration for Windows Server OS: Experimental GPU Acceleration for
CUDA or OpenCL Applications

Experimental support is provided for GPU acceleration of CUDA and OpenCL applications running in a
user session. This support is disabled by default, but you can enable it for testing and evaluation
purposes.

e To use the experimental CUDA acceleration features, enable the following registry settings:

[HKEY LOCAL MACHINE\SOFTWARE\Citrix\CtxHook\AppInit Dl1ls\Graphics Helper] "CUDA"=dword: 00000001
[HKEY LOCAL MACHINE\SOFTWARE \Wow6432Node \Citrix\CtxHook\AppInit D1ls\Graphics Helper]
"CUDA"=dword: 00000001

e To use the experimental OpenCL acceleration features, enable the following registry settings:

[HKEY LOCAL MACHINE\SOFTWARE\Citrix\CtxHook\AppInit D11ls\Graphics Helper] "OpenCL"=dword:00000001
[HKEY LOCAL MACHINE\SOFTWARE \Wow6432Node \Citrix\CtxHook\AppInit D1ls\Graphics Helper]
"OpenCL"=dword:00000001

OpenGL Software Accelerator

The OpenGL Software Accelerator is a software rasterizer for OpenGL applications such as ArcGIS,
Google Earth, Nehe, Maya, Blender, Voxler, CAD, and CAM. In some cases, the OpenGL Software
Accelerator can eliminate the need to use graphics cards to deliver a good user experience with OpenGL
applications.

Note: The OpenGL Software Accelerator is provided as is and must be tested with all applications. It
might not work with some applications and should be tried if the Windows OpenGL rasterizer
does not provide adequate performance. If the OpenGL Software Accelerator works with your
applications, it can be used to awid the cost of GPU hardware.

The OpenGL Software Accelerator is provided in the support folder on the installation media and is
supported on all valid VDA platforms.

Try the OpenGL Software Accelerator in the following cases:

e |If the performance of OpenGL applications running in VMs is a concern, try the OpenGL accelerator.
For some applications, the accelerator outperforms the Microsoft OpenGL software rasterizer that is
included with Windows because the OpenGL accelerator uses SSE4.1 and AV X The OpenGL
accelerator also supports applications using OpenGL up to version 2.1.

e For applications running on a workstation, first try the default version of OpenGL support provided by
the workstation's graphics adapter. If the graphics card is the latest version, it should deliver the best
performance in most situations. If the graphics card is an earlier version or does not deliver
satisfactory performance, try the OpenGL Software Accelerator.

e 3D OpenGL applications that are not adequately delivered using CPU-based software rasterization

might benefit from OpenGL GPU hardware acceleration. This feature can be used on bare-metal
devices or VMs.
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4 Conclusion

The combination of Cisco UCS Manager, Cisco UCS C240 M4 rack servers, NVIDIA GRID K1 and K2 or
Tesla cards using VMware vSphere ESXi 6.0, and Citrix XenDesktop 7.6 provides a high-performance
platform for virtualizing graphics-intensive applications.

NetApp FAS provides high performance for the processing of graphics files on CIFS shares and the VDI
environment for shared storage. The combination of both Cisco and NetApp in a FlexPod Express
converged infrastructure provides excellent performance for GPU users. With the guidance in this
document, our customers and partners are ready to host a growing list of graphics applications.

The following key findings were observed during the reference architecture configuration:

Use the drivers prescribed in this document for NVIDIA configuration.

Use NetApp storage for the VDI write cache and infrastructure environment.

The use of Flash Pool storage caching is very beneficial.

Use NetApp CIFS for the Citrix PVS WDisks, user profile management profiles, and home directories.
NetApp CIFS provides very high performance for processing large video graphics data workloads.
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