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Abstract

The e�ective layout of pipelines for mass transportation of oil/gas is a major area of

research in the present world. Due to fracture of pipelines, long-lasting and catastrophic

hazards may be initiated. Hence, study of dynamic fracture of pipeline steel (PS) is

a major research topic in pipeline industry. In many colder parts of the world, like

northern Canada, the temperature varies from about -50◦C in winter to +35◦C in

summer. Hence a thorough knowledge of the temperature dependent performance of PS

is crucial for e�cient design of pipelines. The present thesis aims to address this issue

by studying the e�ects of temperature variation on dynamic fracture characteristics of

PS.

The present work aims to develop a temperature dependent cohesive zone model

(CZM)-based �nite element (FE) analysis to simulate drop weight tear test (DWTT)

(Chanda and Ru, 2015a). The primary work of this project is to identify the key CZM

parameters that are a�ected by temperature variations and co-relate these parameters

with known mechanical properties of PS (Chanda and Ru, 2015b). Based on these

correlations, a temperature dependent cohesive zone model has been presented. To

achieve this goal, the true stress strain behavior of pipeline steel have been represented

by a modi�ed form of Johnson & Cook model (Johnson and Cook, 1985) and a non-

linear temperature dependency of fracture toughness for PS has been employed. The

FE modeling of the CZM has been done using Abaqus/CAE 6.13. The model has been
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validated by comparing with the load-displacement curves from actual DWTT (Shim

et al., 2010).

The FE simulations of DWTT enable us to study the dynamic fracture behavior of

PS at di�erent temperatures. In this analysis, the time history of crack propagation

for six di�erent temperatures has been plotted. The obtained relationships show a

region of steady-state crack growth during which toughness parameters like crack tip

opening angle (CTOA) and crack tip opening displacement (CTOD) remain almost

constant. This observation corresponds to experimental �ndings in this area (Kan-

ninen et al., 1979, Yuan and Brocks, 1991). Further, the steady state energy from

load-displacement curve seems to decrease steeply with decrease in temperature. The

steady state toughness parameters like CTOA and CTOD have been obtained for each

simulation. These toughness parameters were found to exhibit an increase with in-

crease in temperature which can be formulated using an exponential relation. These

results are consistent with temperature variation of experimentally determined CTOD

values for steel reported in the literature (Ebrahimi and Seo, 1996, Sorem et al., 1991).

In short, the present thesis reports a simple but holistic approach to analyze the

fracture behavior of PS at varying temperature using a temperature dependent CZM-

based FE model.
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Chapter 1

Introduction

1.1 Pipeline's role in modern oil and gas industry

In the words of Mother Teresa, "To keep a lamp burning, we have to keep putting oil

in it". Even though the sentence has deeper meaning, it also shows the quintessential

need for oil and gas in the present world. Renewable sources of energy might show a

promising new future. However, in the present world it is hard to imagine life without

oil and gas, be it the need of a simple oil-lamp, essential commodities like medicine,

clothing and plastic or huge aircrafts. Transportation, prepared food, industries, in

fact everything that you can think of is directly or indirectly related to oil/gas in some

way. This brings in the need for transportation of oil/gas to places where oil and gas

are not abundant. Oil/gas transportation can be done in a number of ways. It can be

broadly classi�ed into land and marine transportation, which includes rail transport,

road transport (oil trucks), pipelines, and ocean-going tankers and barges. However,

for mass terrestrial transportation of oil, pipelines remain the most popular among

other methods like road transport or rail transport. This is mainly because of the

following reasons:
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1. Pipelines are more cost-e�ective than the alternative transportation options.

2. They require signi�cantly less energy to operate than operating trucks or rail and

have a much lower carbon footprint.

3. It is not feasible to have a large-scale transportation of oil or natural gas by

tanker truck or rail.

4. Pipeline transport (underground) of oil/gas is safer than road/rail transport due

to more human involvement in the later case.

5. Road transport of oil/gas is always subjected to road and weather conditions,

tra�c etc. and the exact delivery time may vary, whereas in pipeline transport,

the quantity of oil/gas transported is virtually independent of these factors.

According to Canadian Energy Pipeline Association (CEPA), there are enough

underground natural gas and liquids pipelines in Canada to circle the Earth at the

equator twenty times if laid end-to-end. The impact of the oil/gas industry on Canadian

economy is huge, especially in Alberta. It is estimated that Canadians rely on natural

gas and products made from crude oil to meet more than two-third of their energy

needs. More than half the homes in Canada are heated by furnaces that burn natural

gas. Natural gas speci�cally meets almost half of the energy needs to run the industries.

Oil and gas are used to make hundreds of household and pharmaceutical products. In

2013 alone, the value of Canadian exports of crude oil and natural gas was more than

81 billion dollars. The pipeline and energy industries also provide employment to

thousands of Canadians. With these points in mind, it is of utmost need that the

safety and e�ciency of pipeline transport of oil/gas is not compromised.
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1.2 Historical importance of temperature dependence

of fracture

Many catastrophic and fatal incidents in the past century caused due to temperature

variation brought the attention to study temperature e�ect on materials in greater

detail. The importance of temperature dependence of fracture process was felt way

back in 1919 during the Great Boston Molasses Flood. Due to the sudden bursting

of a molasses tank in Boston, there was a wave of molasses with a speed of upto

56 km/hr. There was 21 casualties and around 150 people injured during the incident.

The smell of molasses was felt in the streets of Boston even decades later. The primary

cause of the sudden bursting/fracture of the tank was attributed to a rapid �uctuation

of temperature from below 0◦C. This incident brought the attention to the fact that

temperature e�ects can play a major role in failure of materials.

The second event which brought the whole concept of fracture mechanics into the

picture was the incident of Liberty Ship failure. It is estimated that 2708 Liberty Ships

were constructed between 1939 to 1945 and subsequently 1031 cases of damages and

accidents were reported due to fracture (Kobayashi and Onoue, 1943). An interesting

observation was that the warm waters of the South Paci�c reported a signi�cantly less

number of fractures whereas most of the reported cases of ship failure were in the cold

waters of the North Atlantic. These incidents and observations brought the importance

of temperature dependence of fracture into the eyes of the scienti�c community.

1.3 Fracture of pipelines

Ruptures in pipelines has been a major cause of concern for linepipe transportation

since ages. According to National Energy Board, Canada, from 1992 to 2012, thirty-
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�ve cases of pipeline rupture has been reported to have occurred on Federally-regulated

oil and gas pipelines in Canada. Rupture of pipelines can occur due to a variety of

causes. The most predominant causes are listed in Table 1.1.

Table 1.1: Causes of pipeline rupture in Canada from 1992 to 2012 as reported by
National Energy Board, Canada

Cause Number of cases Percentage

Cracking 12 34.3

Metal loss 10 28.6

Improper Operation 4 11.4

External Interference 3 8.6

Material, Manufacturing or Construction 3 8.6

Geotechnical Failure 2 5.7

Fire 1 2.8

According to reports published by National Energy Board, Canada from 1992 to

2012, 34.3% of the 35 reported cases of pipeline ruptures were caused due to cracking

alone. There were reported cases of long propagating fractures in gas pipelines even

in the 1950s. For example, a 5.6 km brittle fracture of a 24 inch pipeline was reported

in Venezuela in 1958 and similarly a 13 km brittle fracture of a 30 inch pipeline in

New Mexico in 1960. These incidents show that there still is a need for more advanced

research on fracture initiation, as well as propagation for e�cient and trustworthy

design of pipelines.
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1.4 Temperature e�ects on fracture of pipelines

From 1992 to 2012, about six cases of fracture of pipelines were recorded by National

Energy Board, Canada. Interestingly, all six of these cases occurred in regions experi-

encing extremes of temperature. Further, the annual extreme minimum temperature

for most of them goes below -40◦C. This shows the importance of a more detailed anal-

ysis of the dynamic fracture in pipelines, with special consideration of temperature

e�ects. This is the primary objective of the present research.

Temperature variation around pipelines even have a number of indirect e�ects. For

example, with the increase in temperature, a higher rate of corrosion of the pipelines

can occur. Typically between 60◦C and 80◦C, the corrosion rate reaches a maximum

(Ne²i¢, 2007). Temperature di�erences around pipelines can also induce or initiate

signi�cant environmental impacts (Széplaky et al., 2013).

1.5 Objectives of the thesis

The primary objective of the thesis is to present a temperature dependent cohesive

zone model for pipeline steel (PS) and implement it through a �nite element (FE)

model that can explain and analyze the fracture behavior of PS in great detail. The

pipeline material that has been used here is X80 steel. The detailed objective of the

present research can be explained by the following points:

1. The �rst objective is to identify the key parameters of CZM and �nd its cor-

responding relationships with the known mechanical properties of the material

under analysis. In order words, this objective aims to bridge the gap between clas-

sical solid mechanics and fracture mechanics by �nding plausible inter-relations

between them.
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2. Once the key CZM parameters are identi�ed, a temperature dependence of all the

CZM parameters need to be established. To this end, the inter-relation of CZM

parameters with the known mechanical properties is exploited. A temperature

dependent and strain rate dependent constitutive strength model for PS has been

established to achieve this objective.

3. Using the CZM parameters and their known temperature dependence, traction

separation law (TSL) for PS at di�erent temperatures are to be generated. The

identi�cation and generation of an appropriate TSL is not an easy task and forms

a very crucial part of the present research.

4. The next objective is to generate a robust FE model based on the temperature

dependent CZM for detailed fracture analysis of PS. The FE model was designed

to simulate a Drop Weight Tear Test (DWTT).

5. Using the FE simulations, the temperature variations of the essential toughness

parameters such as CTOA and CTOD are determined. The temperature depen-

dency of crack length propagation and crack speed has also been identi�ed to

account for the steady state crack propagation.

Based on the temperature dependent CZM-based FE model, the present study thus

enables us to obtain the dynamic fracture behavior of X80 steel at di�erent tempera-

tures.
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Chapter 2

Background on pipeline steel

Materials used in line pipes are subjected to various combination of linear and trans-

verse stress. A detailed knowledge of the mechanical behavior of materials is desired

for an appropriate structural design of any kind. It helps engineers to determine the

factor of safety for the design and to ensure that the deformation and de�ection is not

so huge so as to cause a failure of the structure. Most of the mechanical of materials

indicate the response of the material to an applied load, either tensile, compressive or

shear.

One of the objectives of the present research is to relate the cohesive zone model

(CZM) parameters with the known mechanical properties of steel. To this end, a brief

but robust idea of the mechanical behavior of pipeline steel (PS) is essential for our

analysis. This chapter gives an introduction to these aspects of PS. This chapter also

provides a brief idea about the di�erent grades of PS, toughness testing methods and

cohesive zone modeling of PS.
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2.1 Pipeline steel

The need for transportation of oil/gas for long distance economically and e�ectively

gave rise to the utilization of high strength steel for manufacturing pipelines. The

primary bene�t of using high strength steel for long distance pipelines is the reduced

installation cost. This is because of the possibility of reduction of wall thickness to

diameter ratio of the pipeline, which in turn, reduces the material cost (Cen, 2012).

In this section, the main grades of high strength PS that is in use in the pipeline

industry will be introduced. The nomenclature of PS indicates the speci�ed minimum

yield strength (SMYS) of the steel in ksi which are displayed in Table 2.1. Table

2.1 also provides the chemical composition of these high strength steels (Cen, 2012,

Coseru et al., 2013, G. Demofonti, G. Mannucci and Harris., 2004, Godefroid et al.,

2014, Terada et al., 1997, Wang et al., 2001).

Table 2.1: Chemical composition of di�erent grades of steel used for linepipes.

Grade SMYS Chemical Composition

in MPa (in ksi) (wt. %)

X52 359 (52) 0.07-0.2% C, 0.80% Mn, 0.27% Si, <0.01 % Mo etc.

X65 448 (65) 0.05-0.14% C, 1.0-1.5% Mn, 0.15-0.35% Si, 0.25 % Mo etc.

X70 482 (70) 0.06-0.10% C, 1.80% Mn, 0.39% Si, 0.302 % Mo etc.

X80 551 (80) 0.06-0.08% C, 1.7% Mn, 0.36% Si, 0.302 % Mo etc.

X100 689 (100) 0.05-0.06% C, 1.91-1.95% Mn, 0.31-0.35% Si, 0.30% Mo etc.

From the mechanical point of view, we are mainly interested in the increase in yield

strength of PS which reduces the overall installation cost. However, this increase in

yield strength reduces the ductility of the material. Failure of the material is expected

to occur with lesser elongation as yield strength increases. Thus the choice of pipeline
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material plays a very important role in the e�cient and long-lasting functioning of the

linepipes. In this work, we would be primarily restricted to the study of X80 steel.

2.1.1 X80 steel

X80 steel was �rst manufactured by Europipe in 1984 (Cen, 2012), which were used

in several pipeline installation in Europe and North America. As seen from Table

2.1, the percentage of carbon in X80 steel in lower than the other lower grades, and

thus contributed to the steel having excellent �eld weld-ability. This kind of steel is

normally manufactured by thermo-mechanical rolling, followed by accelerated cooling.

2.2 Stress-strain curves for pipeline steel

A stress strain curve (SSC) for any material is the relationship between the extent of

deformation and stress for that material. For quasistatic loading, simple stress-strain

tests can be performed to determine the stress-strain relationship for a material. One

of the most common and universally accepted stress strain test is the uniaxial tensile

test (William D. Callister, 2001). In such a test, a specimen of the material is subjected

to a gradually increasing load that is applied uniaxially along the axis of the specimen.

The testing machine ideally elongates the specimen at a constant rate until the point

of complete fracture, and simultaneously records the instantaneous applied load and

resulting elongation. The engineering SSC can be easily obtained from the recorded

data for the specimen. A typical circular tensile test specimen is shown in Figure

2.1. A number of SSCs for commercially available PS such as X70, X80 and X100 are

shown in Figure 2.2. These curves have been assembled from di�erent research works

(Bai et al., 2014, Han et al., 2009, Qiu, 2010, Rudland et al., 2003, Wang et al., 2001,

Wilkowski et al., 2008).
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Figure 2.1: Standard specimen for uniaxial tensile test with circular cross-section
(William D. Callister, 2001).

Figure 2.2: Stress strain curve for PS for room temperature.
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Figure 2.3: True stress strain curves at three di�erent temperatures for X80 steel
(Akselsen et al., 2012, Jung et al., 2013, Ren and Ru, 2013).

2.2.1 Temperature-dependent stress-strain curves for pipeline

steel

The stress strain behavior for the same material vary signi�cantly with temperature.

Obtaining SSCs at di�erent temperatures experimentally is a very challenging task.

This is because a constant temperature has to be maintained throughout the exper-

iment. Very low or very high temperatures would impair the involvement of human

workers near test setup. Also this is expected to produce errors in reading, mainly

due to the thermal damage and thermal expansion or contraction of the instruments

involved. Inspite of the challenges, SSCs at di�erent temperatures for X80 have been

presented by Xu et al. (2010), Jung et al. (2013) and Akselsen et al. (2012). Figure 2.3

shows three true SSCs at di�erent temperatures that is relevant to the present research.
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2.2.2 Relationship between ultimate stress and temperature

A huge number of research (Anderberg, 1988, Burns and Z. J. Bilek, 1973, Chen et al.,

2006, Johnson and Cook, 1983) has been done to relate tensile strength and yield

strength with temperature for steel. Almost unanimously in all these analysis, we see

a decrease in strength of materials with increase in temperature. Kotilainen (1979)

presented a mathematical model, known as Yaroshewich-Ryvkina model (Eq.(2.1)) to

capture the temperature dependency of ultimate tensile strength.

σu = a+ b exp(−cT ) (2.1)

where σu and T are ultimate tensile strength and temperature in absolute scale re-

spectively. a, b and c are constants that could be determined by matching the curve

with known data points. The values of the constants for X80 steel were found to be

a = 750 N/mm2, b = 1227 N/mm2 and c = 0.0126 K−1 respectively. An order of

magnitude comparison of the constants were also performed with results from Shin

et al. (2006) to further con�rm the validity of this equation for PS. Figure 2.4 pro-

vides deeper insight into the above method. In the �gure the red circles represent the

data points obtained from the literature for X80 steel (Akselsen et al., 2012, Ma et al.,

2014, Ren and Ru, 2013, Xu et al., 2010) whereas the blue dotted line represents the

predictions of σu by Yaroshewich-Ryvkina model.

2.3 Fracture toughness

Fracture toughness is a generic term which represents resistance of a material to crack

extension. In order words, fracture toughness is a material property that is used to

quantify the resistance of a material to fracture and crack growth. Fracture toughness
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Figure 2.4: Curve �t of Yaroshewich-Ryvkina model relating ultimate strength and
temperature for PS

is quanti�ed by various toughness parameters such as stress intensity factor, fracture

energy, J-integral, energy release rate, CTOD, CTOA and so on. Many of these pa-

rameters can be inter-related for classical linear elastic fracture mechanics (LEFM)

or elastic-plastic fracture mechanics (EPFM). However, for CZM approach, this inter-

relation becomes more di�cult. In the present problem, we will represent fracture

toughness by fracture energy per unit area or simply fracture energy.

2.3.1 Toughness parameters

Many toughness parameters are used to quantify the resistance of a material to growth

of a crack. Classically from the point of view of LEFM, stress intensity factor was

the most primitive toughness parameter. To overcome the problem of singularity at

the crack tip, EPFM was introduced which used J-integral or energy release rate as

the toughness parameter. Another toughness parameter frequently used in fracture
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mechanics is fracture energy (or fracture energy per unit area). Fracture energy has

the units of J/m2. Other important toughness parameters are crack tip opening angle

(CTOA) and crack tip opening displacement (CTOD). In this thesis we will mainly

deal with fracture energy, CTOA and CTOD as the toughness parameters.

2.3.2 Temperature dependence of fracture toughness

Based on temperature dependency of fracture toughness of most materials, they can

be divided into three di�erent temperature zones.

1. Brittle region (Region I): Fracture toughness increases slightly with increase in

temperature in this region. If these small variations are neglected, then the frac-

ture toughness in brittle region can be considered as constant, which is generally

referred to as the lower shelf fracture toughness.

2. Brittle-to-Ductile transition region (Region II): There is a very rapid change in

fracture toughness in this region with considerable scatter in the measured values

of fracture toughness during tests.

3. Ductile region (Region III): In this zone too, there is a very gradual increase in

fracture toughness with increase in temperature. Similar to the brittle region, we

can refer to upper shelf fracture toughness for this region, considering fracture

toughness to be constant.

Figure 2.5 illustrates the three regions of varying temperature dependency of frac-

ture toughness (Kaminskii and Galatenko, 1999).
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Figure 2.5: Variation of fracture toughness with temperature (Kaminskii and
Galatenko, 1999)

2.4 Fracture toughness testing

There are a number of tests that are performed to �nd the various toughness param-

eters for steel. Here we will discuss two of the most widely used tests for toughness

characterization, namely Charpy impact test and Drop Weight Tear Test (DWTT).

The success of these two test in industrial applications owes to their lower operating

cost and ease of operation when compared to other toughness tests.

2.4.1 Charpy impact test

The invention of Charpy impact test dates way back to 1901 when G. Charpy, a French

scientist proposed a pendulum test that measured the energy of separation in metallic

specimens. Charpy impact test measures the amount of impact energy required for

complete fracture of a material. Impact energy serves as a measure of the toughness of

the material. The Charpy test is usually performed on a simple pre-notched specimen
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Figure 2.6: Schematic of Charpy impact test (Anderson, 2005)

of dimensions 10 mm × 10 mm × 55 mm. The Charpy specimen is impacted by a

heavy pendulum and the impact energy is recorded corresponding to complete fracture

of the specimen. Charpy test is speci�ed in ASTM Standard E 23. This test is also

used to analyze brittle to ductile transition of a material. Owing to its compact size

and quickness of operation, this method is widely popular in industry.

2.4.2 DWTT

DWTT was developed in the early 1960s to overcome the limitations of the other

toughness tests such as Charpy test and Pellini drop weight test. DWTT is speci�ed

in ASTM Standard E 436. It is simply a three-point bending test where the hammer

strikes the specimen at a particular velocity until fracture. Figure 2.7 provides a deeper

insight of the test and also shows the dimensions of a typical DWTT specimen according

to ASTM Standard 436.

The primary advantages of DWTT over conventional Charpy impact test can be

innumerated as follows:

1. DWTT has better agreement with actual fracture scenarios in pipelines. This

can be attributed to the fact that the DWTT specimen, in general, has the same
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Figure 2.7: Schematic of DWTT (ASTM Standard E 436)

thickness at that of a linepipe. Charpy test, in contrast, is not of the full thickness

of a linepipe.

2. Charpy Test can have a maximum fracture speed much smaller than that seen in

actual pipeline fractures, whereas DWTT can go quite close to the actual fracture

speed encountered (Shim et al., 2010).

3. In the Charpy test, the smaller length of the fracture path does not usually allow

the steady-state fracture growth. In DWTT, steady-state fracture propagation

is observed for a signi�cant length of the ligament and hence detailed analysis of

steady state crack growth and steady-state toughness parameters is possible.

4. A normal Charpy test specimen has a blunt notch whereas DWTT specimens

use a sharp V-notch at an angle of 45◦. A sharp crack is more commonly seen in

pipeline fractures.

Due to the above reason, the present �nite element (FE) model was made based on

DWTT, rather than Charpy impact test.

17



2.5 Cohesive zone model (CZM)

Cohesive zone was an initiative in fracture mechanics introduced in order to overcome

the problem of stress singularity faced at the crack tip while applying classical fracture

mechanics theory like LEFM. The assumption of a perfectly sharp crack and linear

elastic material property accounted for causing the stress at the crack tip to become

in�nitely large. EPFM overcomes this problem of singularity by assuming plastic mate-

rial behavior. In cohesive zone modeling, the problem is overcome by the assumption of

a cohesive zone near the crack tip along the direction of crack propagation. A cohesive

zone is formed by two cohesive surfaces which are held together by cohesive traction, or

simply traction. A cohesive law governs the interaction between the two bound cohesive

surfaces, which is also popularly known as traction-separation law (TSL). Identifying

an appropriate traction-separation relationship for the material under study is one of

the most fundamental and most challenging task of cohesive zone modeling. Figure

2.8 illustrates a CZM for one-directional crack growth. In the �gure, the length of the

cohesive zone from the crack tip is represented by a d. At a distance of d from the

crack tip, complete fracture of the material occurs.

In order to implement CZM in �nite element, the two cohesive surfaces of the CZM

needs to be pre-de�ned. In other words, the direction and length of crack propagation

has to be pre-de�ned for a FE model to be produced.

2.5.1 Existing CZM

After the initial introduction of non-linear material failure by Elliott (1947), Barenblatt

(1959, 1962) presented the concept of CZM to analyze the fracture of brittle materials.

Dugdale (1960) further used a similar CZM to study the size of the plastic zone in

cohesive zone modeling and yielding at the crack tip. Dugdale introduced the concept
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Figure 2.8: Cohesive zone modeling near crack tip (Sun and Jin, 2012): a is crack
length, x is the crack propagation direction, d is cohesive zone length.

of application of CZM to study ductile fracture in steel.

Since then, many di�erent TSLs have been suggested by researchers which are

found to be e�ective for di�erent materials. In fact, traction separation law was devel-

oped from the simple one-dimensional case to a three-dimensional form to account for

complicated material behavior. However, in the present problem we will stick to one

dimensional TSL to produce a FE model of DWTT since the crack essentially prop-

agates in one direction for DWTT. Some of the frequently used traction-separation

relations are listed below (Elices et al., 2002, Park and Paulino, 2013, Volokh, 2004):

1. constant

2. linearly decreasing

3. bilinearly decreasing

4. linearly increasing and linearly decreasing
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5. non-linear

6. linearly increasing and non-linearly decreasing

7. cubic polynomial

8. trapezoidal

9. smoothened trapezoidal

Figure 2.9 further illustrates these di�erent kinds of TSL that are frequently used by

di�erent researchers. In the present model a linearly increasing, non-linearly decreasing

type of TSL (Figure 2.9f) has been implemented in accordance with Ren and Ru (2013)

and Yu and Ru (2015) model, which achieved agreeable results for PS.

2.5.2 Existing temperature dependent CZM

Many temperature dependent CZMs exist in the literature for polymers and other

complex material which are very sensitive to temperature changes. Coupled thermo-

mechanical CZM (TM-CZM) have been frequently used over the past decade to study

the temperature dependent mechanical behavior (Costanzo and Allen, 1993, Fager-

ström and Larsson, 2008, Shimizu et al., 2007). TM-CZM was even used to study

fatigue of solders in electronic chip packages subjected to active power cycling (Ben-

abou et al., 2013). However such a temperature dependent CZM is relatively rare for

steel. For PS, no such CZM has been found to the best of my knowledge. The thesis

aims to report such a temperature dependent CZM for PS to �ll this gap in the present

literature.
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(a) Constant

(b) Linearly decreasing

(c) Bilinearly decreasing
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(d) Linearly increasing and linearly decreasing

(e) non-linear/exponential

(f) linearly increasing and non-linearly decreasing
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(g) Cubic polynomial

(h) Trapezoidal

(i) Smoothened trapezoidal

Figure 2.9: Di�erent forms of the traction-separation relationships used for cohesive
zone modeling
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Chapter 3

Temperature dependency of

mechanical properties of pipeline steel

A deeper understanding of the mechanical properties of pipeline steel (PS) is imperative

to analyze the temperature e�ects on dynamic fracture of PS. Mechanical properties of

any material includes stress strain behavior, fracture behavior, hardness, ductility and

so on. A introduction to the important mechanical behavior of PS has been provided in

the previous chapter. In the present chapter, we will focus on the temperature depen-

dency of stress strain behavior and fracture energy for PS. This is vital for the proper

calibration and interpretation of the essential cohesive zone model (CZM) parameters.

3.1 Modi�ed Johnson-Cook strength model

For generating a temperature-dependent CZM, it is important to obtain a constitutive

model for true stress and strain. Johnson and Cook (Johnson and Cook, 1983, 1985)

proposed such a temperature dependent and strain rate dependent model which was

widely accepted by the scienti�c world.
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3.1.1 Original Johnson-Cook model

The original Johnson-Cook strength model (Johnson and Cook, 1985) was formulated

to relate true stress with plastic strain, for applications in numerical computations. The

wide popularity of this model can be attributed to the simplicity of the model. It was

later used in a wide number of applications. Many researchers further implemented

minor modi�cations to the model to improve on its ability to reproduce true stress

strain curves (SSCs). The Johnson-Cook constitutive model in its original form can be

stated as:

σ = (A+Bϵnp )  
quasi-static term

strain rate term  
(1 + Clnϵ̇∗) (1− T ∗m)  

temperature term

, (3.1)

where σ is the true stress, ϵp is the plastic strain, ϵ̇∗ is the dimensionless equivalent

plastic strain rate and T ∗ is the non-dimensional temperature. Mathematically ϵ̇∗ can

be expressed as:

ϵ̇∗ =
ϵ̇

ϵ̇0
, (3.2)

where ϵ̇ is the actual plastic strain rate and ϵ̇0 is the reference strain rate. Similarly,

T ∗ can be expressed as:

T ∗ =
T − Troom

Tmelt−Troom

, (3.3)

where T is the actual operating temperature in absolute scale, Troom is the room tem-

perature and Tmelt is the melting point temperature of PS.

There are �ve material constants in Eq. (3.1). A, B and n are constants related

to the static or quasistatic stress-strain data. C and m determines the strain-rate
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sensitivity and temperature sensitivity of the material respectively.

The equation essentially consists of three multiplicative terms. The quasistatic term

corresponds to the static or quasistatic behavior of the material, and can be related

to uniaxial tensile test data at room temperature. The other two multiplicative terms

describes the strain rate dependency and temperature dependency of the material under

consideration.

Assumptions

The main assumptions for the Johnson-Cook model for modeling mechanical behavior

of matter are listed below:

1. Isotropic hardening is considered.

2. This constitutive model operates in the classical elastoplastic framework. Elas-

tic constitutive model de�nes the elastic response, a yield criterion de�nes the

delimitation of the elastic regime. The plastic response is determined by Eq.

(3.1).

3. This model updates the true stress only and not the volumetric response of the

material.

3.1.2 Modi�cation for low temperature applications

In the present sub-section, we are only concerned about the temperature term of the

Johnson-Cook model, and the strain rate dependency of the model is not being con-

sidered for simplicity of explanation. Thus the numerical value of C is set to zero for

this sub-section, and Eq. (3.1) now becomes:

σ = (A+Bϵnp )(1− T ∗m), (3.4)
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One of the major shortcomings of the model is the fact th Eq. (3.4) is functional

only for temperatures higher than the room temperature. This incapability of the

model to generate low temperature true SSCs triggered a number of modi�cations to

the model by di�erent researchers to account for low temperature applications. Here

we will discuss about a few of the most signi�cant modi�cations of the temperature

term found in the literature.

Meyers et al. (1995) modi�ed the Johnson-Cook model using a exponential function

of temperature as shown in Eq. (3.5). This modi�ed model was primarily used for

tantalum.

σ = (A+Bϵnp )e
−m(T−Tmelt). (3.5)

Herem is a material constant that parameterizes the thermal softening for the material

and all the other terms have the same meaning as Eq. (3.4).

Even though the above modi�ed model seemed to be e�ective for tantalum, it did

not work out well for PS and other materials such as brass (Wang et al., 2004). This is

mainly because of the fact that the temperature term in Eq. (3.5) produces a non-zero

value at room temperature, and jeopardizes the validity and reasonability of the other

constants used in the model. This model is hence more applicable when the operating

temperature is very high and close to the melting point temperature Tmelt. This model

was also discarded by Wang et al. (2004) since it did not account for the non-identical

strain hardening behavior due to strain-rate e�ects.

In order to use the Johnson-Cook model for a wide range of temperatures, (Hou

and Wang, 2010) introduced a di�erent modi�cation as shown in Eq. (3.6). The

modi�cation was designed to study the plastic response of Mg-10Gd-2Y-0.5Zr alloy
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over a wide range of temperature, both higher and lower than room temperature.

σ = (A+Bϵnp )

(
1−m

eT/Tmelt − eTroom/Tmelt)

e− eTroom/Tmelt

)
. (3.6)

This method compromised on the idea of the present research to maintain a simplistic

approach to the problem. Another recent work (Qingdong et al., 2014) tried a yet

di�erent approach where, unlike the assumption in Johnson-Cook model, the variations

of hardening part and parameter A (which is equal to yield stress σ0, explained in

details in section 3.1.5) are considered asynchronous with variations in temperature.

Mathematically, they proposed the following modi�ed model:

σ = A(1− pT ∗m) +Bϵnp . (3.7)

where the parameters B and n are both functions of T ∗, and p andm are the parameters

controlling temperature dependency of parameter A. While this approach might seem

a good simple approach at �rst look, the dependency of B and n on temperature

makes this model unable to be implemented for the present problem. Moreover, there

is less justi�cation in making a strength model where the material parameters itself are

temperature dependent and needs to be determined separately for each temperature

from test results or by curve �tting.

Thus, these methods too were found to be ine�ective for PS. As a result, a simpli�ed

modi�cation of the model was proposed as shown:

σ = (A+Bϵnp )(1− λ|T ∗|m) (3.8)
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where λ is described by:

λ =

⎧⎪⎪⎨⎪⎪⎩
1 : T = Troom

T ∗/|T ∗| : T ̸= Troom

(3.9)

λ essentially functions as a parameter controlling the sign before non-dimensional tem-

perature T ∗. When the operating temperature T is more than Troom, λ is equal to +1

and when the operating temperature T is less than Troom, λ is equal to -1.

Veri�cation by matching with true strain-strain curves

Eq. (3.8) gives the �nal modi�cation for temperature term for Johnson-Cook model.

The model has been matched up with test results that were previously shown in Figure

2.3. Figure 3.1 illustrates the comparison. The model shows a small deviation near

the beginning of the plastic zone. However, since the model will be ultimately used to

�nd the value of maximum true fracture stress, this discrepancy does not cause any

signi�cant impact on the overall accuracy of the CZM.

3.1.3 Modi�cation for strain rate term

Having �nalized the temperature term of the Johnson-Cook strength model, now we

turn our focus on the strain rate term. There are several drawbacks in the original

formulation. Firstly, the model is not well de�ned for very small strain rate. In

other words, the logarithmic function ln(ϵ̇p
∗) approaches a value of negative in�nity

when the strain rate is very small. Secondly, it causes unwanted e�ects when ϵ̇∗ < 1.

Thirdly, many ductile metals has a higher sensitivity towards strain rate than that

estimated by Eq. (3.1) (Rule and Jones, 1998). To develop on the above mentioned

drawbacks, a wide number of modi�cations for the strain rate term was suggested by
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Figure 3.1: Veri�cation of modi�cation of temperature term in Johnson-Cook model

di�erent researchers. Holmquist and Johnson (1991) introduced a modi�ed strain rate

dependency term as shown (Here the temperature term has not been shown for ease

of explanation):

σ = (A+Bϵnp )(ϵ̇
∗)C , (3.10)

Even though this model seems very simple and usable, the problem of discrepancy

for very small strain rate does not completely go away. Wang et al. (2004) suggested

a more complicated model where the change in temperature only a�ects the strain

hardening part whereas it has no e�ect on yield strength, represented by parameter A

(details in sub-section 3.1.5).

σ = A(1 + C1lnϵ̇p
∗) +Bϵnp (1 + C2lnϵ̇

∗)e−m(T−Tm), (3.11)

30



Figure 3.2: Veri�cation of modi�cation of strain rate term in Johnson-Cook model

Bø rvik et al. (2001) and Clausen et al. (2004) used a still di�erent, but simple form

of modi�cation as shown in the following equation:

σ = (A+Bϵnp )(1 + ϵ̇∗)C (3.12)

After a careful trial of the above mentioned models, it was found that Eq. (3.12) to be

most suitable for PS.

Veri�cation by matching with true strain-strain curves

The �nal modi�cation for strain rate term for Johnson-Cook model is given by Eq.

(3.12). The model has been matched up with results from Yu and Ru (2015) illustrated

by Figure 3.2. This modi�ed model shows very good match with the available stress-

strain data for X80 steel.
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3.1.4 Final modi�ed form of Johnson-Cook model

In regard to the previous arguments, the �nal form of the modi�ed Johnson-Cook

model to be used in the current research work can be expressed as:

σ = (A+Bϵnp )(1 + ϵ̇∗)C(1− λ|T ∗|m) (3.13)

where all the parameters have been previously de�ned. To plot the actual SSC along

with the elastic part, the maximum elastic true stress σe,max has to be identi�ed. σe,max

is numerically equal to the true stress when plastic strain is zero.

σe,max = σ|ϵp=0 (3.14)

Henceforth, the maximum elastic strain can be de�ned as:

ϵe,max = σe,max/E. (3.15)

For the elastic part (ϵe ≤ ϵe,max),

ϵ = ln(1 + ϵe)

σ = Eϵ(1 + ϵe) (3.16)

For the plastic part (ϵe > ϵe,max),

ϵ = ϵe,max + ϵp (3.17)

The true plastic stress can be obtained from Eq. (3.13)

In this study, it has been assumed that for PS, the change in Young's modulus E
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is negligible with change in temperature and change in strain rate. Hence E has been

assumed to be constant throughout.

3.1.5 Calibration of the modi�ed strength model

The Johnson-Cook strength model is an excellent mathematical model that provides us

the value of true stress at any known value of plastic strain, strain rate and temperature.

However it is very important that the equation be properly calibrated for reliable

results. As evident from the equation, the numerical value of true stress is the product

of three independent factors representing strain hardening, strain rate and temperature.

This has made the calibration of the model easier due to the fact that the three di�erent

factors can be matched up separately to uniaxial test data to �nd the values of the

constants.

The calibration of the original Johnson-Cook model can be done in a number of

ways. Holmquist and Johnson (1991) and Gambirasio and Rizzi (2014) elaborately

explained most of the signi�cant calibration strategies. In the present research, a

modi�ed form of the original LYS (Lower Yield Stress) calibration strategy has been

implemented to obtain numerical values of the material constants. The modi�cation in

the calibration technique needed to be used because of the modi�cations (Eq. (3.13))

introduced to the original Johnson-Cook strength model (Eq. (3.1)). The necessary

test data required to initiate the calibration of the model are:

1. Stress strain curve at room temperature, Troom and at static or quasistatic state

(ϵ̇ ≃ 0),

2. Stress strain data at a temperature di�erent from room temperature Troom and

at quasistatic state, and

3. Stress strain relationship at a non-zero strain rate, but at room temperature.
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There are in all eight unknown parameters in the modi�ed Johnson-Cook model, in-

cluding the material constants. Calibration of the modi�ed Johnson-Cook model means

accurately determining the values of the �ve material constants (A, B, C, n and m).

There are four steps involved to properly calibrate the model.

1. Constant quantities and reference parameters

The very �rst step towards calibrating the modi�ed Johnson-Cook model is iden-

tifying the constant quantities and reference parameters. The reference tem-

perature for modi�ed Johnson-Cook model is taken as room temperature Troom

(Johnson and Cook, 1985). For the present analysis, Troom was take equal to

25◦C in centigrade temperature scale (298 K in absolute scale). The melting

point temperature Tmelt for X80 steel was approximated from iron-carbon phase

diagram. Tmelt was taken equal to 1500◦C in centigrade temperature scale (1773

K in absolute scale).

The reference strain rate ϵ̇0 needs to be carefully chosen so that the model has

the accurate strain rate sensitivity. The value of ϵ̇0 was taken equal to 100 s−1,

which was found to be in accordance with the reference strain rate value assumed

by Yu and Ru (2015).

2. Calibration of quasistatic parameters

The �rst term in Eq. (3.13) may be referred to as the quasistatic term. The

three quasistatic parameters, namely, A, B and n can be found out by �tting

with a true SSC obtained from uniaxial tensile test at room temperature. This

con�rms that the non-dimensional temperature T ∗ is equal to zero and thus the

temperature term is equal to one. Since the uniaxial tensile test is performed at

a quasistatic state, hence it is reasonable to assume ϵ̇ ≃ 0. This further ensures

that the strain rate terms become equal to one, and the Johnson-Cook model
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takes the following form:

σ = (A+Bϵnp ) (3.18)

The material constant A is actually equal to the yield stress of the material at

room temperature Troom, represented by σ0 (Johnson and Cook, 1983). The other

two parameters, B and n determine the successive hardening of the material.

These parameters can be found out by �tting the experimental data. In the

present analysis, this has been done with the help of MATLAB R2014a.

3. Calibration of temperature term

The material constant controlling the strain rate dependency is the exponent m.

This step involves comparison with test results conducted at quasi-static state

and at a temperature di�erent from room temperature. Quasi-static state ensures

that ϵ̇ ≃ 0 and thus the strain rate term can be taken equal to zero. With this

deduction, we can obtain the value of the material constant m from the following

equation:

m =
ln{σ/(A+Bϵnp )}
ln(1− λ|T ∗|m)

(3.19)

The value of m is found to be equal to 0.81, which is well within the range

of values of m suggested by Johnson and Cook (1983, 1985). This value also

matched quite well with Bø rvik et al. (2001), Clausen et al. (2004).

4. Calibration of strain rate term

The material constant controlling the strain rate dependency is C. The easiest

way to calibrate the strain rate term is to compare with experimental SSCs at
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reference temperature and non-zero strain rate using the following equation:

C =
ln{σ/(A+Bϵnp )}

ln(1 + ϵ̇∗)
(3.20)

C was found to be equal to 0.12, and matches with the material constant used

by Yu and Ru (2015) used in a similar model.

The details of the other procedures has been reported by Gambirasio and Rizzi

(2014) and beyond the scope of the present thesis.

3.2 Maximum true stress

The importance of identifying maximum true stress goes towards obtaining a de�nite

temperature dependent traction-separation law (TSL) for the CZM for fracture analysis

of PS. This will be elaborately explained in Chapter 4. The maximum true stress for

any material is essentially equal to the true stress experienced by the material at the

point of complete fracture. This maximum value of true stress at any temperature

can be represented by σf and can be obtained from the modi�ed Johnson-Cook model

using Eq. (3.13). It is to be noted that by σf , the true fracture stress in quasistatic

state is meant. Thus strain rate ϵ̇ ≃ 0 and the strain rate term equals one.

To �nd the maximum true stress σf at any temperature, the maximum fracture

strain at the same particular temperature should be known. However, not many true

SSCs for the present grade of PS could be obtained even after a detailed literature

survey. To this end, an empirical relationship between ultimate stress and maximum

fracture strain has been obtained as explained below.
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3.2.1 Relationship between ultimate stress and maximum frac-

ture strain

A thorough literature survey reveals that as the ultimate strength or yield stress in-

creases, there is a corresponding decrease in maximum fracture strain for most metals.

The main reason for such an observation is due to the increase in brittleness of met-

als with decrease in temperature. Seok (2000) showed that as the ultimate strength

increases with decrease in temperature, there is a corresponding reduction in percent-

age elongation, due to increase in brittleness. A number of engineering SSCs for PS

(Bai et al., 2014, Han et al., 2009, Qiu, 2010, Rudland et al., 2003, Wang et al., 2001,

Wilkowski et al., 2008) were analyzed as shown in Figure 2.2. These data were �tted to

a linear function allowing us to have a direct relationship between ultimate strength of

PS with maximum fracture strain. Figure 3.3 illustrates the linear relationship found.

Mathematically the linear relationship can be represented by:

ϵf =
P − σu

Q
, (3.21)

where ϵf is the maximum fracture strain and σu is the ultimate stress, numerically equal

to the stress before necking for PS. P and Q are two constants which are obtained from

the linear plot in Figure 3.3. The values of P and Q are found to be 1343 N/mm2

and 2311 N/mm2 respectively. It has been previously shown that σu can be obtained

from Eq. (2.1). This value can be used in the above equation to obtain the fracture

strain at any temperature. Ultimately using Eq. (3.21), the maximum true stress at

that particular temperature can be obtained using the modi�ed Johnson-Cook model.
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3.3 Damage due to void formation

All the above mentioned analytical models for describing stress strain behavior works

very well before the necking point. Findings in the �eld of damage mechanics show

that after the necking point when damage of the material begins, there is gradual gen-

eration of voids in the material. These ideas were essentially introduced by Kachanov

(1961) and later improved by Rabotnov (1969). The voids generated essentially re-

sults in increasing the actual stress experienced by the surface. A wide number of

researchers reported similar observations (Gurson, 1977, Kachanov, 1994, Lemaitre,

1985) and many stated that damage occurs as a result of growth and nucleation of

voids generated in the structure at damage initiation. This phenomenon can be ex-

plained by considering a damage variable D such that the e�ective stress σeff can be

represented by:

σeff =
σf

1−D
(3.22)

The damage variable in simple terms can be de�ned as the ratio of section area

covered by voids Svoid to the nominal section area S0. Mathematically,

D =
Svoid

S0

(3.23)

At room temperature, D can be correlated to another coe�cient introduced by Tver-

gaard and Needleman (1984) known as void volume fraction f . If the total volume is

V and the volume occupied by voids is Vvoid, the void volume fraction can be mathe-

matically described as:

f =
Vvoid

V0

(3.24)
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We are more interested in the void volume fraction at complete fracture, denoted by

ff . Tvergaard and Needleman (1984), Becker et al. (1988) and many other researchers

presented ff = 0.25 for metals at room temperature.

In order the relate the void volume fraction and damage variable, we idealize a

simple model of a spherical void, radius of the sphere being r inside a cubical space of

side length a. This model is based on the works of Rice and Tracey (1969) and Gurson

(1977). The spherical void model is illustrated in Figure 3.4. Thus,

Vvoid =
4πr3

3
and V = a3 (3.25)

The void volume fraction f can then be mathematically represented by:

f =
4πr3

3a3
(3.26)

In this simplistic model, we use the maximum area of the void to calculate damage

variable. This corresponds to the most conservative approach to �nd the damage

variable and is represented by the plane ABCD in Figure 3.4. Thus,

Svoid = πr2 and S = a2 (3.27)

Similar to f , the damage variable D can be mathematically represented by:

D =
πr2

a2
(3.28)

Using Eq. (3.26) and Eq. (3.28), the void volume fracture and the damage variable

can be inter-related. Thus using ff = 0.25 from the literature, we can obtain D ≈ 0.48

for room temperature.
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Figure 3.3: Relationship between ultimate stress and maximum fracture strain

Figure 3.4: Relationship between damage variable D and void volume fraction f
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3.3.1 Temperature dependency of damage variable

Damage variable D was conveniently found for room temperature. However, the value

of damage variable at complete fracture also varies with temperature (Perez-Bergquist

et al., 2014). Due to lack of supporting experimental data for D at other temperatures,

the value of the damage variable D at a temperature of 0◦C has been found by running

the �nite element (FE) model several times until a match with the load-displacement

curves has been obtained. More details about the validation of the model has been

given in Chapter 5.

Table 3.1: Variation of damage variable with temperature obtained from numerical
simulations

Temperature, T Damage variable, D

K (◦C)

298(25) 0.48

273 (0) 0.43

The values of D that has been obtained is well in accordance with other values

reported for steel. Lemaitre (1985) reported that 0.2 ≤ D ≤ 0.8. The present model

complies well with his arguments.

Based on Table 3.1, we can assume a weak linear temperature dependency of damage

variable as follows:

D = 0.002T − 0.116 (3.29)

where T is the temperature in Kelvin scale, p and q are two constants where p =

0.002K−1 and q = 0.016. This proposed empirical formula for temperature dependency

ofD can only be valid for a limited range of temperature. Mathematically, the equation
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is valid until a minimum temperature of 60K since values for D cannot be negative.

Table 3.2: Mechanical properties of X80 steel used in the FE model

Temperature Yield Ultimate Maximum E�ective maximum

strength, strength, fracture stress, fracture stress,

T σy σu σf σeff

K (◦C) N/mm2 N/mm2 N/mm2 N/mm2

323 (50) 530 621 984.91 2095.55

298 (25) 550 646 1003.75 1930.29

273 (0) 570 661 1024.63 1797.60

243 (-30) 588 689 1043.14 1655.78

213 (-60) 605 730 1056.26 1530.81

183 (-90) 620 782 1064.33 1419.11

3.4 Mathematical model for temperature dependency

of fracture energy

Fracture energy (or fracture energy per unit area) is a very important toughness pa-

rameter that can be essentially de�ned as the energy required for crack growth in an

in�nitely large specimen. However, interestingly fracture energy is still considered in-

dependent of shape and size of the specimen under study (Baºant and Kazemi, 1990).

More details have been explained in Chapter 2. The temperature dependency of frac-

ture energy can be described similar to that illustrated by Figure 2.5. However, there

are a few challenges as explained in the following sections.
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3.4.1 Ductile to brittle transition

Brittle fracture of numerous Liberty ships during the second World War opened up

the world of ductile to brittle transition to the research community. Ductile to brittle

transition in metals depend on a number of factors such as specimen geometry, loading

rate, loading mode and so on (Capelle et al., 2013). To this end, brittle to ductile tran-

sition temperature in not unique for a material, and cannot be considered a material

property. The brittle-to-ductile transition temperature for PS has not been reported

in the literature very de�nitively. Toyoda et al. (2012) claims that the transition tem-

perature could be lower than -45◦C for PS. Capelle et al. (2013, 2014) reported that

the transition temperature for PS (X65 steel) is around -100◦C, and positively below

-80◦C. In the present research, we are more interested in the range of temperatures

between which brittle-to-ductile transition occurs.

Rinebolt and Harris (1951) showed that as the carbon percentage for steel decreases,

the temperature range over which the brittle-to-ductile transition occurs decreases, and

also the transition occurs at a lower temperature. The weight percentage of carbon for

X80 is around 0.06-0.08 (Table 2.1). Hence its temperature range for brittle-to-ductile

transition should be comparatively smaller. Based on these evidences, we take the

interval during which the material experiences a transition from ductile to brittle to be

50◦C. Further, in accordance with Capelle et al. (2013, 2014), it is assumed that the

brittle-to-ductile transition occurs between -80◦C and -130◦C.

3.4.2 Upper-shelf and lower-shelf fracture energy

Another challenge in the present problem is to determine the upper shelf fracture energy

and the lower shelf fracture energy. The values used here for upper shelf fracture energy,

JIc,d and lower shelf fracture energy JIc,b have been found out by a thorough literature
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survey of fracture toughness parameters for PS (Capelle et al., 2013, 2014, Chao et al.,

2007, Fassina et al., 2011, Zhu et al., 2006).

With the above deductions in mind, the assumed temperature dependency of frac-

ture energy can be mathematically expressed as:

JIc =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
JIc,b : T ≤ Tb

JIc,b + J∗(T − Tb) : Tb < T < Td

JIc,d : T ≥ Td

(3.30)

where T is the working temperature in Kelvin scale, JIc is the critical fracture

energy for each temperature in kJ/m2. Tb corresponds to the temperature marking

the end of brittle region, Td corresponds to the temperature where the complete ductile

behavior of PS initiates with increase in temperature, JIc,d is taken as 120 kJ/m
2, which

is approximately equal to the average value of fracture energy or fracture toughness

reported by Fassina et al. (2011). JIc,b is taken as 40 kJ/m2, which corresponds to

low temperature fracture energy for PS Capelle et al. (2013, 2014). Further J∗ is

a dimensional constant and is given by J∗ =
JIc,d−JIc,b

Td−Tb
. It is numerically equal to

1.6 kJm−2K−1. The above mentioned linear temperature dependency assumes a very

sharp distinction between the three regions of temperature dependency.

In reality, however, there is a more gradual transition between the regions which

can be represented by a hyperbolic tangent curve (Capelle et al., 2014). In this regard,

an attempt was made to describe the variation of fracture energy with temperature

with a single equation as shown below:

JIc = JIc,ref + (JIc,d − JIc,ref )tanh{E∗(T − Tref )} (3.31)
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Figure 3.5: Temperature dependency of fracture energy based on Eqs. (3.30) and (3.31)

where Tref = (Tb+Td)/2 is the reference temperature and JIc,ref is the fracture energy

at the reference temperature Tref , which can be obtained from Eq. (3.30). E∗ is a

constant that is dependent on the upper shelf and lower shelf JIc values. E
∗ has been

found to be equal to 1/20K−1. The above equation provides the relationship between

JIc and temperature in all the three regions. A deeper illustration can be obtained

from Figure 3.5, which provides the curves for both the cases.

It is worthy to note that in the present model, to capture the temperature e�ects,

the small variation in the fracture toughness in regions I and III are neglected. This

assumption is mainly to maintain the simplicity of the model and is in accordance with

the results observed by many researchers.

Even though fracture toughness is presented by the fracture energy in the above
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arguments, some other toughness parameters like stress intensity factor also follows

the same trend and can be represented by a similar equation.
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Chapter 4

Temperature dependent cohesive zone

model

A cohesive zone can be idealized by assuming two cohesive surface in the direction of

crack growth. These two surfaces are held together by cohesive traction or cohesive

stress, or simply traction. A cohesive zone fracture model is governed by the cohe-

sive law or traction separation law (TSL) between the cohesive surfaces. Out of a

wide number of di�erent forms of TSL as shown in Chapter 2, a linearly-increasing

exponentially-decreasing TSL has been chosen for the present problem. This speci�c

traction-separation relationship has been previously veri�ed to produce reliable results

for pipeline steel (PS) by Ren and Ru (2013) and Yu and Ru (2015). The details of

the TSL is provided in the upcoming sections.

4.1 Mathematical model for traction-separation law

The assumed relationship between traction and separation between the cohesive ele-

ments in a cohesive zone model (CZM) is the prime factor which determines the validity
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of the model. The traction and separation relationship employed in the present research

may be mathematically represented as follows:

τ0 = (1− D̄)K · δ (4.1)

where τ0 is the static traction stress vector, δ is the separation vector (between

the cohesive elements), K is the elastic sti�ness matrix. However for axially running

crack with pre-de�ned crack direction, only the normal components of traction as well

as separation are important. Therefore, the three-dimensional traction-separation law

can be simpli�ed as follows:

τ0 = (1− D̄)K · δ (4.2)

where τ is the static traction and δ is the corresponding separation. K is the

scalar elastic sti�ness D̄ is known as the damage scalar. The parameter D̄ is di�erent

from the damage variable D introduced in the Chapter 3, and can be mathematically

represented by:

D̄ =

⎧⎪⎪⎨⎪⎪⎩
0 : δ < δ0

1− δ0
δ

[
1−

(
δ−δ0
δm−δ0

)α]
: δ ≥ δ0

(4.3)

where δ0 and δm are the separation at which damage initiates and complete fracture

occurs respectively, and α is an exponent that controls damage evolution. A convex

TSL (α > 1) can be applied to ductile materials whereas a concave TSL (0 < α < 1)

is mostly used for CZM of brittle materials (Scheider et al., 2014, Volokh, 2004).

The area under the TSL is known as CZM cohesive energy G and can be de�ned

48



as:

G =

∫ Sm

0

τdS (4.4)

Using Eq. (4.2) and Eq. (4.3), G can be found out as:

G =

(
1− 1

α + 1

)
Kδ0δm +

(
1

α + 1
− 1

2

)
Kδ20 (4.5)

4.2 Temperature e�ects on traction-separation law

Traction separation law for any material is largely governed by two independent pa-

rameters (Cornec et al., 2003, Elices et al., 2002, Park and Paulino, 2013):

1. maximum traction, τmax

2. cohesive energy, G

The e�ect of temperature on TSL can be illustrated by demonstrating the temperature

e�ects on these individual parameters.

For the TSL described by Eq. (4.2), the parameters δ0 and δm also indirectly

in�uences the validity of the CZM. It is to be noted here that in the present problem,

the separation at damage initiation δ0 and damage completion δm have been assumed

to remain constant with change of temperature. This assumption is primarily due to

lack of evidence of temperature-dependent variation of these parameters. δ0 was taken

equal to 0.025 mm and δm was considered equal to four times δ0 (Ren and Ru, 2013,

Yu and Ru, 2015).
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4.3 Maximum traction

Cohesive traction is the stress that binds together the two cohesive surfaces. The

parameter of interest here is the maximum value of cohesive traction Tmax. This

maximum traction Tmax is directly related to the elastic sti�ness K as shown:

K =
Tmax

δ0
(4.6)

The maximum traction for a TSL can be compared to the true stress from uniaxial

tensile stress. The maximum traction of TSL between two cohesive surfaces is given

by the maximum e�ective true stress of the material at fracture point (Cornec et al.,

2003).

Tmax ≃ σeff (4.7)

σeff can be obtained from the procedure explained in Chapter 3. Thus, for any tem-

perature the value of Tmax and subsequently K can be easily obtained.

4.4 Cohesive energy and damage evolution

Cohesive energy G is equal to the area under the TSL (Chanda and Ru, 2015a,b) and

is given by Eq. (4.5) for the present problem. Cohesive energy is equal to the work

done to create a new surface due to crack growth, and is equal to fracture energy per

unit area or fracture toughness (Park and Paulino, 2013).

G ≃ JIc (4.8)
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Thus by obtaining the value of JIc from Eq. (3.31) for any temperature, the cohesive

energy can also be obtained at that particular temperature. Using Eq. (4.5), the

corresponding value of α can be obtained. Thus, all the parameters of the TSL to

be used for modeling dynamic fracture of PS can now be obtained for any particular

temperature.

4.5 E�ect of dynamic crack growth

Until now, the entire formulation was done based on static traction. However, to

account for the dynamic crack growth in PS, the dependency of traction on dynamic

parameters needs to be considered. The dynamic traction τ can be related to the static

traction τ0 according to the following relation:

τ = kdτ0 (4.9)

where kd is the parameter to convert the static TSL model to a dynamic one. The

e�ect of dynamic crack growth has been captured by the parameter kd. Ideally, Yu

and Ru (2015) has presented that kd follows the following model:

kd = 1 + η

(
δ̇

δ̇r

)β

(4.10)

Here, δ̇ is the separation rate and δ̇r is the reference separation rate. The constants

η and β need to be determined from test results. In accordance with Yu and Ru

(2015), δ̇r has been taken as 1 m/s, η has been taken equal to 4× 10−3 and β has been

taken 2 for the calculation of kd. For the current problem, the numerical value of kd

does not vary a lot. It stays between 1.03-1.28 throughout the fracture process at any

temperature. These small variations do not implement a huge variation in the fracture
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process. Thus, to reduce computational complexity, an average value of kd has been

implemented. Table 4.1 provides numerical values of separation rate and corresponding

kd for a temperature of -30◦C. Based on the observed values, kd has been assumed to

be a constant at any temperature in the present problem and equal to 1.1 for all cases.

Table 4.1: Example of separation rate and corresponding kd at steady-state for the FE
simulation at a temperature of -30◦C

Time Separation rate Parameter

ms m/s kd

0.4 5.14 1.106

0.6 4.99 1.099

0.8 4.78 1.091

1.0 4.36 1.076

1.2 4.41 1.078

1.4 4.19 1.070

Figure 4.1 graphically illustrates the �nal TSL at di�erent temperatures as imple-

mented in the �nite element simulations.
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Chapter 5

Temperature dependent CZM-based

�nite element model

The temperature dependent cohesive zone model (CZM) has been explained in the pre-

vious chapter in detail. The CZM has been implemented through a �nite element (FE)

modeling of Drop Weight Tear Test (DWTT) using Abaqus/CAE 6.13. Before provid-

ing an elaborate description of the temperature dependent FE model, it is important

to provide a brief review of existing FE models for pipeline steel (PS).

5.1 Temperature independent FE models

A wide number of temperature independent FE model to simulate DWTT can be

found in the literature (Marotta et al., 2012, Minotti and Salvini, 2011, Parmar, 2014,

Scheider et al., 2014, Wu et al., 2013). For PS, the most recent FE models have been

reported by Ren and Ru (2013) and Yu and Ru (2015). Ren and Ru (2013) performed a

strain-rate independent analysis where the TSL was modi�ed to match the numerically

obtained load displacement curves with those obtained from experiments. The primary
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goal of the research was to generate a numerical method to simulate dynamic fracture

growth of PS, and thus signi�cantly reduce the complexity of the experiments and the

associated high costs. Yu and Ru (2015) improved on the previous model by using

a strain-rate dependent model. They argued that the strain rate dependency of the

model does play an important role in determining the dynamic fracture behavior of PS.

The most vital inclusion by Yu and Ru (2015) was the use of user sub-routine VUMAT

to model the cohesive elements in the CZM based FE model. In other words, the

TSL used were rate dependent and it was implemented based on the separation rate of

the crack tip. However, in both these models, there was no real physical justi�cation

about the assumed TSL. The TSL was obtained on a trail and error basis to match

up with test results. Thus these previous results could be used for just one special

case and could not be generalized so that the FE model could be used for di�erent

operating conditions. The present research primarily works in this area and tries to

overcome this shortfall by obtained the CZM parameters from correlation with known

mechanical behavior of PS. This procedure has been elaborately explained in Chapter

4.

5.2 Temperature-dependent FE model

The present FE model is an improvement on Ren and Ru (2013) and Yu and Ru (2015)

FE models. These models have not considered the temperature dependency of TSL.

Further there was not much reason behind the assumed values of CZM parameters.

The FE model for PS has been made according to the test procedure of Drop Weight

Tear Test (DWTT) that is widely used for fracture analysis of steel and for measuring

fracture toughness. Figure 5.1 shows the test setup for DWTT as implemented in the

present problem.
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One primary prerequisite of a FE model is that the crack growth direction needs

to be pre-de�ned. Once the crack growth direction is known, the specimen is modeled

in two parts. The two cohesive surfaces are de�ned separately, and bound together

by the TSL. The traction separation relationship governs the behavior of the cohesive

surfaces of the FE model. It is to be noted here that the two supports in DWTT were

modeled as perfectly rigid in the ABAQUS simulations.

5.2.1 Speci�cations of DWTT

DWTT has been explained in Chapter 2. Here the dimensions, weight and other

details of the apparatus required for the test will be speci�ed. The details used in the

simulations is according to the DWTT performed and reported by Shim et al. (2010).

The mass of the hammer was considered to 780.19 kg and the impact velocity of the

hammer during operation was 7.53 m/s. A standard DWTT specimen was used for

the FE model. The length and height was the specimen are 304 mm and 76.2 mm

respectively. The V-notch angle in the specimen is 45◦ and had a vertical length of

5 mm. The thickness of the specimen is 12 mm.

5.2.2 Meshing of the model

Meshing of the model has been done using a mapped meshing procedure. Finer mesh

has been used near the crack tip. The mesh size of the elements near the crack tip and

along the crack propagation direction has been reduced to 0.145 mm × 0.148 mm ×

0.375 mm for better accuracy of the results. Since the direction of crack growth is

pre-determined, there was no need for remeshing in Abaqus/CAE for creating this FE

model.

Two di�erent types of solid 3D elements were used to generate the FE model, the
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total number of elements being 322690. Out of them, 52666 are linear wedge elements

of type C3D6 and the rest 270024 are linear hexahedral elements of type C3D8R.

The total number of nodes used in the model are 334246. Table 5.1 gives the details

of meshing for the individual parts of the model. Another interesting feature of the

present model is that cohesive surfaces, and not cohesive elements have been used to

model the CZM along crack growth direction. This added simplicity to the model and

unnecessary clutter of the mesh with a varied number of di�erent elements was avoided.

Table 5.1: Details of meshing for individual instances

Instance name Total elements Type C3D6 Type C3D8R Total nodes

Specimen (left) 160274 25262 135012 166275

Specimen (right) 160274 25262 135012 166275

Hammer 1014 1014 0 776

Left support 564 564 0 460

Right support 564 564 0 460

5.3 Veri�cation of the present model

The FE model described in the previous sections have been compared with the test

results from Shim et al. (2010). According to normal convention, the comparison has

been done based on the load-displacement curves for X80 steel. The contact loading

and the corresponding displacement for the specimen under study has been obtained

for two di�erent temperatures for validation. Figure 5.4 shows the FEA results and

test results (Shim et al., 2010) for room temperature. There seems to be a quite good

match of the FEA results with test results from the literature. The location of the

pop-in (Anderson, 2005) in the load-displacement curve has also been quite accurately
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Printed using Abaqus/CAE on: Wed Jul 15 18:31:00 Mountain Daylight Time 2015

Figure 5.2: Illustration of meshing of the FE model

Printed using Abaqus/CAE on: Thu Jul 16 11:51:26 Mountain Daylight Time 2015

Figure 5.3: Finer mesh near the crack tip for accuracy of numerical analysis
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predicted by the FEA. The minor deviations mainly in the elastic zone of the curve

before damage initiation can be neglected since it is of greater interest to us to study

the crack growth in the present problem. The maximum deviation of FE results from

test results is approximately 13.8%.

The FE results has also been matched with load-displacement curve from actual

DWTT at a temperature of 0◦C, which is shown in Figure 5.5. As explained earlier,

the match with load-displacement curve for this temperature has been obtained by

varying the damage variable D introduced in Chapter 3. Here too we see a quite good

match between FEA and experiments. The maximum deviation of FE results from

test results in this case is 11.5%.
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Figure 5.4: Validation: Test results (Shim et al., 2010) and simulation results for X80
steel at room temperature (25◦C)

Figure 5.5: Validation: Test results (Shim et al., 2010) and simulation results for X80
steel at a temperature of 0◦C
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Chapter 6

Temperature dependence of dynamic

fracture of pipeline steel

Based on the �nite element (FE) model introduced in Chapter 5, a detailed fracture

analysis of X80 steel was done. The fracture analysis was done mainly to analyze the

various fracture parameters such as CTOA, CTOD, crack length and crack speed. The

following sections provide a detailed account.

6.1 Temperature e�ect on load displacement curve

A load-displacement curve gives us the relation between the contact force or load on the

specimen and the resultant displacement of the specimen. Load displacement curves

form the basis of validation of a FE model when compared with test results. Figure

6.1 shows the load-displacement curves obtained from the FE simulations for all the

six di�erent temperatures. An interesting observation from the �gure is that the initial

elastic part of the curve before initiation of damage remains similar even when the

temperature changes. However, a huge di�erence can be noticed in the curves once

62



damage initiates.

Area under the load-displacement curve is equal to the total input energy required

for complete fracture of the specimen. Figure 6.1 shows that as the temperature de-

creases, the total input energy decreases at a signi�cant rate. Since it is di�cult as

well as computationally expensive to obtain the total area under the curve, another

important parameter known as the steady state energy is used for the quantitative

analysis (Shim et al., 2010). During steady state crack propagation, the speed of crack

growth or the slope of the load-displacement curve remains fairly constant. Figure

6.2 illustrates the steady state crack propagation and approximate steady state energy

obtained from the load displacement curves. Table 6.1 gives the values of maximum

contact force (or maximum load) and the steady state energy (or steady state energy

per unit newly formed crack area) for each temperature of study.

Table 6.1: Maximum load and steady state energy for the load displacement curves at
di�erent temperature

Temperature, T Maximum load Steady state energy

K (◦C) kN kJ/m2

323(50) 388 �

298(25) 340 15074

273 (0) 318 12241

243(-30) 326 5981

213(-60) 330 3431

183(-90) 318 1380

The analysis of the load-displacement curve allows us decide whether the fracture

process is ductile or brittle. As can be seen from Figure 6.1, brittle fracture is seen for a

temperature of -90◦C. Other temperatures show ductile fracture, however the ductility
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Figure 6.2: Illustration of steady state energy and maximum load on the DWTT spec-
imen through a smoothened load-displacement curve obtained from a FE simulation
at a temperature of -30◦C.
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of the fracture process increases as the temperature increases. This phenomenon can

also be interpreted from the increasing trend of the steady state energy with increase

in temperature.

6.2 Temperature e�ect on crack length and crack

speed

Crack length is de�ned as the length of the propagated crack starting from the point

of crack initiation whereas the velocity of crack growth in the direction of crack prop-

agation is known as crack speed. Crack speed is numerically equal to the slope of the

crack length vs. time curve at any point.

Both crack length and crack velocity can be found out from the time history of the

location of the crack tip with respect to a �xed point. In the present model, the crack

length at any time has been found out by subtracting the length of the ligament at

that particular time from the initial ligament length before crack growth. The crack

speed has been obtained from the slope of the crack length vs. time plot for each

temperature.

The crack length vs. time plots have been represented in two �gures for better

illustration. Figure 6.3 shows the crack length for three di�erent temperatures (T ≥

0◦C). Figure 6.4 shows the crack length for the other three di�erent temperatures

(T < 0◦C).

From the �gures, it could be said that steady crack growth occurs from 12 mm to

48 mm roughly for all temperatures. The crack takes a length of 12 mm to achieve

steady crack growth. After a crack length of 48 mm, a number of other processes

like bending become signi�cant which ceases the steady-state crack growth. This in

turn is because the ligament length becomes less than 23 mm and the steady crack
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Figure 6.3: Crack length vs. time (T ≥ 0◦C)

Figure 6.4: Crack length vs. time (T < 0◦C)
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Figure 6.5: Variation of crack speed with crack length

growth with almost constant speed experiences a deceleration. This observation in the

present FE model is in accordance with the experimental observations of Shim et al.

(2010) where they observed that the last one-third of the initial ligament length of the

specimen does not contribute to the steady state crack growth.

Figure 6.5 is a semi-logarithmic plot that shows us the speed of crack propagation

with respect to crack length.

6.3 Temperature e�ect on CTOA

The most widely accepted de�nition of CTOA or crack tip opening angle states that

CTOA is equal to the angle formed by the two newly generated crack surfaces at a

distance of 1 mm from the crack tip. The early experimental and numerical work

by researchers (Kanninen et al., 1979, Newman, 1984, Yuan and Brocks, 1991) shows
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Figure 6.6: Measurement of CTOA

that during steady state crack growth, CTOA reaches a steady state condition. In

other words, this suggests that in the steady state crack propagation, CTOA remains

fairly constant. Due to this observation, CTOA is presently regarded as a toughness

parameter for characterization and di�erentiation of fracture behavior of di�erent el-

ements. Inspite of the fact that CTOA is considered a material parameter, CTOA

has been found to be sensitive to changes in fracture speed as shown by Ren and Ru

(2013). In the present section, we will analyze the variation of steady state CTOA

with temperature from FE simulations.

In the present FE model, CTOA has been measured at a distance of 1 mm from

the crack tip. The crack tip has been identi�ed as the point when damage starts to

initiate and separation reaches a value equal to δ0. A three point angle measurement

technique has been employed. Figure 6.6 illustrates the measurement technique of

CTOA in detail.

The variation of CTOA with crack length has been shown in two di�erent �gures
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Figure 6.7: CTOA vs. crack length (T ≥ 0◦C)

Figure 6.8: CTOA vs. crack length (T < 0◦C)
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for a better explanation and understanding. Figure 6.7 shows the plots for (T ≥ 0◦C)

whereas �gure 6.8 shows the plots for (T < 0◦C). It is seen that the steady state

CTOA value shows a strong exponential dependence on temperature. For temperature

less than -30◦C, the CTOA values change very little and tend towards a constant value.

However, as the temperature increases, the CTOA values increase exponentially. Table

6.2 provides the average CTOA values calculated for all the temperatures.

In the early states of crack propagation, non-constant CTOA values were observed.

This observation was similar to Lam et al. (2005) and Newman et al. (2003) which

was identi�ed to occur mainly due to initial unstable and unsteady crack growth, and

crack tunneling.

6.4 Temperature e�ect on CTOD

Similar to other fracture toughness parameters, crack tip opening displacement

(CTOD) measures the resistance of a material to the propagation of a crack.

The basic idea behind CTOD is a characteristic displacement at the crack tip

that controls initiation of a crack as well as stable and unstable crack growth. The

appropriate mathematical de�nition of CTOD is sometimes controversial and di�erent

de�nitions are used for various applications. The two most common measurement

technique for CTOD are as follows:

1. dipsplacement at original crack tip (at a �xed distance).

2. displacement at 90◦intercept.

In the present �nite element models with sharp cracks, the �rst method has been

employed. CTOA is measured at a �xed distance from the crack tip to maintain

uniformity of results. In the current model this �xed distance was taken as 1 mm

(Amstutz et al., 1997, Lam et al., 2005).

71



Figure 6.9: CTOD vs. crack length (T ≥ 0◦C)

Figure 6.10: CTOD vs. crack length (T < 0◦C)
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Figures 6.9 and 6.10 shows the plots of CTOD with crack length for all the six

di�erent cases of FE simulations. Similar to CTOA, the steady-state values of CTOD

has also been obtained and it shows the same trend as CTOA. Table 6.2 provides the

numerical values of the steady state CTOD for di�erent temperatures.

6.5 Temperature dependency of toughness parame-

ters

Table 6.2: Average steady state CTOA and CTOD at di�erent temperature

Temperature, T CTOA CTOD

K (◦C) ◦(degree) mm

323(50) 15.84 0.302

298(25) 7.86 0.146

273 (0) 4.34 0.080

243(-30) 2.69 0.048

213(-60) 2.28 0.042

183(-90) 2.06 0.038

Based on the steady state values of the toughness parameters shown in Table 6.2, an

exponential relation can be formulated to account for the temperature dependency of

these toughness parameters (CTOA/CTOD) during steady crack growth:

Γ = (Γroom − Γ∞)exp(K1T
∗) + Γ∞ (6.1)
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where Γ represents the value of the toughness parameter during steady-state crack

growth at a non-dimensional temperature of T ∗ (de�ned previously in Chapter 3).

Γroom is the value of the toughness parameter at room temperature and Γ∞ is the

assumed value as T tends to zero in absolute scale. K1 is a non-dimensional constant

which determines the temperature sensitivity of the material with regard to these

fracture toughness parameters. For PS, it was found that K1 = 43. Figures 6.11 and

6.12 illustrate the curve �tting for CTOA and CTOD respectively. In both �gures, the

solid black line represents the prediction by Eq. (6.1).

Table 6.3: Representative values of the toughness parameters for Eq. (6.1)

Γ =CTOA Γ =CTOD

Γroom 7.86◦ 0.146 mm

Γ∞ 2.0◦ 0.038 mm

Similar results for CTOD for steel specimens were observed by other researchers

in three-point bending experiments. The results show the same trend of variation of

CTOD with temperature. Ebrahimi and Seo (1996) reported an exponential rise of

CTOD values for A543 steel. Similar results were also reported by Sorem et al. (1991)

for A36 steel. The similarity with experimental results con�rms that our FE model

gives reliable prediction of toughness values for PS.
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Figure 6.11: Empirical relation for temperature dependency of steady state CTOA

Figure 6.12: Empirical relation for temperature dependency of steady state CTOD
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Chapter 7

Summary and Future Work

7.1 Summary of the thesis

The present work reports a cohesive zone model (CZM) for a detailed fracture analysis

of pipeline steel (PS) for a wide range of temperatures. The implementation of the

CZM has been achieved through a �nite element (FE) model made in a commercially

available software Abaqus/CAE 6.13. The driving force behind the present analysis

was to better understand the temperature dependent fracture behavior of PS. The

ultimate motive of the research is to improve the design and manufacturing process of

pipelines to minimize rupture of pipelines due to fracture.

This research identi�es and quanti�es the variation of the essential CZM parameters

with temperature. The two essential CZM parameters that de�ne the traction sepa-

ration law (TSL) are maximum cohesive traction and cohesive energy. The maximum

traction is equal to the maximum true stress of the PS under consideration whereas

the cohesive energy can be equated to the fracture energy (or fracture energy per unit

area) of the material. A temperature dependent relation of maximum true stress and

fracture energy has been obtained to de�ne the temperature-dependent CZM.
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The FE model of the above CZM was made to simulate a Drop Weight Tear

Test (DWTT). Validation of the model was done based on comparison of the load-

displacement curve of the present model with that of test results.

Based on the FE simulation for di�erent temperatures, a detailed fracture analysis

for PS has been done. The plots of contact force against displacement for di�erent

temperatures show a sharp decrease in the amount of steady-state energy required for

complete fracture of the specimen when the temperature is decreased. The evolution of

crack with time has been plotted. This time history of crack growth identi�es a steady-

state crack propagation zone where toughness parameters remain almost constant.

Temperature variation of toughness parameters like CTOA and CTOD have been

reported. Both CTOA and CTOD show an exponential increase with increase in tem-

perature. This result is consistent with temperature dependent variation of CTOD

reported in the literature for steel. This exponential relationship with temperature has

been formulated using a simple empirical relation.

The present research provides us the tool to obtain an approximate fracture behav-

ior at any temperature. This will enable designers to be aware of any unwanted scenario

that might be experienced in the temperature range of operation of the pipeline. Know-

ing the fracture behavior of pipelines in the operating range of temperatures can help

designers build a long-lasting and trustworthy pipeline in regions experiencing extremes

of temperature.

With minor modi�cations, the temperature dependent CZM proposed here can be

implemented for other materials which shows similar characteristics. In short, the

present thesis reports a simple but robust CZM-based FE model that can analyze the

fracture behavior of PS at di�erent temperatures.
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7.2 Future Work

Even though the present work studies the temperature dependence of dynamic fracture

through a simple model, a number of improvements can be brought in the present work:

1. In the present model, the e�ect of strain rate on the TSL have been approxi-

mated to maintain the simplicity of the model. However a more accurate model

can be obtained by an iterative strain-rate dependent model where the TSL is

automatically updated according to the varying strain rate of the model, instead

of assuming an average value.

2. The approach presently used to �nd the maximum traction consists of a number

of steps and interferes with a simplicity of the model. Even though the model

achieves good match with test results, there is a scope of simpli�cation of the

procedure of obtaining maximum traction to ensure ease of operation.

3. The CZM parameters δ0 and δm have been assumed to be constant in the present

research. The e�ects of temperature changes on these parameters could be ex-

plored for a more holistic and complete model.

4. In the present model, the e�ect of changing DWTT hammer speed on temperature

dependent fracture has not been analyzed and this might be an area where more

research explorations are possible.
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