
Temperatures, Productivity, and Firm Competitiveness in

Developing Countries: Evidence from Africa

Nouhoum Traore Jeremy Foltz

December 20, 2017

JOB MARKET PAPER

(For the Latest Version Click here)

Abstract

Characterizing the relationship between temperatures and overall
economic productivity remains a key challenge in the study of the eco-
nomic e↵ects of climate change. While some studies have attempted to
explain the micro mechanisms behind the established negative e↵ect
of temperatures on aggregate output, how such e↵ect takes place and
its implications for firms in developing countries need further explana-
tion. This paper examines the relationship between temperatures and
firm performance, by using detailed production data from manufac-
turing, service, and agricultural firms in Côte d’Ivoire. To guide our
empirical work, we introduce climate mitigation technology choice into
a model of trade with heterogeneous firms. An empirical test of the
model shows that increased temperatures leads to lower firm revenues,
profits, and survival rate. In addition, our empirical results suggest
a negative relationship between daily temperatures and measures of
firm performance: total factor productivity, labor and capital produc-
tivity. Finally, we find a lower e↵ect of temperatures on firms that
can invest in climate mitigation technology. These findings show that
higher temperatures in developing countries decrease competitiveness,
thus providing the first quantitative estimates of this cost of climate
change.

1Traore: University of Wisconsin-Madison, ntraore@wisc.edu, Foltz, University of
Wisconsin-Madison, jdfoltz@wisc.edu. This paper is funded under the grant ”Pol-
icy Design and Evaluation Research in Developing Countries” Initial Training Network

1

https://www.dropbox.com/s/b6w2gbn5s7clwfw/JMP_NTraore.pdf?dl=0


1 Introduction

As global temperatures rise, it becomes more important to understand the

influence of temperature on economic productivity. A growing body of liter-

ature has established strong negative relationship between historical fluctu-

ations in levels of temperature and aggregate economic performance (Dell et

al., 2012; Burke et al., 2015). However, most of these studies are based on

aggregate data and use a cross-country approach. Such an approach does not

provide insights on the mechanism behind the observed e↵ects of temperature

on economic activity. Further, while these studies suggest that temperatures

a↵ect output in sectors other than agriculture, they have been limited in ex-

plaining the consequences of the observed e↵ects on firm performance. This

paper uses firm-level data across multiple sectors of the economy to analyze

the relationship between temperature changes and firm performance. These

firm-level e↵ects have important implications for the competitiveness of the

economy in the international market.

We answer this question using data from Côte d’Ivoire. Africa is espe-

cially vulnerable to rising temperatures due to its low levels of development,

making study of the e↵ects of climate change in Africa all the more impor-

tant. First, we adapt a trade model with heterogeneous firms à la Melitz

(2003) to analyze the impact of increased temperatures on firm revenues,

profits, and exit productivity cuto↵. Second, using a unique, detailed firm-

level data set from Côte d’Ivoire coupled with climate data, we estimate

total factor productivity (TFP) non-parametrically, using the most recent

techniques in the field of industrial organization. Third, we empirically in-

(PODER), which is funded under the Marie Curie Actions of the EU’s Seventh Framework
Programme (Contract Number: 608109). We sincerely thank Enghin Atalay, Ian Cox-
head, Akiko Suwa-Eisenmann, Kenneth D. West, Karen Macours, Denis Cogneau, Sylvie
Lambert, David Margolis, Francois Libois, and seminar participants at PSE, Wisconsin-
Madison, for very useful comments, discussion, and help. We are grateful to Francois
Bourguignon and the National Institute of Statistics of Côte d’Ivoire for providing us
the data. This paper’s findings, interpretation, and conclusions are entirely those of the
authors.
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vestigate whether and how temperatures a↵ect firm productivity. Finally, we

test the key prediction from our model that increased temperatures decreases

firm’s revenues, profits, and market survival rate.

We augment the typical trade model by allowing firms to invest in tech-

nologies that mitigate the e↵ects of high temperatures. The seminal work

of Melitz (2003) on heterogeneous firms and trade liberalization has stim-

ulated a large empirical literature investigating the links between firm pro-

ductivity and competitiveness in the global market. Recent studies extend

this literature to investigate which types of domestic firms take advantage

of trade openness and what factors influence their survival in the export

market (Manova, 2013; Minetti and Zhu, 2011). This paper adds a new di-

mension to current trade theory by examining the e↵ects of temperatures on

firm’s productivity and market survival. As is standard in the literature, our

model predicts that the least productive firms exit the market, the medium

productive firms continue producing, but do not invest in climate mitigation

technology, and the most productive firms continue producing and invest in

climate mitigation technology. Our additional insight is that higher tem-

peratures increase the exit productivity cuto↵, because they increase firms’

production costs. As a result, some firms make negative profits and stop

producing.

In the empirical application we start by using the non-parametric meth-

ods developed by Gandhi et al. (2011) to estimate total factor productivity

(TFP) across the manufacturing, agriculture, and service sectors. Next, to

identify the e↵ects of temperatures on firms’ revenues, profits, and TFP,

we exploit year-to-year variation in firms’ exposure to a daily distribution

of temperatures, constructed in a series of temperature bins. We find a

strong and statistically significant negative e↵ect between temperatures and

firms’ revenues, profits, and TFP. In our preferred baseline specification,

a one-standard-deviation rise in days with high average temperatures de-

creases firm’s revenues, profits, and TFP, respectively, by 14.83%, 21.71%,
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and 3.61% relative to the impact of a day with moderate average tempera-

tures. For firms that can invest in climate mitigation technology, the e↵ects

of high temperatures on revenues are significantly reduced. To assess the

potential mechanisms behind the observed e↵ects of temperatures on TFP,

we estimate the e↵ects of temperatures on labor and capital productivity. In

various specifications, we find no evidence that the observed e↵ect of temper-

atures on TFP is solely explained by labor productivity, which suggests high

temperatures a↵ect capital productivity as well. The model also predicts

that increased temperatures reduces firm market survival rate as a result of

higher production costs. To examine the impact of higher temperatures on

a firm’s exit, we estimate the change in the probability that a firm exits as

a function of temperatures. We found that a one-standard-deviation rise in

days with high average temperatures increases firm exit rate by 0.04%. This

result demonstrates the negative e↵ect of climate change on firms’ competi-

tiveness.

The unique and comprehensive data used in this paper helps overcome

many of the endogeneity and identification issues in the previous literature.

Our data spans a range of manufacturing, agriculture, and service sectors

with di↵erent levels of mechanization, ability to control for temperatures,

and di↵erent level of exposure to temperatures. Moreover, by having infor-

mation about the exact address of the plant, we can identify temperatures at

the smallest administrative division where the firm is located. This unique

feature of the data enables us to exploit exogenous variation in tempera-

tures at di↵erent firms’ locations and across time to estimate the impact

of increased temperatures on firms. In addition, the richness of our data

enables us to perform several robustness checks including di↵erent identifi-

cation strategies, using alternative sub-samples of the data and temperature

measures, and controlling for major events in the country. These robust-

ness checks allow us to address potential threats to identification that might

come from the concentration of the majority of firms in few localities in
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the country, sample selection issues due to entry and exit of firm and data

requirement to estimate non-parametric firm’s productivity. In all specifi-

cations, we find strong support for our main results that high temperatures

a↵ect firms’ revenues, profits, productivity, and market exit rate.

This paper contributes to a number of di↵erent strands of the literature

on climate, firms, and African development. First, by adding insights from

the trade literature on productivity with the climate and productivity litera-

ture we make important advances to the climate literature. The trade theory

framework we use pays close attention to how temperatures a↵ect competi-

tiveness in contrast to most climate-productivity analyses, which only focus

on the e↵ects of temperatures on firm’s output.

Secondly, we are the first paper to analyze the e↵ects of temperatures

using firm level data in Africa. While this literature has not yet focused

on Africa, there are good reasons to believe that African firms are most

vulnerable to climate change due to missing market of credit and a high

vulnerability of their agriculture sector. Moreover, if non-agricultural sectors

are expected to attenuate the e↵ect of climate change by absorbing a↵ected

workers in the African agricultural sector, it is important for adequate climate

adaptation policies to understand how temperatures might also a↵ect non-

agricultural sectors.

Finally, this work also makes important contributions to the broad liter-

ature trying to understand factors a↵ecting the competitiveness of African

firms. To design a sound industrialization policy, which is often suggested as

the path for sustainable growth and poverty reduction in the continent, it is

important to understand all the contributing factors that constrain African

firms. Our results bolster current evidence on the contributing factors to

poor performance of African’s firms and in doing so add a new dimension

to the analysis of the impact of climate change on economic activities in

developing countries.

The reminder of the paper proceeds as follow: in section 2 we review
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the literature and discuss the mechanisms through which temperature might

a↵ect firm productivity. In section 3 we introduce a theoretical model of

firm behavior under climate variability. In section 4 we provide the empirical

framework and the data. In section 5 we o↵er the empirical analysis. In the

last section we conclude and provide policy implications.

2 Literature Review

While globalization has fostered the expansion of higher productivity sectors

in most of East Asia, it seems to have induced an undesirable structural labor

movement in Sub-Saharan Africa from the most productive to less productive

sectors (McMillan and Rodrik, 2011). Despite a multitude of studies that

have looked into potential factors (e.g. weak institutions, political instability,

inadequate infrastructures) trailing behind African firms, there are none on

the e↵ect of climate on the manufacturing sector in the continent. It is

possible that low productivity in African firms is related to climate.

The relationship between temperatures and economic activities has been

well established at the aggregate output level. Using historical fluctuations in

temperatures within countries and GDP information for about 120 countries,

Dell et al. (2012) found that high temperatures reduce agricultural output,

manufacturing output, and political stability in poor countries. In a simi-

lar exercise, using a non-linear estimation methodology, Burke et al. (2015)

showed that increased temperatures a↵ect economic activities not only in

developing countries but in developed countries as well. While these studies

have resuscitated the debate on the impact of climate on broader economic

activities, they are limited in explaining the micro-mechanism behind the

observed e↵ects.

Previous studies that used micro-level data have been mainly focused on

understanding the influence of temperatures on agricultural yield (Au↵ham-

mer et al., 2006; Deschenes and Greenstone, 2007; Schlenker and Roberts,
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2009; Lobell et al., 2011). However, despite the economic importance of agri-

culture in most developing countries, it cannot alone explain GDP losses due

to temperature fluctuations observed in macro studies. Few recent studies

have investigated the impacts of climate change on labor productivity and

absenteeism (Cachon et al., 2012; Zivin and Neidell, 2014; Sudarshan et al.,

2015; Park, 2016). Using county level payroll and weather data from 1986 to

2012, Park (2016) estimated the impact of heat days on local labor produc-

tivity in the US. He found that an additional day above 32C caused a 0.048%

decline in payroll per capita that year, and that the coldest counties su↵ered

more,suggesting that the hottest counties had already invested in long-term

adaptation. Using daily worker productivity and attendance from Indian

manufacturing firms, Sudarshan et al. (2015) found that intrinsic labor pro-

ductivity decreases by between 4% - 9% per degree on days above 27C. This

is one of the few studies to use firm level data to directly measure the impact

of temperatures on firms’ productivity. They show that an additional day of

high temperature is associated with a 1% - 2% increase in absenteeism of con-

tracted workers. However, they observe no impact on daily (non-contracted)

workers for whom the cost of absenteeism is high. In assessing the economic

implication of their results, they found that firm output decreases in years

of high temperature a little over 3% per degree-day.

While such pioneering micro studies on the impact of extreme weather

on firms’ productivity (Cachon et al., 2012; Sudarshan et al., 2015) create

a basis for firm level evidence of temperatures’ e↵ects, they are likely to

su↵er from external validity issues since the scope of their analysis is usually

restricted to specific industries within the manufacturing sector. Moreover,

the features of the data (e.g. cross sectional, the lack of information on

firm’s exact location) used in previous papers raised potential identification

concerns about their findings.
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2.1 How Does Temperature A↵ect Economic Activity?

At first glance, the relationship between temperature shocks and secondary

or tertiary economic sectors is not obvious. However, there are several ways

in which extreme temperatures can a↵ect the production process of firms.

One of the primary mechanisms identified in the literature is that higher

temperatures cause intrinsic labor productivity loss and a reduction in labor

supply (Park, 2016; Sudarshan et al., 2015; Zivin and Neidell, 2014; Cachon

et al., 2012; Hsiang, 2010). Hsiang (2010) found that the e↵ect of temper-

ature on economic output in the Caribbean is structurally similar to the

e↵ect of intrinsic labor productivity. With the exception of (Zhang et al.,

2017), which document the relationship between temperatures and firm out-

put, TFP, labor and capital productivity, most of the previous micro studies

have been solely focused on labor productivity channel. Zhang et al. (2017)

found that while the e↵ect of temperatures on labor and capital are limited,

temperatures a↵ect both labor and capital productivity. Although there are

good reasons to believe that temperatures can a↵ect the proper function of

machines or divert investment from productive capital, the impact of temper-

atures on capital productivity has been mostly neglected in the climate-firm

literature.

In many developing countries, temperatures can induce higher industrial

production cost. In warmer seasons, while there is higher energy demand for

cooling purposes from both households and firms, increased temperatures

decrease the stream flow of water, which poses potential operating and ef-

ficiency problems for hydroelectric plants- the primary source of electricity

for many countries in SSA. High demand of energy and downward pressure

on electricity and water supply due to hotter seasons lead to poor water

supply and intensive power outages, which poses tremendous handicap to

firm production. According to (Kaplinsky and Morris, 2008), Kenyan firms

facing frequent power interruptions lost significant part of their production

despite investing in generators. Most probably because of the strict data
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requirement, there is no study that has investigated energy interruption as a

potential mechanism through which temperatures can a↵ect firm productiv-

ity in Africa.

Finally, increases in input prices could also lead to higher production costs

for firms. Given the established evidence of the negative impact of temper-

atures on the e�ciency of agricultural production, especially in the tropics,

one would expect that higher temperatures would a↵ect both the supply and

price of agricultural output. This is particularly of concern for food manu-

facturing firms or firms that use agricultural output as intermediate inputs.

As shown by Melitz (2003), exposure to globalization induces the most

productive firms to enter the export market and the least competitive firms

to exit. Hence, if we assume that firms in tropical regions are relatively more

exposed to climate change than firms elsewhere, they will be less competi-

tive in the global market if climate change a↵ects firm productivity, ceteris

paribus. In other words, in a globalized market where firms in small coun-

tries are price takers, climate change can exogenously increases the survival

productivity threshold for firms in climate vulnerable countries.

3 Theoretical Model

This section develops a simple model to study the e↵ects of temperatures on

the competitiveness of heterogeneous firms by introducing climate mitigation

technology choice in Melitz style trade model. This add-on to Melitz model

enables us to consider the impact of temperatures on the behavior of firms;

an implication of climate on economic activity in developing countries that

has been missed in previous studies. To a certain extent, the insights in

our model is close to that of Bustos (2011) and Manova (2013). However,

while Bustos (2011) and Manova (2013) focuses respectively on the impact

of increased trade on firm technology upgrading and the implication of credit

constraints for heterogeneous firms in international trade, our model analyses
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the impact of temperature shocks on firm sorting and exit.

3.1 Set up of the Model

We incorporate climate costs and climate mitigation technology choice into

a static, partial equilibrium model à la Melitz (2003). Each of J countries

is endowed with L units of labor used by heterogeneous firms to produce

di↵erentiated products in a single monopolistically competitive industry. As-

suming that firms face exogenous constant elasticity of substitution (CES)

demand schedule, the demand function for each variety (!) in country j is

determined by qj (!) = EjPj
��1 [pj (!)]

��, where pj (!) is the price of the

variety, � = 1/(1�⇢) is the elasticity of substitution between any two goods,

Pj =
hRM

0 pj (!)
1�� d!

i 1
1��

is aggregate price index, M is the number of

varieties, and Ej is the aggregate level of spending in the economy. The

assumption of symmetry in production technology ensures that wages, the

numeraire, and aggregate variables are the same across countries.

Firm entry. - Each economy is populated with a continuum of monop-

olistically competitive firms, each producing a di↵erentiated product un-

der increasing return to scale technology. Within the industry, firms are

heterogeneous in their productivity ', and they face fixed entry cost of

fe units of labor. Productivity ', unknown to firms before starting pro-

duction, is drawn from a known cumulative Pareto distributive function

G (') = 1�'�k with k > 1. After observing their productivity, firms decide

whether to produce or exit the market.

Temperature Cost. - We assume that temperatures di↵erently a↵ect produc-

tion technology in di↵erent countries, that is, to manufacture 1 unit of a

good in country j, firms need to employ �j (✓) > 1 units of labor that could

otherwise be produced with 1 unit of labor in the scenario of no temperature

e↵ect (�j (✓ = ✓⇤) = 1), where ✓ and ✓⇤ are respectively the level of current
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and optimal temperatures. �j (✓), which increases in temperature, captures

di↵erences in the e↵ects of temperatures on production factors in di↵erent

countries. Thus the production of each variety involves a fixed cost (f) and

a marginal cost
⇣

�j(✓)
'

⌘
, both expressed in terms of units of labor.

A simple interpretation of the climate variable cost would be the decrease

in labor productivity due to weather condition. As demonstrated in previous

studies (Hsiang, 2010; Sudarshan et al., 2015; Park, 2016), high temperatures

reduce intrinsic labor productivity through fatigue or discomfort. To a cer-

tain extent, temperatures can a↵ect capital productivity as well (Zhang et

al., 2017). Alternatively, climate costs can also be interpreted analogously to

environmental regulation requirements. In order to comply with the carbon

emission regulation in most countries, firms need to make specific invest-

ments in production technology, which might not necessarily increase their

productivity.

Henceforth, we will focus on the domestic market, so we will drop the

sector j subscript to reduce the intensity of notation.

Production Technology. - Upon staying active, firms produce goods using

a technology that features a marginal cost (� (✓) /') and a fixed cost (f),

both expressed in units of labor. Firms can choose to improve their pro-

duction technology by reducing their marginal cost of production through

an investment in climate mitigation technology at a fixed cost. This can

be expressed as the choice between two technologies, low (l), and high (h),

where technology h features a higher fixed cost (⌘f) and a lower marginal cost

[� (✓) /� (✓)'], where � (✓) > 1 is increasing in temperatures with [� (✓ = ✓⇤) = 1],

and ⌘ > 1. The total cost functions under each technology are:

TCl (q,') = ll = f +
q� (✓)

'

TCh (q,') = lh = ⌘f +
q� (✓)

� (✓)'
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where ll and lh are, respectively, labor for firm using low and high technology.

3.2 Firm behavior

Profit Maximization

Under CES preferences, the static problem for a monopolistic competitive

firm, with productivity ', is to maximize the following profit function:

(1)max
l,q

⇡ (e,', ✓) = pq� q� (✓)

'
� f + e

✓
1� 1

� (✓)

◆
q� (✓)� f(⌘ � 1)

�

s.t.

(1.1) q (', ✓) = EP ��1 [p (', ✓)]��,

(1.2) A (', ✓) ⌘
✓
1� 1

� (✓)

◆
q (', ✓) � (✓)� f(⌘ � 1) � 0.

where e = (0, 1) is an indicator for firm investment status in climate mitiga-

tion technology. In the absence of climate mitigation technology choice, the

equilibrium production quantities, price of variety, revenues, and profits are

the same as in Melitz (2003) scaled by a climate cost shifter � (✓):

(2) p (', ✓) = �(✓)
⇢' , q (', ✓) = EP ��1

h
�(✓)
⇢'

i��

,

rl (') =
h
�(✓)
⇢P�

i1��

E, ⇡l (', ✓) = � (✓)1�� 1
�E (P⇢)��1 '��1 � f .

Climate Mitigation Technology. – Since the benefits of investing in climate

mitigation technology increase with productivity and temperature, the in-

vestment constraint (1.2) for firms with productivity level above a certain
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cut-o↵ is not binding. Substituting A (', ✓) = 0 into (1), the equilibrium

revenues and profits for firms using high technology are the following:

(3) rh (', ✓) =


� (✓)

⇢P� (✓)'

�1��

E,

⇡h (', ✓) = � (✓)1�� 1

�
E (P⇢)��1 '��1� (✓)��1 � ⌘f

Firms make the decision of whether to invest in climate mitigation tech-

nology by comparing the profits in (2) and (3). The decisions to stay active

and technology choice are represented in Figure 1, where the two possible

profits are depicted as a function of firm productivity. The equilibrium in

Figure 1 is obtained when '⇤ < 'h where '⇤ is the productivity cuto↵ for

staying in market and 'h is the level of productivity above which a firm

using low technology finds it profitable to invest in climate mitigation tech-

nology
⇥
⇡l
�
'h
�⇤

=
⇥
⇡h
�
'h
�⇤
. This equilibrium results in the sorting of firms

into three di↵erent groups: the least productive firms (' < '⇤) exit, the low

productive firms
�
'⇤ < ' < 'h

�
produce with low technology, and the most

productive firms 'h < ' produce with high technology by investing in climate

mitigation technology.

Proposition 1: An increase in temperatures reduces firm revenues and

profits
⇣

@r(',✓)
@✓ < 0, @⇡(',✓)

@✓ < 0
⌘
.

Proof. See Online Appendix A.

Proposition 2: The e↵ect of temperatures on revenues and profits is lower

for firms that invest in climate mitigation technology⇣���@r
h(',✓)
@✓

��� <
���@r

l(',✓)
@✓

��� ,
���@⇡

h(',✓)
@✓

��� <
���@⇡

l(',✓)
@✓

���
⌘
.

Proof. See Online Appendix A.
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Intuitively, when there is temperature increases labor productivity re-

duces and as a result firms produce less and experience higher costs given

the same level of production factors. Firm can mitigate the cost of high

temperatures by investing in climate mitigation technology (e.g. AC), which

will lessen the e↵ects of temperatures on their productivity.

Exit from Market. –The least productive firms maximize profit by using low

technology. As a result, the exit cuto↵ productivity '⇤, is defined as:

(4) ⇡l ('⇤) = 0 () '⇤ =

✓
�f

E

◆ 1
��1 � (✓)

P⇢

It is important to note that in a standard Melitz model, a firm’s decision to

exit is based on its long run profit and, consequently, expectations over future

temperatures should be taken into account. However, to make modeling

simple and given our context, a developing country with credit constraints,

short term cash flow can be critical to firm survival. For this reason, we will

assume that short-term profits motivate a firm’s decision to exit.

Proposition 3 (Exit Cut-o↵) An increase in temperatures reduces firm sur-

vival rate
�
@'⇤

@✓ > 0
�
.

Proof. See Online Appendix A.

Technology Choice. - The marginal firm using high technology is indi↵erent

in using the low technology, that is, ⇡h
�
'h
�
= ⇡l

�
'h
�
. Therefore, the cut-

o↵ productivity level requires to invest in climate mitigation technology is

defined by:

⇡h
�
'h
�
= ⇡l

�
'h
�
= 0 ,

�
� (✓)��1 � 1

�
� (✓)1�� 1

�
E (P⇢)��1 'h

��1 = (⌘�1)f

combining this condition with equation (4), we can express 'h as a function

of the exit cuto↵ productivity:
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(5) 'h = '⇤
✓

⌘ � 1

� (✓)��1 � 1

◆ 1
��1

Note that 'h > '⇤ as long as
⇣

⌘�1
�(✓)��1�1

⌘ 1
��1

> 1. This implies that only

the most productive firms invest in climate mitigation technology. Because

demand is elastic (� > 1), adopting high technology will result in higher

revenues for firms. Given that the benefit of investing in climate mitigation

technology is increasing in productivity and costs are the same for all firms,

after certain level of productivity, the dominant strategy for all firms is to

adopt high technology. From (5), it is also worth mentioning that no firm will

invest in climate mitigation technology when there is no temperature e↵ect

[� (✓ = ✓⇤) = 1] and an increase in the cost of climate mitigation technology

results in a lower share of firms adopting the technology h
h�
'h/'⇤��k

i
. This

implies that firms’ decision to invest in adaption technology is motived by

both, weather conditions and the cost of technology. For example, if weather

conditions have no impact on technology costs, an increase in temperatures

will lead to more adoption. On the other hand, if the cost of technology is

a↵ected by weather, than the e↵ect of increased temperatures on adoption

will depend on the net benefit of investing in the technology.

Discussion. - The model outlined above generates testable implications

of the e↵ect of temperatures on economic activity that we will evaluate in

the empirical section. The key results to our model are that an increase in

temperatures decreases firm revenues, profits, and survival rate (Proposition

1 and 3). The model also suggests that firms investing in climate mitigation

technology are less a↵ected by temperatures (Proposition 2). Finally, the

model predicts that increased temperatures has an ambiguous impact on

climate adoption cuto↵ productivity.
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4 Data and Empirical Framework

4.1 Empirical Framework

We will first test the assumption in the literature that temperatures a↵ect

firm productivity, and then explore the mechanism behind such e↵ects. Sec-

ond, we will test the prediction of the model that: (1) an increase in tempera-

tures reduces firm revenues, profits, and market survival and (2) temperatures

have a lower e↵ect firms that can invest in climate mitigation technology.

Our empirical strategy for studying the impact of temperatures on firms’

performance is to regress the variable of interest (TFP, firm revenues, prof-

its, and exit, and labor, capital productivity) on the temperature variables

constructed using the bin approach and other control variables. Our key

regression is thus specified as:

log (Yit) = ↵i + ✓d + �0tempit + �0X it + "it

where Yit denotes firm i TFP, revenues, profits, dummy for exit, labor pro-

ductivity, or capital productivity in year t. Firm fixed-e↵ect and district

fixed-e↵ect are respectively represented by ↵i and ✓d. While firm fixed-e↵ect

controls for firm specific time invariant characteristics, district fixed-e↵ect

controls for shock inherent to each district, such as climate trends, the qual-

ity of institution, and policy shocks within the geographical district. The

key explanatory variable, tempit, measures temperature at firm’s i location

in year t. To capture the non-linear e↵ect of temperatures on economic activ-

ities, tempit is constructed in series of temperature bins [binit1, , . . . , binitn],

in which binitn represents the number of days falling into the nth tempera-

ture bin for firm i in year t. Other control variables: production factors,

firm’s characteristics, precipitations, and time trends are included in vector

Xit. Finally "it is the error term clustered at region-year level, which will

allow us to control for spatial correlation across firms within each region. To

test whether firms with a specific feature (e.g. investing in climate mitiga-
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tion technology, labor intensive) are di↵erently a↵ected by temperature, we

augment equation (7) with terms that interact the temperature bins and a

dummy variable for the feature of the firm.

4.2 Data and Construction of Variables

We use two sources of data to analyze the impact of temperatures on firms’

outcomes. Firm-level data, covering the universe of registered firms in Côte

d’Ivoire from 1998-2013, are collected by the Registre des Entreprises, a de-

partment of the National Institute of Statistics (INS). Since almost all the

establishments have only one branch, we will refer to each establishment as

“firm” instead of “plant”. The data contains information on sales (domestic,

and exported), inputs, employment, ownership status, and operating costs

of all formal agricultural, manufacturing, service, and trade establishments

in the country. The records distinguish between public enterprises, private

domestic firms, and foreign firms.

Given the focus of our analysis, we exclude associations, public adminis-

trations, and firms in health, sport, education, and personal beauty industries

from the sample. We also exclude firms with zero or missing values of key

variables as well as firms with values outside the range of 1 to 99 percentile.

Because of permanent firms’ exits and possibly the temporary lapses of some

firms in filing their balance sheet information, the structure of the data is

unbalanced panel.

All monetary variables used in the analysis are converted in real terms us-

ing the country GDP deflator from the World Bank. This helps to mitigate

the input-quality or markup di↵erences across time that are incorporated

in prices. Using firm location information, we merge firm level data with

temperature and precipitation data from Surface Meteorology and Solar En-

ergy developed by the Atmospheric Sciences Data Center at the Langley Re-

search of the US National Aeronautics and Space Administration (NASA).

The climate dataset contains daily average temperature and precipitation
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information at a 0.5X0.5 grid degree resolution.

The Capital (K) is measured by the total value of fixed assets in the

book values. Labor is represented by the total number of internal perma-

nent and seasonal employees and the total wage bill of all internal workers.

Investment (I) is the sum of the value of new investment in machinery and

vehicles. Intermediate inputs (M) are defined as the sum of expenditure on

raw materials, other goods, and services. While a firm’s entry year is directly

observed in the data1, we estimated the firm’s exit status. Using the firm’s

unique account number as an identifier, we are able to distinguish a perma-

nent exit from a temporary lapse in reporting or change in the name of the

firm. The ability to detect true exit and entry provide a significant advantage

for our data compared to similar data from other countries (Klapper, 2015).

Finally, firm revenue (Y) is the value of total sales of all finished goods.

4.3 Productivity Estimation

Our measure of productivity is based on the production function estimated

by the method of Gandhi, Navarro, and Rivers (Gandhi et al. (2011),GNR

henceforth). The Ackerberg-Cave-Frazer (Ackerberg et al. (2006), ACF hence-

forth) approach is used for robustness check. One of the critical issues in

identifying firms’ production functions is the possibility that there are fac-

tors influencing production that are observed by the firm but not by the

econometrician. In such a case, estimating the production function using the

ordinary least square method leads to biased and inconsistent estimates of

productivity parameters.

Concerned by the potential simultaneity issues, recent empirical studies

have used production function estimation based on the ”proxy variable” ap-

proach (Olley and Pakes, 1996; Levinsohn and Petrin, 2003; Ackerberg et

al., 2006). The objective of these methods is to get around the identifica-

1The dataset is a census of all formal firms in the country therefore, entry of new firms
is observed on a yearly basis.
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tion issue by inferring the productivity from the observed firm’s input choice.

However, it has been pointed out by ACF that the early ”proxy variable”

approaches as well su↵er from identification issues. Therefore, they propose

an estimation method built on Olley and Pakes (1996) and Levinsohn and

Petrin (2003) that does not su↵er from the timing and dynamic implications

of input choices (Parrotta et al., 2014).

Gandhi et al. (2011) is the first paper to show non-parametric identifica-

tion of the production function with flexible and quasi-fixed inputs. They ar-

gue that the production function is non-parametrically non-identified within

the structural model of production in Olley-Pakes, Levinsohn-Petrin, and

Ackerberg-Cave-Frazer since there is no exogenous source of variation for a

flexible input that comes from outside the production function. GNR pro-

vides an improvement over previous “proxy variable” techniques by solving

the non-identification issue. They did so, by transforming the firm’s first

order condition in a gross output specification (see Appendix C for more

details on GNR method).

5 Empirical Analysis

5.1 Descriptive Statistics

Table 1 provides an overview of the merged firm level and weather data.

Information on firms with missing variables, panel length and sub-sector

length are reported in appendix Table A5, Table A6, and Table A7. The

clean full sample includes 8, 979 unique firms or 34,670 firm-year observa-

tions. The skewed distribution of key variables in the sample, as common

to firm data from most developing countries, suggests that our economy is

mainly composed of small firms and few very large firms. From 1998 to 2013,

the median and average value of firm’s revenue are and $259, 800 and $1.861

million respectively and the median and average firm size are 9 and 40 em-

ployees respectively. Firm entry and exit rate over the 16 years period are
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respectively 18.6% and 9.9%.

Despite the presence of firms in most of the regions, as is the case in

many developing countries, a large proportion of firms are concentrated in

the capital. Figure 1 depicts the average number of firms in each region

during the period of 1998-2013. Generally, there is a large presence of firms

in coastal regions, Abidjan and San-Pedro in the north and in the west. The

figure suggests that there is no formal economic activity in the center of the

country.

Weather records for 1998-2013 are extrapolated from Surface Meteorol-

ogy and Solar Energy developed by the Atmospheric Sciences Data Center

at the Langley Research of the US National Aeronautics and Space Adminis-

tration (NASA). This dataset has been extensively validated by ground level

measurements. However, larger errors were found in surface temperatures

where the site data did not represent the entire grid box, which is likely

to be the case in our study country (Whitlock et al., 1995). An alterna-

tive source for weather data would be ground level data from local weather

stations. However, given a poor spatial and temporal coverage of weather

stations that report ground level temperature and rainfall readings, it is less

likely that such data would be of higher quality than reanalysis data. Re-

analysis data solve the potential bias concerns about ground level data in

developing countries due to the lack of coverage and the variation in data

quality from di↵erent location by combining data from ground stations and

satellites using climate models. This type of data has been widely used by

economist in both developed and developing countries to analyze the impact

of climate on economic activities (Dell et al., 2012; Sudarshan et al., 2015;

Burke et al., 2015; Zhang et al., 2017).

Temperature and precipitation are calculated using daily observations.

While temperature measure is constructed using daily mean, precipitation is

estimated as annual cumulative value using daily observations. To facilitate

the comparison of our results with previous works (Hsiang, 2010; Sudarshan
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et al., 2015), we define our high temperature variable to be the number of days

with average temperatures above 27�C. Also this number seems to be a good

breakpoint in our case study since the historical average daily temperature

for the period 1990-2013 in Côte d’Ivoire is 25.85�C with a standard deviation

of roughly 0.65. As such, our temperature shock breakpoint, 27�C, is 1.77

standard deviation above the historical daily average temperatures. Figure

3a and 3b represent respectively the distribution of daily temperatures over

years and regions. The regional heterogeneity in the number of hot days is

depicted in Figure 4. Hot days are observed in both in the north and the

south of the country. For a robustness check to our baseline results we use

a di↵erent breakpoint. In the sample, the average number of days in that

fall into the 3 temperature bins - below 25�C, between 25�C and 27�C, and

above 27�C - are respectively 90 days, 226 days, and 49 days.

5.2 Results

The empirical analysis proceeds in two steps. The first step tests the hy-

pothesis in the literature that temperatures a↵ect firm productivity and if

so, investigates the mechanism behind such e↵ect. The second step then tests

the predictions of the model that (1) increased temperatures reduces firms’

revenues, profits, and market survival rate, and (2) high temperatures less

a↵ect the revenues of firms that invest in climate mitigation technology.

5.2.1 E↵ects of Temperatures on TFP

We start by showing that temperatures indeed a↵ect firm total factor pro-

ductivity as suggested in the climate and economic activity literature. To

this end, we regress (log) TFP on temperature, constructed using the bin ap-

proach, following the regression specified in equation (7). The specification

includes precipitation, labor, capital, firm age, export status, time trend, dis-

trict fixed e↵ects, as well as firm fixed e↵ects. Standard errors are clustered
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at region-year pair to control for spatial correlation between firms within

each region. To avoid multicollinearity, we omit the bin with number of days

between 25�C and 27�C. Consequently, the coe�cients for other bins indicate

the e↵ect of temperature relative to the reference bin.

As reported in Table 2, we find economically meaningful and statistically

significant negative e↵ects of high temperatures (days with average tem-

peratures above 27�C) on TFP. In the first columns (1) and (3) no other

variable except rainfall are controlled for. The second columns (2) and (4)

represent the baseline results. They di↵er from the first in that key firms

characteristics including labor, capital, age, and export status are controlled

for. Throughout columns (1)-(4), temperatures bins are constructed using

daily mean temperature. In columns (1) and (2), the independent variable

is TFP estimated using Gandhi-Navarro-Rivers method and in columns (3)

and (4), we use TFP estimated using Ackerberg-Caves-Frazer estimator as a

robustness check.

The main results confirm the hypothesis in the literature that tempera-

ture a↵ects economic activity. Our preferred specification indicates that a

one-standard-deviation rise in days with average temperatures above 27�C

reduces firm TFP by 3.62% relative to the impact of days with average tem-

perature between 25�C and 27�C2. On the other hand, we generally find that

days with temperatures below 25�C have no significant e↵ect on economic

activity. In general, controlling for firm key characteristics produces di↵erent

estimates, suggesting that the e↵ect of high temperatures on firms is hetero-

geneous. The main findings are robust whether we use a di↵erent measure of

TFP, a di↵erent temperature breakpoint, or control for lagged temperatures.

Furthermore, the null hypothesis that the e↵ects of all the temperature bins

are jointly equal to zero, are rejected in all the specifications.

2One standard deviation in days with average temperature above 27�C is 51.7 days.
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5.2.2 Mechanisms of Transmission of the Observed E↵ects

Given the importance of the established negative e↵ects of high temperatures

on firm TFP, our next focus is to understand the mechanisms through which

such e↵ects took place. Unlike previous studies, which have been mainly

focused on labor productivity as the mechanism though which temperatures

a↵ect economic activities (Sudarshan et al., 2015; Zivin and Neidell, 2014)

we also decided to test if capital productivity is a viable channel through

which temperatures a↵ect firm activity. Moreover, we also test whether labor

intensive and out-door firms are more a↵ected by temperatures.

E↵ects on labor and capital productivity

Since TFP can be thought of as a weighted average of labor and capital

productivity, then it is important to know if the observed e↵ects of temper-

atures on TFP were through labor, capital productivity, or both. Because

of our inability to estimate labor and capital productivity separately in a

Cobb-Douglas production function, we use wage per capita and the price

of capital - imputed from total value added minus total wage bill, divided

by net value of fixed assets as a proxy for labor and capital productivity,

respectively. Payroll has been previously used in the literature to estimate

the e↵ects of temperature shocks on labor productivity (Park, 2016). This

choice is motivated by the fact that changes in wage per capita closely reflect

changes in marginal labor product. However, the drawback is that it might

also include changes in labor supply.

We could also directly test if the observed e↵ect of temperatures on TFP

solely originates from labor productivity by including an interaction of labor-

intensive variable (firms with higher labor per sales) and temperature bins in

equation (7). However, there are a number of potential issues that can result

from such estimation. First, both labor and sales might change because of

temperatures. If temperature shock decreases firm value added, then for

the same number of employees (e.g. same number of workers, produce less),
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what is the impact on sales? If price does not change, sales decrease too, and

labor intensity will increase. If price moves up due to excess demand, e↵ect

on labor intensity is ambiguous. Second, there might be more variability

to labor supply of more weather dependent firms or possibly a di↵erence in

labor supply between firms that can adjust labor and others that will keep

them idle, at the expense of the level of wage. For the above reasons, our

preferred estimation approach is to directly test the e↵ect of temperatures

on labor and capital productivity using proxy.

Table 3 represents the e↵ect of temperature on labor and capital pro-

ductivity. Regression models are estimated using equation (7). Results in

column (1) and (2) suggest that a one-standard-deviation rise in days with

higher temperatures reduces labor and capital productivity by 6.25% and

22.74% respectively. Using average labor and capital elasticity from our

GNR and ACF productivity estimation3, the weighted sum of the a↵ect of

temperatures on labor and capital productivity suggest that a one-standard-

deviation rise in days with high temperatures reduces firm productivity by

5.97% and 2.16% respectively. These e↵ects are in the range of what we

found in our main results as the e↵ects of high temperatures on TFP. These

results provide strong support that capital productivity is as well a↵ected

by temperatures; a channel that has not been so far well explored in the

literature.

E↵ects of Temperatures on Labor Intensive and Out-door Firms

To test whether labor intensive firms or firms that operate outdoor are dif-

ferentially a↵ected by temperatures, we regress (log) TFP on temperature

bins and their interactions with a dummy for labor intensive firms and out-

door firms, respectively. We classify firms in the agriculture and construction

3The average elasticity for labor and capital using GNR method are 0.3 and 0.14, re-
spectively. Using ACF method, the average elasticity for labor and capital are respectively
0.2 and 0.04.
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sectors as out-door firms since most of the activities of those firms are imple-

mented outdoor. Given that labor supply might be endogenous to tempera-

tures, we define labor intensity in the initial year, as a number of employees

over total sales. However, we are conscious this definition prevents labor

intensity status to change of overtime, which is likely to create other bias if

firm labor change overtime for reasons that are not related to weather.

In columns (1) and (2) of Table 4, labor intensity is defined as either be-

low or above the mean of raw labor intensity. As such, labor-intensive firms

are classified as firms with the ratio of initial labor over initial sales above the

mean value. Similarly in columns (3) and (4) labor intensity is defined using

the median value of the ratio (initial labor/ initial sales), and consequently

firms with value above the median as classified as labor intensive. We found

statistically significant negative coe�cients on the interaction terms in col-

umn (1), (2), and (4) suggesting that labor-intensive firms are more a↵ected

by non labor-intensive firms. This result provides an additional support to

the claim that labor productivity is a viable channel through which temper-

ature a↵ects economic activity. On the other hand, based on the results in

Table 5, we do not have enough evidence to support the argument that firms

operating mostly outside are more a↵ected by temperatures.

5.2.3 Testing the Predictions of the Model

E↵ects of Temperature on Firm Revenues and Profits

We next test the hypothesis 1, 2, and 3 from the model, according to which

extreme temperatures reduce firm revenues, profits, and survival rate. To

do so, we follow the regression specified in equation (7) by regressing (log)

revenues and (log) profits on temperature4. As the outcome measures for

revenues and profits, we use total sales and profits reported by the firms. We

4To avoid multicollinearity, we omit the bin with number of days between 25�C and
27�C. Consequently, the coe�cients for other bins indicate the e↵ect of temperature rela-
tive to the reference bin.
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also use our own estimated firm profit as a robustness check to firm reported

profits. To assess the impact of temperatures on firm survival rate, we regress

exit on lagged temperature bins. The choice of lagged temperatures over

current temperatures in the case of firm exit is motivated by three factors.

First, firm exit is not reported in the data, therefore, we classified a firm to be

exiting when it does not appear in the last two rounds of the panel. Although

this definition of exit is a bit more conservative, we believe it is appropriate

since it is common in long panels for firms to disappear in one round and

reappear in the next round. Second, since output measures are annual instead

of monthly, it is possible that a firm starts the process of exiting in a prior

year, therefore, current temperatures is less likely to have an impact on the

observe exit. Finally, it is very likely that temperatures in previous years have

an impact on current output (Dell et al., 2012; Deryugina and Hsiang, 2014).

For example, extreme temperatures in a prior year may slow down capital

accumulation and reduce short-term cash flows. This outcome may a↵ect firm

competitiveness and increase its probability of exiting the market. In all the

specifications, we control for precipitation, labor, capital, firm age, export

status, time trend, district fixed e↵ects, as well as firm fixed e↵ects. In the

regression of firm exit, we also control for firm productivity. Standard errors

are clustered at region-year pair to control for spatial correlation between

firms within each region.

Table 6 provides a strong empirical support for hypothesis 1, 2, and 3.

There is a strong negative and statistically significant relationship between

temperatures and the three outcomes of interest: firm revenues, profits, and

market survival rate. This result is robust whether we use a di↵erent tem-

perature bin’s breakpoint, a di↵erent measure of profits, or control for lagged

temperatures. Also, the null hypothesis that the e↵ects of all the temperature

bins are jointly equal to zero, are rejected in all the specifications. Column (1)

contains the result of the e↵ect of temperatures on firm revenues, Columns

(2) and (3) represent the e↵ect on profits, and columns (4) and (5) report
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the e↵ect of lagged temperatures on firm exit. The second columns (5) di↵er

from the first column (4) because of the addition of temperature bins lagged

by two-year.

A one-standard-deviation rise in days with average high temperatures

(above 27�C) respectively reduces firm revenues and profits by 14.83% and

21.71% relative to days with moderate average temperatures (below between

25�C and 27�C). The estimated impact of one-standard-deviation rise using

own estimated profits is somewhat smaller, although the two profit measures

are strongly correlated. By contrast, while the e↵ects of days with average

temperatures below 25�C is not significant using our estimated profits, it

has a very large and significant coe�cients on firm reported profits. This

result suggests that not only high temperatures but also cooler than aver-

age temperatures might negatively a↵ect firm profits. On the other hand, a

one-standard-deviation rise in one-year lagged days with average high tem-

peratures (above 27�C) increases exit probability by 0.04%. The e↵ect of

temperatures on firm survival is an important implication of climate change

that has not yet been analyzed in the literature.

From the above results, it is clear that the economic consequence of the

extreme temperatures is considerable in developing countries. For exam-

ple, using the average aggregate revenues in the sample ($4.12 billion), a

one-standard-deviation rise in the number of days with average high temper-

atures reduces total average firm revenues by around $611 million compared

to the impact of days with moderate average temperatures. When we ex-

trapolate this estimate using the share of manufacturing and service sectors

(33% and 45% of 2016 GDP, respectively), we find the cost to the national

economy is around $4.2 billion, or about 8% of the GDP. While appropri-

ate climate adaptation mechanisms can help firms to mitigate the impact of

temperatures, widespread use of such mechanisms is likely to be undermined

in most developing countries due to firm limited access to credits.
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E↵ects of Temperature on Firms Investing in Technology

To test hypothesis 3 from the model that temperature has a lesser a↵ect

on the revenues of firms that invest in climate mitigation, we regress (log)

revenues on temperature bins and their interactions with a dummy indicating

whether the firms invest in climate technology or not. Except the dummy

variable and its interactions with temperature bins, the specification is similar

to the one described in the previous section.

This specification requires the use of an empirical proxy to indicate firms

that invest in climate mitigation technology. In the absence of direct obser-

vation of firm investment choice in climate mitigation technology, we exploit

firm level of fixed and financial assets. This choice is motivated by the pre-

sumption that firms with more asset, less financially constrained, are more

likely to invest in technology that improve the performance of their workers.

Consequently, we classify firms that invest in climate technology as those with

total fixed and financial asset above the mean or median values. Column (1)

and (2) in Table 7 represent the e↵ects where adoption choice is defined as us-

ing mean and median total asset values, respectively. In both regressions, we

have very strong evidence that firms investing in climate mitigation technol-

ogy are less a↵ected compared to those that do not. For instance, the e↵ect

of one-standard-deviation rise in days with high temperature on revenues is

reduced by 8.73.% (more than half of the total e↵ects) for firms investing in

climate mitigation technology compared to those that do not. In other word,

this result suggests that while temperatures a↵ect economic activity, it has

a↵ected economic entities heterogeneously. This is a very important finding

and could have important policy implication. In the next section, we discuss

potential treats to our results and provide some robustness checks.
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5.3 Robustness Checks

It is important to assess whether the strong relationship between economic

activity and weather established in baseline regressions is causal. Our iden-

tification is from plausibly exogenous variations in temperature within firms

over time after controlling for firm specific characteristics and shocks com-

mon to districts where firms are located. There are, however, a couple of

potential issues that can a↵ect our results. First, the concentration of firms

in few locations creates potential problems for our identification of the ef-

fects. As in many other developing countries, most of the formal economic

activity in Côte d’Ivoire is concentrated in the capital, Abidjan. As such,

while the level of temperatures changes overtime, the majority of the firms in

our sample experience more or less the same level of temperature for a given

period. Second, there could be a legitimate concern that our baseline results

include e↵ects other than the e↵ects of high temperatures such as time or

di↵erent political crisis e↵ects on firm revenue and productivity. Third, be-

cause of the requirement of productivity estimation, missing data issues, and

entry and exit of firms over time, our main specification is estimated using an

unbalanced sample of firms. As a result, selection issues could threaten the

validity of our baseline findings. Finally, it could be argued that our measure

of temperature shock is a not a good enough proxy for the true temperature

shocks observed by firms. One could also think that it is not only the level of

temperature that a↵ects economic activity but also the variability of temper-

ature, which increases with climate change. We perform several robustness

checks, reported in the appendix, to address all the above issues.

Table A1 shows how robust our baseline results are to increasing variation

in temperature measures. To introduce more variation in the location of

firms, and consequently in our temperature data, we divide Abidjan into

two sub-regions North and South. We gather new temperature measures

for each sub-region and match them with our firm data. To test whether

there is any variation between new temperature measures, South-Abidjan
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and the former temperature measure of the region of Abidjan, we estimate

the correlation between the two measures. As it can be seen in Table A1.2,

there are some variations left in the temperatures of South-Abidjan that

are not explained by the previous temperature measures of Abidjan. Thus,

dividing Abidjan into two sub-regions slightly increases the variability in

our temperatures measures for a given period in time. The results when

Abidjan is divided in two zones are similar, with slightly larger coe�cients,

to baseline results. The result of Table 4, 5, and 7 provide an alternative

identification strategy by relying on firm vulnerability to temperatures. The

e↵ect of temperature on revenue and TFP might di↵er across firm’s types

because of the di↵erence in climate exposures, resistance to temperatures,

or simply the use of climate adaptation technology such as air conditioning.

Given our lack of information on individual firm vulnerability or adaptation

strategy to temperature shocks, we assume that labor intensive firms or firms

that perform most of their activity outdoor, agriculture and construction, are

more vulnerable to temperatures. The results are qualitatively similar to our

main results. When the interaction between temperature bins and dummy

for labor intensive firms, firms that invest in climate mitigation technology,

or firms that perform outdoor activity are including in the regressions, the

main coe�cients are still significant and the coe�cient on the interaction

terms have the right sign and significant in most cases.

In the last section of Table A, we control for conflict years. Côte d’Ivoire

experienced two major crises over the past 15 years. In September of 2002 a

military mutiny led to a rebellion that ended up splitting the north and the

south of the country from 2002 to 2007. While the conflict was not intense

throughout the whole period of 2002-2007 that many people refer to as ”no

peace no war period” it has an impact on firm productivity as suggested

by Klapper et al. (2015). Also, in 2011 the country experienced a brief

post-election crisis. Although the second crisis was very short, it might also

have a↵ected economic activity. After controlling for conflict years, we still
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find similar estimates of the e↵ect of temperatures although the magnitude

is somehow slightly smaller than the ones found in the baseline.

Based on results in Table A1, we conclude that our baseline results are

robust to alternative identification strategy. Furthermore, the fact that we

are able to find statistically significant e↵ects in our baseline results despite

the heavy concentration of firms in Abidjan suggests our result would have

been even stronger if firms were evenly distributed throughout the country.

Table A2 presents the results from several robustness checks on alternative

sub-sample of the data. First, we replace the clean sample of firms from the

baseline specification by a larger sample of firms by only dropping firms with

missing sales. Since we cannot estimate productivity measures used in the

main specification using this sub-sample5, we proxied TFP by value added

per capita, estimated for firms, which reported positive value added. In

both estimations, we find similar qualitative results on firm revenues and

productivity, with the e↵ects on value added per capita somewhat larger

in magnitude than the e↵ects on our TFP measures in baseline regressions.

Finally, we dropped firms with gaps appearance in the panel to test the

sensitivity of the baseline results the structure of the panel data. As shown by

the results, the e↵ect of high temperature on firms’ revenues and productivity

is similar to the findings in the main regressions. Results in Table A2 provide

strong evidence that our baseline results are not driven by the structure of

the data. In all the specifications with di↵erent sub-samples, we the e↵ect

of high temperatures on firms’ revenues and productivity remains negative,

large, and statistically significant.

In Table A3 we run our baseline specification using alternative measures

of temperatures shocks. First, instead of 27�C, we define our extreme tem-

peratures as days with temperatures below and above bottom 10% and top

5The estimation of TFP using either GNR or ACF method requires non-missing values
for not only firm revenue but also capital, labor, and intermediate inputs. That is the
reason why the sample used in the baseline specifications is a smaller sub-sample of the
data.
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10% of temperature distribution. Even using the new temperature bins, the

estimates of the e↵ect of high temperatures on firms are nearly identical to

our baseline results when we re-define a di↵erent breakpoint for temperature

shock. Table A3 also presents results using alternative measures of temper-

atures. As mentioned above, it could be the case that our measures do not

well capture the e↵ect of temperatures on economic activity. To compare

our baseline estimates to estimates using other measures of temperature, we

re-estimate equation (7) by replacing temperature bins by average tempera-

tures and the coe�cient of variation (CV) of daily temperatures respectively.

While results of robustness checks using average temperature, qualitatively

suggest that an increase in average temperatures negatively a↵ect economic

activity, the magnitude of the estimates is way too big and not statistically

significant. This could be explained by the fact that yearly average temper-

ature is a very poor indicator of temperatures. Results using the variability

in daily average temperatures, CV, also suggest that they poorly capture the

e↵ect of temperatures on economic activity when compared to temperature

bins used in our main specification. While regression estimates suggest that

high coe�cient of variation of daily temperatures is negatively corrected with

economic activities, the estimates of the e↵ect are often very large and not

statistically significant. The weak and inconsistent estimate of the e↵ect of

CV suggests that temperature variability is not a major driver of the e↵ects

of temperatures on economic activity.

To conclude the results of this section, our baseline results are consistent

and robust to di↵erent identification strategy, controlling for conflict years,

using alternative sub-samples of the data, and di↵erent temperature bins and

measures. In most cases, we find strong support for our main results that

high temperatures a↵ect firm activities.
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6 Conclusion

The implementation of optimal climate policy requires better understanding

of the mechanisms behind the established negative relationship between tem-

peratures and aggregate outputs. This study provides an inclusive treatment

of the relationship between temperatures and key firm competitiveness mea-

sures. To this end, we develop a model by introducing climate mitigation

technology choice in a standard trade model with cross-country di↵erences

in climate costs. Applying our model to a large panel of manufacturing,

service, and agricultural firms in Côte d’Ivoire from 1998 to 2013, we found

that temperature a↵ects firm productivity as argued in the literature. Conse-

quently, high temperatures reduce firms’ revenues, profits, and survival rate.

The e↵ect of temperatures on revenues is reduced for firms likely to invest in

climate mitigation technology.

We also explore the mechanisms through which temperatures a↵ect firm

outcomes and which type of firms are most likely to su↵er from the estab-

lished e↵ects. Our results suggest the e↵ect of temperatures on total factor

productivity is through its e↵ect on both labor and capital productivity.

While the labor productivity channel has been investigated in the previous

literature, there are fewer evidences on capital productivity as a channel

through which temperatures a↵ect economic activity. Moreover, while our

results provide supportive evidence that labor-intensive firms su↵er from high

temperatures, we could not find strong evidence that outdoor firms, agricul-

ture and construction firms, are more a↵ected by high temperatures.

The findings in this paper have two important implications. First, re-

garding the current analysis of the impact of weather on economic activity,

our results suggest that we should take into account the role of climate mit-

igation technology and pay close attention to how temperatures a↵ect the

competitiveness of firms. Neglecting these two factors will result in inaccu-

rate measures of the impact of temperatures on economic activity. Second,

while temperature a↵ects all firms, labor-intensive and small firms with less
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capital are the most vulnerable to increased temperatures. Consequently, it

is critical for optimal climate policy in developing countries to facilitate the

use of adaption technology by paying particular attention to labor-intensive

and small firms.

Future research should pay particular attention to the role of technology

choice in mitigating the impact of weather conditions on firms’ outcomes.

While we try to respond this question using a rough proxy for firms’ technol-

ogy choice, we believe that with a more detailed data on firms’ technology

use, one can provide a better analysis of the role of technology in mitigating

the e↵ect of climate on firms. Moreover, it will be important to know which

type of firms are likely to adopt climate mitigation technology.
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Figures

Figure 1: Producing and Technology Choices 

!
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Figure 2: Geographic Distribution of the number of firms  
 

 
  
Notes: this figure reports the average number of firms for each region during the 
period of 1998-2013.  
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Figure 4: Geographic Distribution of the number of days above 27°C 

 

 
  
Notes: this figure represents the average number of days with temperature above 
27°C for each region during the period of 1998-2013. 
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Tables

Table 1: Summary Statistics of Firm and Weather Data 
!! !! !! !! !! !! !!
Variables Obs Median Mean SD Min Max 
Firm - Year Data             
Revenue (000 USD) 34,670 259.8 1,861 5,754 0.746 77,187 
Profit (000 USD) 34,670 4.854 53.38 1,530 -26,716 256,726 
Value Added (000 USD) 25,142 78.61 391.6 988.9 0.00346 20,424 
Log TFP (GNR) 34,667 8.123 8.209 1.073 4.06 12.95 
Log TFP (ACF) 34,667 2.585 2.402 1.016 -6 10.81 
Labor (person) 34,670 9 40.07 124.5 1 3,210 
Payroll (000 USD) 34,627 30.96 191.5 478 0.348 4,889 
Total Asset (000 USD) 34,670 55.37 708.3 2,647 0.254 53,837 
Capital (000 USD) 34,670 48.26 638.4 2,411 0.254 40,833 
Firm Age (year) 34,670 9 11.65 9.95 1 96 
Firm Exit 27,188 - 0.126 - - - 
Number of Firms 8,979 8,979 8,979 8,979 8,979 8,979 

Weather-Year Data             
Temperature (C) 304 25.73 25.76 0.537 24.17 27.02 
Days below 25C 304 85 89.99 51.97 4 274 
Days above 27C 304 26 48.82 51.68 0 197 
Precipitation (mm) 304 2,212 2,203 402.8 1,100 3,305 
Notes: the data covers all registered firms in Cote d'Ivoire. Labor is measured by employment and all monetary units are 
deflated in 1998 CFA and converted in thousand of USD.  Precipitation is annual cumulative values in mm. Temperature 
variables are estimated using daily average temperatures.  

!
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Table 2: Effects of Temperature on TFP     
          
  TFP (GNR) TFP (ACF) 
  (1) (2) (3) (4) 

Days below 25C -0.084* -0.054 0.047 0.013 
  (0.046) (0.038) (0.032) (0.035) 
Days above 27C -0.078*** -0.070*** -0.107*** -0.102*** 
  (0.026) (0.024) (0.033) (0.030) 
          
Observations 34,644 34,644 34,644 34,644 
Control NO NO NO NO 
Firm FE YES YES YES YES 
District FE YES YES YES YES 
Time Trend YES YES YES YES 
F-test (All bins=0) 6.825 6.397 5.301 5.840 
Prob>F 0.00126 0.00190 0.00546 0.00325 
Notes: the dependent variables are logarithms of TFP (multiplied by 100 to reduce the 
number of decimal point in the coefficients). In columns (1)- (2) and (3)-(4) TFP is 
measured respectively by Grandhi-Navarro-Rivers estimator and Ackerberg-Caves-
Frazer estimator. Bins are constructed using daily average temperature. The comparison 
bin is the number of days with average temperature between 25°C and 27°C. Control 
variables include rain, rain square, ( log) capital, ( log) labor, and dummies for export 
status, and age above firm median age. Standard errors are clustered at region-year 
level. *** p<0.01, ** p<0.05, * p<0.1 
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Table 3: Effect of Temperature on Labor and Capital Productivity  
        
  Labor Productivity   Capital Productivity 
  (1)   (2) 
Days below 25C 0.046   -0.978** 
  (0.064)   (0.455) 
Days above 27C -0.121***   -0.439** 
  (0.029)   (0.213) 
        
Observations 20,693   20,693 
Control YES   YES 
Firm FE YES   YES 
District FE YES   YES 
Time Trend YES   YES 
F-test (All bins=0) 8.463   4.196 
Prob>F 0.000   0.016 

Notes: the dependent variables are logarithms of labor and capital productivity       
(multiplied by 100 to reduce the number of decimal point in the coefficients). Labor 
productivity is proxied by wage per capita and capital productivity by value added 
minus payroll divided by total fixed assets. All observations with missing value 
added have been dropped. The comparison bin is the number of days with average 
temperature between 25°C and 27°C. Rain, rain square, dummy for export status, 
age above medium are controlled for in all the regressions. (log) asset and (log) 
labor are respectively controlled in column (1) and (2). Standard errors are clustered 
at region-year level. *** p<0.01, ** p<0.05, * p<0.1 

!
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Table 4: Effect of Temperature on Labor Intensive Firms       
            
  TFP (GNR) TFP (ACF)   TFP (GNR) TFP (ACF) 
  (1) (2)   (1) (2) 

  
Labor Intensity (above 

mean)   
Labor Intensity (above 

median) 
Days below 25C -0.057* -0.006   -0.067** -0.036 
  (0.034) (0.029)   (0.032) (0.027) 
Days above 27C -0.061** -0.058*   -0.064*** -0.044 
  (0.024) (0.032)   (0.022) (0.043) 
25C X Above Mean 0.049 0.279**       
  (0.048) (0.133)       
27C X Above Mean -0.066* -0.321*       
  (0.035) (0.177)       
25C X Above Med       0.044 0.172** 
        (0.029) (0.072) 
27C X Above Med       -0.016 -0.142 
        (0.014) (0.091) 
            
Observations 34,644 34,644   34,644 34,644 
Control YES YES   YES YES 
Firm FE YES YES   YES YES 
District FE YES YES   YES YES 
Time Trend YES YES   YES YES 
F-test (Interactions=0) 3.189 5.181   2.743 5.749 
Prob>F 0.0426 0.00613   0.0660 0.00355 
Notes: the dependent variables are logarithms of TFP (multiplied by 100 to reduce the number of decimal point 
in the coefficients). Raw labor intensity is defined as the ratio of employees to sale. In columns (1) and (2), labor 
intensive firms are classified as those with raw labor intensity above the mean. Similarly, in columns (3) and (4) 
labor-intensive firms are those with raw labor intensity above the median. The comparison bin is the number of 
days with average temperature between 25°C and 27°C. Rain, rain square, (log) capital, dummy for export 
status, age above medium are controlled for in all the regressions. Standard errors are clustered at region-year 
level. *** p<0.01, ** p<0.05, * p<0.1 
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Table 5: Effect of Temperature on Outdoor Firms 
          
    TFP (GNR)   TFP (ACF) 
    (1)   (2) 
Days below 25C   -0.049   0.017 
    (0.036)   (0.031) 
Days above 27C   -0.070***   -0.088*** 
    (0.023)   (0.027) 
25C X Outdoor Firm   -0.044   -0.032 
    (0.048)   (0.106) 
27C X Outdoor Firm   -0.002   -0.117** 
    (0.047)   (0.052) 
          
Observations   34,644   34,644 
Control   YES   YES 
Firm FE   YES   YES 
District FE   YES   YES 
Time Trend   YES   YES 
F-test (All interactions=0)   0.463   2.818 
Prob>F   0.630   0.0613 
Notes: the dependent variables are logarithms of revenues and TFP (multiplied by 
100 to reduce the number of decimal point in the coefficients). Outdoor firms are 
construction and agriculture firms. The comparaison bin is the number of days 
with average temperature between 25°C and 27°C. Rain, rain square, (log) capital, 
(log) labor, dummy for export status, age above medium are controlled for in all 
the regressions. Standard errors are clustered at region-year level. *** p<0.01, ** 
p<0.05, * p<0.1 
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Table 6: Effect of Temperature on Firm Revenues, Profits, and Exit Rate 
                

  
Revenue   Profit 

(reported) 
Profit 

(estimated)   Exit Exit 

  (1)   (2) (3)   (4) (5) 

Days below 25C -0.148   
-

0.654*** -0.050       
  (0.001)   (0.237) (0.167)       

Days above 27C 
-

0.287***   
-

0.422*** -0.203**       
  (0.001)   (0.113) (0.088)       
Lag1 days below 25C         -0.009 0.014 
            (0.049) (0.043) 
Lag1 days above 27C           0.086** 0.090*** 
            (0.036) (0.030) 
Lag2 days below 25C           0.036 
              (0.039) 
Lag2 days above 27C             0.115** 
              (0.048) 
                
Observations 34,647   23,156 21,048   27,177 27,177 
Control YES   YES YES   YES YES 
Firm FE YES   YES YES   YES YES 
District FE YES   YES YES   YES YES 
Time Trend YES   YES YES   YES YES 
F-test (All bins=0) 6.397   10.67 2.653   3.796 2.904 
Prob>F 0.001   0.000 0.072   0.023 0.022 

Notes: the dependent variables are dummy for exit and the logarithms of revenues and profits 
(multiplied by 100 to reduce the number of decimal point in the coefficients). While reported profits are 
the profits reported by the firm, estimated profits are the profits we estimated using firm production 
information. We assume the cost of capital to be 10% of total capital  (depreciation rate). The 
comparison bin is the number of days with average temperature between 25°C and 27°C. Rain, rain 
square, (log) capital, (log) labor, dummy for export status, age above medium are controlled for in all 
the regressions. Standard errors are clustered at region-year level. *** p<0.01, ** p<0.05, * p<0.1 
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Table&7:"Effect"of"Temperature"on"the"Revenue"of"Firms"Investing"in"

Climate"Mitigation"Technology"

"" "" ""

"" Revenue"

"" (1)" (2)"

Days"below"25C" 0.017" 0.000"

"" (0.106)" (0.115)"

Days"above"27C" H0.292***" H0.330***"

"" (0.083)" (0.090)"

25C"X"Technology"(Mean)" H0.123**" ""

"" (0.049)" ""

27C"X"Technology"(Mean)" 0.169***" ""

"" (0.054)" ""

25C"X"Technology"(Median)" "" H0.040"

"" "" (0.047)"

27C"X"Technology"(Median)" "" 0.126***"

"" "" (0.038)"

"" "" ""

Observations" 34,647" 34,647"

Control" YES" YES"

Firm"FE" YES" YES"

District"FE" YES" YES"

Time"Trend" YES" YES"

FHtest"(Interactions=0)" 11.95" 10.15"

Prob>F"" 0.000" 0.000"

Notes: the dependent variable is( log) TFP (multiplied by 100 to reduce the number 
of decimal point in the coefficients). Technology adaption is proxied by firm total 
asset. Firm with total assets above either the average or the median total assets in the 
sample are defined as those likely to invest in climate mitigation technology. The 
comparison bin is the number of days with average temperature between 25°C and 
27°C. Rain, rain square, (log) capital, (log) labor, dummy for export status, age 
above medium are controlled for in all the regressions. Standard errors are clustered 
at region-year level. *** p<0.01, ** p<0.05, * p<0.1 

!
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Online Appendix A

A. Theoretical Model, Comparative Statics

A.1.1 @⇡(',✓)
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From the investment constraint in technology, equation (1.1), firms will

only invest in climate mitigation technology if its benefits are positive, there-

fore, the above inequality has to hold.
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Online Appendix B

B. Definition of key variables

Revenue: is measured as the annual total sales, domestic and foreign sales,

of the firm.

TFP (GNR): is firm total factor productivity measured using Ghandi-Navarro-

Rivers productivity estimator.

TFP (ACF): is firm total factor productivity measured using Ackerberg-

Caves-Frazer estimator productivity estimator.

Labor and Wage: labor is the total number of internal permanent and sea-

sonal employees and the total wage bill of all internal works. When there

was no internal employee declared, we replace labor by the total number of

external worker.

Capital and Asset: capital is measured by the total value of fixed asset in

the book values and asset is proxied by the total value of fixed and financial
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asset in the book values.

Intermediates : are defined as the sum of expenditure on raw materials, other

goods, and services.

Firm exit : exiting firms are defined as firms that are not observed in the

sample during the last two years of the panel, 2012 and 2013.

Online Appendix C

C. TFP Estimation

C.1 Gandhi, Navarro, and Rivers (GNR) Techniques

The relationship between output and inputs of firm j and time t are of the

form:

Yjt = Ft(Ljt, Kjt,Mjt)e
vjt

where L, K, and M are labor, capital, and intermediate inputs, respectively.

Let vjt = !jt+ "jt be the hicks-neutral productivity shock with two elements:

persistence productivity shock (!jt) and ex-post shock ("jt). The persistent

shock !jt evolves exogenously following a Markovian process, which implies

that the firm’s expectation of future productivity depends only on past pro-

ductivity. Therefore, it can be expressed as: !jt = h (!jt�1) + ⌘jt, where

⌘jt is the “innovation” in period t and satisfies E
�
⌘jt
��!jt�1

�
= 0. Further,

E ("jt) = 0. Let’s denote E (e"jt) = ". Labor and capital are dynamic and

their values in period t are determined at or prior to period t � 1. On the

other hand, the intermediate input is flexibly determined at period t. This

implies that:

E
�
⌘jt + "jt

��Ljt, Kjt, Ljt�1, Kjt�1,Mjt�1, . . . , L1, K1,M1

�
= 0 (1)
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Assuming that intermediate inputs can be written asMjt = Zt (Ljt, Kjt,!jt),

where Zt is a strictly monotone function in !jt. This implies that we can

invert Zt to obtain !jt = Z�1
t (Ljt, Kjt,Mjt). Let ⇢t be intermediate inputs

price and Pt be the output. The first order condition with respect to inter-

mediate inputs:

PtFM,t (Ljt, Kjt,Mjt) e
!jt = ⇢t (2)

where FM,t is the partial derivative of the production function with respect

to M. The logs of this first order condition and the production function form

a system of equations.

ln ⇢t = lnPt + lnFM,t (Ljt, Kjt,Mjt) + ln+!jt

lnYjt = lnFt (Ljt, Kjt,Mjt) + !jt + "jt

Taking the di↵erence of these two equations to remove the productivity

shock, adding Mjt to both sides, and re-arranging results in the following

equation:

sjt = lnGt (Ljt, Kjt,Mjt) + ln�"jt (3)

where Gt (Ljt, Kjt,Mjt) =
FM,t(Ljt,Kjt,Mjt)Mjt

Ft(Ljt,Kjt,Mjt)
is the elasticity of the production

function with respect to the intermediate input, and sjt = ln (⇢tMjt)/(PtYjt)

is the log of the share of intermediate inputs to outputs. A non-parametric re-

gression estimation of equation 3 using observable sjt and data on (Ljt, Kjt, Mjt)

will identify the ex-post shock and the elasticity. If we divide both sides of

the elasticity function by Mjt, we will get
Gt(Ljt,Kjt,Mjt)

Mjt
=

@ lnFt(Ljt,Kjt,Mjt)
@Mjt

.

By the fundamental theorem of calculus:

Z
Gt (Ljt, Kjt,Mjt)

Mjt
dMjt = lnFt (Ljt, Kjt,Mjt) +Qt (Ljt, Kjt) (4)
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which implies that the share regression in equation (3) can help us non-

parametrically identify the production function up to a constant Qt(Ljt, Kjt).

If we subtract equation 4 from the production function, we will get the

following:

lnYjt �
Z

Gt (Ljt, Kjt,Mjt)

Mjt
dMjt � "jt = �Qt (Ljt, Kjt) + !jt (5)

the left hand side of equation 5 is observable/identifiable from the data.

Denoting this LHS expression by Rjt, we have then,

!jt = Rjt +Qt (Ljt, Kjt)

We have earlier assumed that !jt = h (!jt�1) + ⌘jt.

Thus, we can express equation 5 as:

Rjt +Qt (Ljt, Kjt) = h (Rjt�1 +Qt (Ljt�1, Kjt�1)) + ⌘jt (6)

the moment restriction we have stated in equation (1) can then help to non-

parametrically identify the following regression:

Rjt = �Qt (Ljt, Kjt) + h̃ (Rjt�1, Ljt�1, Kjt�1) + ⌘jt (7)

From the above regression, we can recover Qt (Ljt, Kjt), which implies

that we can recover the production function using equation 4 and also the

productivity shock.

C.2 Ackerberg, Cave, and Frazer Estimation Techniques

The ACF estimation procedure draws on aspects of both OP and LP, with

the main di↵erence that no coe�cients is estimated in the first stage of

estimation. However, the first stage is critical to get rid of the transmission
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bias. To fix ideas, consider the following value added production function,

yit = �Llit + �Kkit + 'it + ✏it

where 'it and ✏it represent respectively productivity and the error term.

Labor is chosen by firms at time t � b (0 < b < 1). Then capital is chosen

at or before t � 1. Finally material input is chosen at time t, after both

labor and capital. Suppose that 'it evolves according to a first order markov

process between these subperiods, t� 1, t� b, and t. In other word:

p
�
'it

��Iit�b

�
= p

�
'it

��'it�b

�

and

p
�
'it�b

��Iit�1

�
= p

�
'it�b

��'it�1

�

Given the timing assumption (selecting labor, capital, and material in-

put), a firm’s material input demand at time t is a function of productivity,

capital, and labor, that is:

mit = ft (lit, kit, 'it)

Inverting material input demand function for 'it and replacing it in the

production function results in the following first stage equation:

yit = �Llit + �Kkit + f�1
t (lit, kit,mit) + ✏it

While we cannot identify the coe�cients in the first stage, we can exclude

the portion of output determined by either the unanticipated shocks at time

t or measurement error, that is, �̂it of the composite term,

�it = �Llit + �Kkit + f�1
t (lit, kit,mit)
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Using this equation we cannot still accurately identify the coe�cient on

labor and capital since the inverse function is also a function of labor and cap-

ital. In order to identify those coe�cients, we need two independent moment

conditions in the second stage. Given the first-order Markov assumption on

productivity, we have:

'it = E
⇥
'it

��Iit�1

⇤
+ ⇠it = E

⇥
'it

��'it�1

⇤
+ ⇠it

where ⇠it is mean independent of all information known at t� 1. Given the

timing assumption, both capital and lagged labor are part of the information

set at time t� 1. this implies:

E

"
⇠it.

 
lit�1

kit

!#
= 0

These are the two moments conditions to identify �K and �L. We can recover

the implied ⇠it for any value fo the parameters (�L, �K) as follows. First, given

any candidate estimates of (�L, �K), compute the implied productivity using

this specification:

'it (�K , �L) = �̂it � �Llit � �Kkit

Second, non-parametrically regress 'it (�K , �L) on 'it-1 (�K , �L) and a con-

stant term. Given the implied residuals, one can form the sample analogue to

the required moment conditions. Now, coe�cients on labor and capital can

be estimated by minimizing the sample analogue. Finally, using the unbiased

coe�cients
⇣
�̂L, �̂K

⌘
, one can estimate the equation of interest:

'̂it = yit � �̂Llit � �̂Kkit
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Online Appendix D

D. Robustness Check Tables

Table D1: Increasing Temperature Variation and Controlling for Conflict Years   
          
  Revenue Profit  TFP (GNR)   
  (1) (2) (3)   

A. Dividing Abidjan into Two Sub-regions         

Days below 25C -0.128 -0.666*** -0.053   
  (0.162) (0.002) (0.040)   
Days above 27C -0.308*** -0.453*** -0.080***   
  (0.097) (0.001) (0.025)   
          
Observations 34,647 23,156 34,644   
Control YES YES YES   
Firm FE YES YES YES   
District FE YES YES YES   
Time Trend YES YES YES   
F-test (All bins=0) 5.132 9.529 5.487   
Prob>F 0.006 0.000 0.004   

B. Controlling for Conflict Year         
Days below 25C -0.105 -0.599*** -0.042   
  (0.124) (0.187) (0.033)   
Days above 27C -0.178*** -0.280*** -0.040**   
  (0.063) (0.082) (0.017)   
Conflict year dummy -15.056*** -20.076*** -4.198***   
  (3.481) (5.042) (0.985)   
          
Observations 34,647 23,156 34,644   
Control YES YES YES   
Firm FE YES YES YES   
District FE YES YES YES   
Time Trend YES YES YES   
F-test (All bins=0) 4.871 11.85 4.481   
Prob>F 0.00828 1.13e-05 0.0121   

Notes: the dependent variables are logarithms of revenues, profits, and TFP (multiplied by 100 to reduce the 
number of decimal point in the coefficients). Profits are the reported profits and TFP is measured by Grandhi-
Navarro-Rivers estimator. In panel A, we add more variation to temperatures by dividing Abidjan into two sub-
regions. In Panel B, we control for the period of the past two political crises that the country faced. Bins are 
constructed using daily average temperature. The comparison bin is the number of days with average temperature 
between 25°C and 27°C. Control variables include rain, rain square, ( log) capital, ( log) labor, and dummies for 
export status, and age above firm median age. Standard errors are clustered at region-year level. *** p<0.01, ** 
p<0.05, * p<0.1 

!
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Table D2: Robustness Checks using Alternative Sub-samples of the Data 
            
  Revenue Profit TFP (GNR)   TFP (VA/labor) 
  (1) (2) (3)   (4) 
C. Dropping firms with gap in 
panels          

Days below 25C -0.069 -0.524** -0.027     
  (0.133) (0.217) (0.031)     
Days above 27C -0.270*** -0.380*** -0.059**     
  (0.090) (0.116) (0.025)     
            
Observations 20,641 13,171 20,638     
Control YES YES YES     

Firm FE YES YES YES     
District FE YES YES YES     
Time Trend YES YES YES     
F-test (All bins=0) 4.647 7.413 3.342     
Prob>F 0.010 0.000 0.036     

B. Dropping only firm with missing log VA (N=29,193)     
Days below 25C         -0.143 
          (0.167) 
Days above 27C         -0.202** 
          (0.096) 
            
Observations         25,518 
Control         YES 
Firm FE         YES 
District FE         YES 
Time Trend         YES 
F-test (All bins=0)         2.588 
Prob>F         0.076 

Notes: the dependent variables are logarithms of revenues, profits, TFP, and value added per capita 
(multiplied by 100 to reduce the number of decimal point in the coefficients). Profits are the reported 
profits and TFP is measured by Grandhi-Navarro-Rivers estimator. In panel A, all firms with gaps in their 
appearance in the sample are dropped. In panel B, all firms will value-added greater than zero are kept in 
the sample.  Bins are constructed using daily average temperature. The comparison bin is the number of 
days with average temperature between 25°C and 27°C. Control variables include rain, rain square, (log) 
capital, ( log) labor, and dummies for export status, and age above firm median age. Standard errors are 
clustered at region-year level. *** p<0.01, ** p<0.05, * p<0.1 

!
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Table D3: Robustness Checks using Alternative Temperature Measures  
        

  Revenue Profit TFP (GNR) 
  (1) (2) (3) 

A. Bottom and Top 10% as Bin Cut-off      
Days below bottom 10% 0.310* -0.030 0.058 
  (0.162) (0.230) (0.045) 
Days above top 10% -0.136* -0.234** -0.037* 
  (0.080) (0.117) (0.022) 
        
F-test (All bins=0) 2.304 2.020 1.709 
Prob>F 0.102 0.135 0.183 

B. Using Mean Temperature       
Mean Temperature -704.929** -381.688 -167.539* 
  (313.141) (443.827) (85.207) 
Mean Temperature square 12.724** 6.599 3.016* 

  (5.917) (8.464) (1.608) 

B. Using Coefficient of Variation       
Coef. of variation -4,447.619** -4,335.110 -1,264.384** 
  (1,956.493) (3,662.014) (559.408) 
Coef. of variation square 43,665.035* 22,244.218 12,130.626 

  (25,983.837) (47,526.537) (7,355.036) 
        
Observations 34,647 23,156 34,644 
Control YES YES YES 
Firm FE YES YES YES 
District FE YES YES YES 
Time Trend YES YES YES 

Notes: the dependent variables are logarithms of revenues, profits, and TFP (multiplied by 100 to 
reduce the number of decimal point in the coefficients). Profits are the reported profits and TFP is 
measured by Grandhi-Navarro-Rivers estimator. In panel A, we use a new bottom and top 10% of 
average temperature as temperature bin cut-off. In panel B, replace temperature bins by average 
temperature and its square and in panel C by the coefficient of variation and its square. Bins are 
constructed using daily average temperature. Control variables include rain, rain square, (log) capital,   
( log) labor, and dummies for export status, and age above firm median age. Standard errors are 
clustered at region-year level. *** p<0.01, ** p<0.05, * p<0.1 

!
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Table D4: Panel information       
            

Year Number of firms with missing:   Number of firms with valid values for 
Capital Labor Intermediate Sale capital, labor, intermediate input, and sale 

1998 560 16 24 130 1945 
1999 379 6 6 104 1881 
2000 425 12 9 110 1759 
2001 440 3 11 114 1743 
2002 388 4 3 93 1632 
2003 108 5 0 74 2046 
2004 149 119 3 109 1920 
2005 121 112 7 99 1787 
2006 99 91 4 94 1650 
2007 110 116 2 80 1608 
2008 135 128 4 100 1735 
2009 207 152 9 167 2048 
2010 349 206 28 278 2713 
2011 710 417 66 646 3996 
2012 1177 472 85 695 5483 
2013 2158 353 40 465 2384 

Total 7,515 2,212 301 3,358 36,330 
!! !! !! !! !! !!
!
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Table D4.1: Number of Firms by Sector 
    

Sector Number of firms 
Agriculture 1073 
Commerce 15150 
Construction 3287 
Extraction 233 
Manufacturing 5849 
Service 10735 
!! !!
!
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Table D4.2: Panel length 
    

Number of years in 
data 

Number of 
firms 

1 2062 
2 3697 
3 3905 
4 3446 
5 1967 
6 1564 
7 1420 
8 1399 
9 1261 

10 1674 
11 1862 
12 1797 
13 2089 
14 2028 
15 3291 
16 2868 

!! !!
!
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