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Abstract

In the thesis, we present the EyeHarp, a digital musical instrument based on eye tracking.

The EyeHarp consists of a self-built low-cost eye-tracking device which communicates with an

intuitive musical interface. The system allows the performer to produce music in real time by

controlling sound settings and musical events only through eye movements.

The instrument can also be controlled using any input device that can take control of the

mouse pointer, and thus it could be appropriate for many cases of people with disabilities.

Following the EyeWriter’ s initiative instructions, a e50 eye tracking device was constructed

and used along with the provided open source code for getting the user’s gaze coordinates on

the screen. Having that as an input, the EyeHarp digital musical instrument was implemented

in openFrameworks C++ toolkit. The user can play music in real time controlling the chords

and melody of his composition through an intuitive interface based on the pie menus. On top of

it, an arpeggiator machine and a step sequencer provide the opportunity of creating a harmonic

and rhythmic background. Depending on the desired task, dwell time or screen button gaze

selection technique is applied. A preliminary discount usability experiment is conducted having

the eye gaze versus the head movements as input.
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Introduction
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Chapter 1

Motivations

Most people would agree that expressing yourself through music is a relieving and liberating

experience. Some people due to physical disability are not able to play any existing musical

instrument. One case could be people with complete paralysis resulting from Amyotropic Lateral

Sclerosis that can only move their eyes. Nowadays these people are able communicate using new

technologies. Such examples are eye tracking and head tracking systems that provide the user

with the ability to write, talk, access the internet, play computer games, draw e.t.c. Nevertheless

there is no available musical instrument explicitly designed for having an eye tracking or head

tracking device as the only input.

The main goal of this master thesis is to come up with the first gaze controlled musical

instrument. It could also be used along with any device that can take control of the mouse

pointer of a computer, such as a head tracking device. Moreover it should have similar expressive

potentials to a traditional musical instrument. Having control over the melody, the chords, the

expressiveness of the produced sound in real time was the first priority of the designed interface.

That way such an instrument could potentially be a part of a normal music band. Interacting

with other people through music or creating new musical compositions not only could improve

the quality of life of people with disabilities, but also be part of a rehabilitation process.

2



Chapter 2

Goals

As already mentioned, the main goal was to create a gaze controlled musical instrument with

similar expressive potentials to a traditional musical instrument. What is most crucial when

playing a musical instrument is playing the right notes at the right moment. So, we should

come up with an interface that will:

• Maximize temporal control: The performer should be able to control in real time the

rhythmic, harmonic and melodic aspects of his/her composition. The gaze selection tech-

nique for playing music in real time should provide minimum response time, so the user

can play melodies in-tempo.

• Minimize error rate: The buttons on the screen for playing a note should be big enough

in order to reduce the possibility of playing neighbour notes, due to errors of the eye

tracking system. As the accuracy of the existing eye trackers varies, the size and number

of buttons on the screen should be adjustable.

• Provide real time control over more expressive aspects of the sound, like amplitude and

vibrato.
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Chapter 3

Thesis Outline

In the next part we present the State of the Art. The main contribution of this thesis is to

come up with appropriate gaze selection techniques for playing real time melodies. In chapter

4 we survey these techniques. In chapter 5 we survey the most representative gaze controlled

applications (most commonly used by people with disabilities), while in chapter 6 we survey

the previous research on gaze-controlled music.

In part III we present the EyeHarp musical interface. In chapter 7 we describe the methodol-

ogy applied while implementing the EyeHarp. In section 8.1 the EyePiano -our first approach- is

described, while in section 8.2 the EyeHarp interface is presented. More specifically, we describe

the controls that were designed in the EyeHarp GUI for gaze input (subsections 8.2.1, 8.2.2),

the Step Sequencer layer (subsection 8.2.3), the EyeHarp layer for playing real time melodies

(subsection 8.2.4) and the arpeggios generator (subsection 8.2.5).

In part IV we describe the preliminary evaluation process that was conducted and we report

on the results.

Finally in part V we discuss on the conclusions and future work.
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Part II

State of the Art
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Chapter 4

Gaze Selection Techniques

When designing a gaze controlled interface we need to take under consideration the special

characteristics of natural eye movements and design interaction techniques for them around

the known characteristics of eye movements. The gaze interaction techniques that are used for

selecting discrete targets, such as buttons or menu items are defined as gaze selection tech-

niques [33].

In this section we assume that the user can use only his / her as an input for control.

Alternatively other “clicking” techniques can be applied, such as clicking using the hands, the

tongue, the lips, EEGs etc. Because the same modality, gaze, is used for both perception and

control, a gaze-based communication system should be able to distinguish casual viewing from

the desire to produce intentional commands. This way, the system can avoid the “Midas touch”

problem (Jacob, 1991), wherein all objects viewed are unintentionally selected.

The following gaze selection techniques are more extensively summarized in [33] and [24].

4.1 Blinking

With blink-based selection, the user looks at a target object and blinks to select it. This

method has not proven to be very popular. Deliberate blinks are judged as being unnatural

(Jacob 1990)[18]. Humans blink involuntary every few seconds which would result in uninten-

tional selections. One option which was proposed, and rejected, by Lankford (2000)[21], was

to use a prolonged blink to differentiate between deliberate and involuntary blinks. Ji and Zhu

(2002)[19] developed a system which uses three deliberate blinks to indicate a selection, but

this is unnatural.

Especially for the case of playing melodies in real time, blinking is not an option because

in order to distinguish whether we have an deliberate blinking or not, an extra delay time is

introduced.
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4.2 Dwell Time

This is the most popular selection method used in gaze controlled applications. A selection

occurs when an object is fixated upon for a period of time exceeding a specified time-threshold.

If the dwell time threshold is set too short, the user may unintentionally activate commands,

while if it is too long extra response time is added.

Dwell time is used in the EyeHarp project for all the controls, apart from anything related

to playing real time melodies where the Screen Button method is used.

4.3 Special Selection Area or Screen Button

Another solution to the Midas touch problem is to use a special selection area (Yamada &

Fukuda, 1987[38]) or an on-screen button (Ware & Mikaelian, 1987[36]; Ohno, 1998[28]). For

example, in the “quick glance” method developed by Ohno (1998), each object that could be

selected was divided into two areas: command name and selection area. Selection was done by

first fixating briefly on the command (to determine the name or type of the command), then

confirming that a selection was required, via a brief glance at the selection area. Alternatively,

a user who is experienced and knows the locations of the commands need only glance directly at

the selection area associated with that command. With that method, better temporal control

is expected. Not necessarily in a sense that we can “press more buttons” per second, but we

can “press” each button at the desired moment. So we can better play music in-tempo. Placing

each command name and selection area in slices around “pies” results to the Pie menus selection

technique that was used in the EyeHarp for performing real time tasks.

4.4 Pie Menus / pEYEs

In computer interface design, a pie menu (also known as a radial menu) is a circular context

menu where selection depends on direction. A pie menu is made of several “pie slices” around

an inactive center [wikipedia].

Anke Huckauf et al., in 2008 introduced pEYEs [15], where pie menus were suggested for

gaze control. pEYEwrite was implemented for writing with gaze input while pEYEtop was

a desktop navigation interface. In figures 4.1, 4.2 we can see the implemented interfaces. In

both cases a slice opens without dwell times by looking in the outer selection area of a slice. A

slice can lead to another pie menu. After comparing these implementations with common gaze

controlled techniques they state that: “pEYEs can be effectively and efficiently used in tasks

requiring lots of selections like in typing. Furthermore, also tasks affording more orientation

and navigation like a desktop can be effectively completed using pEYEs as the basic concept.”

7



Figure 4.1: Two levels of pEYEtop with opened command pie.

Figure 4.2: Screen layout in pEYEwrite. The central pEYE serves for typing, and on-screen
buttons provide other functionalities. The text is displayed in the the lower part of the screen.
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Figure 4.3: An example of a gaze gesture, starting from the top-left corner, with a gazing order
of SE, N, SW, N.

4.5 Gaze gestures

In that method the user initiates a command by making a sequence of “eye strokes” in a certain

order. Making a gaze gesture still requires a brief stop (fixation) between the strokes (saccades).

An example of a gaze gesture can be seen in figure 4.3.
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Chapter 5

Gaze-Controlled Applications

The applications related to eye tracking fall into to basic categories: diagnostic and interactive.

In figure 5.1 we can see the hierarchy of eye-tracking applications as suggested by Andrew

Duchowski [8].

“In its diagnostic role, the eye tracker provides objective and quantitative evidence of the

user’s visual and (overt) attentional processes.”,

“...An interactive system must respond to or interact with the user based on the observed eye

movements. Such interactive systems may fall into two application subtypes: selective and

gaze-contingent. Selective systems use the point of gaze as analogous to a pointing device such

as the mouse, whereas gaze-contingent systems exploit knowledge of the user’s gaze to facilitate

the rapid rendering of complex displays” [8].

All the gaze controlled applications fall into the interactive-selective category, and are used

mostly by disabled people, providing them with the opportunity to communicate(speak, draw,

access the internet, send emails, or even play computer games and interact in virtual reality

environments). The EyeHarp falls into the same category as well.

In the following sections we present some representative gaze controlled applications.

Figure 5.1: Hierarchy of Eye-Tracking Applications
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Figure 5.2: EyeArt: a drawing program that can be controlled by eye movements. EyeArt
includes tools for drawing basic shapes, tools for changing color and line width, on-screen
keyboard, as well as an inbuilt help and options dialog that can all be controlled by gaze alone.

5.1 Drawing with eye movements

The most straightforward way of drawing with eye movements is “Free-eye drawing” proposed

by Tchalenko, J. (2001): a thick line with varying colors follows the user’s eye movements.

With that method it is impossible to draw fine shapes, like curves. The gaze can only move by

saccadic movements that can only define straight lines.

The solution to that problem is to provide the user with specific tools for drawing basic

shapes (line, circle, square, etc.), tools for changing color and line width, while dwell time is

commonly applied to face the Midas touch problem (see figure 5.2).

Such applications are the EyeWriter [37], EyeDraw [12] and EyeArt [25].

5.2 Text entry with eye movements

Direct gaze pointing The most common way to use gaze for text entry is direct pointing by

looking at the desired letter (figure 5.3). Dwell time is then most commonly used method for

selecting each letter. Keys and controls can be organized hierarchically in menus and sub-menus

to save space, and special techniques such as automatic word prediction can be used to speed

up the text entry process.

Eye Switches Some people may have difficulties in fixating because of their physical condition

or state of health. They cannot keep their gaze still for the time needed to focus. Voluntary

eye blinks or winks can be used as binary switches. For text entry, blinks are usually combined

with a scanning technique, with letters organized into a matrix. The system moves the focus

automatically by scanning the alphabet matrix line by line. The highlighted line is selected by

an eye blink. Then the individual letters on the selected line are scanned through and again

the user blinks when the desired letter is highlighted.

11



Figure 5.3: Qwerty on-screen keyboard with dwell time

Figure 5.4: Eye-S with hot spots shown

Discrete Gaze Gestures Another interesting approach is that of gaze gesture for eye-typing.

Porta and Turina (2008)[30] developed Eye-S to take advantage of gaze gestures for both text

entry and control of computer applications. Nine on-screen areas act as hot spots for the start

and end points of the eye strokes. The user enters a character or command by glancing at the

hot spots in the order specified for the desired gesture (see figure 5.4). A similar system is

EyeWrite by Wobbrock et al. (2008). [37]

As already mentioned pie menus can provide a text input method without any dwell time

as well. In pEYEwrite (see figure 4.2) only two saccade eye movements are required to type a

letter.

Continuous Gaze Gestures Finally another very unique and approach is eye-typing by

continuous pointing gestures. David J. Ward in his PHD thesis (2001)[35] presented Dasher

(see figure 5.5) :

“Dasher is a text-entry interface driven by continuous two-dimensional gestures, de-

livered, for example, via a mouse, touch screen, or eyetracker; the user writes by

steering through a continuously expanding two-dimensional world containing alter-

native continuations of the text, arranged alphabetically. Dasher uses a language

model to predict which letters might come next and makes those letters easier to

12



Figure 5.5: Screenshot of Dasher when the user begins writing hello. Here, the user has zoomed
in on the portion of the shelf containing messages beginning with g, h, and i. Following the
letter h, the language model makes the letters a, e, i, o, u, and y easier to write by giving them
more space.

write. The language model can be trained on example documents in almost any

language, and adapts to the user’s language as she writes.”[23]

A more extensive survey of eye-typing techniques can be found in the PHD thesis of Päivi

Majaranta with title “Text Entry by Eye Gaze” (2009). [24].

5.3 Other dedicated eye-controlled applications and commer-

cial eye control systems

In addition to eye typing and eye drawing, there are several dedicated eye-controlled applica-

tions, such as e-mail, Internet browsing ([6] ,[26]), accessing online libraries ([22]), games ([7],

[16], [31]), and interaction with online virtual communities ([3], [34]). An extensive survey of

gaze controlled games can be found in [17]. Some of the applications, such as games and Internet

browsing, are included in many of the commercial eye control systems targeted at people with

disabilities. An up-to-date list of eye tracking systems used as assistive devices, can be found

online at:

http://www.cogain.org/eyetrackers/ (accessed on 22 September 2011)

13
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Chapter 6

Previous Research in

Gaze-Controlled Music

6.1 Leon Theremin gaze control over the timbre of the Theremin

As Albert Glinsky write in his book: Theremin: ether music and espionage[10]:

“...mere shifts in the performer’ s glance could trigger changes in its timbre. At a

distance of about six to ten feet in front of the performer, lenses arranged across

a strip were trained on one of the player’ s eyes. Behind each lens, a concealed

photoelectric cell was attached to its own tone generator. As the player’ s eyeball

rotated, staring in turn at different lenses, the corresponding photocell behind each

one recognized the gaze of the pupil and switched on the associated timbre. Glancing

from lens to lends produced a variety of contrasting tone color, while the hands were

free to regulate volume and pitch. The inventor even devised a system to compensate

for the swaying of the head: the monitored region of the eyeball was defined by x

and y coordinates that met at the corner of the tear duct, following its motions as

the head shifted.”

It is impressive to consider that Leon Theremin contacted all that research working with pure

electronics, while he also devises a system to compensate for the swaying of the head.

6.2 Andrea Polli, 1997

The first system using eye tracking devices to produce music in real time was proposed by

Andrea Polli in 1997 [29]. Polli developed a system which allowed performers to access a grid

of nine words spoken by a single human voice by making saccadic movements to nine different

directions. After trying different artistic implementations Polli concluded that improvising with

the eye-tracking instrument could produce the same feeling for the performer as improvisation

with a traditional instrument [29].

14



In 2001 she performed “Intuitive Ocusonics”, a system for sound performance using eye

tracking instruments to be performed live. Instruments were played using distinct eye move-

ments. Polli’s compositions responded to video images of the eye, not specifically the pupil

center which are parsed and processed twelve times per second using the STEIM’s BigEye soft-

ware (www.steim.org). With this technology it was impossible to calibrate the pupils position

to the computer screen coordinates, thus the user does not have precise control of the system.

6.3 EyeMusic

Hornof et al [13] proposed a system based on a commercial eye tracking system, the LC Technolo-

gies Eyegaze System, which provides accurate gazepoint data using the standard pupil-center

corneal-reflection technique. In the system, the coordinates of the user’ s gaze are sent to

MAX/MSP for generating sound. They study both the case of using fixation detection algo-

rithms for choosing an object and the raw data form the eye tracker. When trying to implement

an eye-piano they report that the musicians that tried the system preferred to work with the

raw data instead of a dispersion-based fixation-detection for playing the notes. A velocity-based

fixation-detection algorithm is proposed instead. After trying that interface on a user for almost

two weeks, one hour per day of practice, they reported that: “he was slightly able to improve his

ability to move to the intended piano keys and (b) he was not at all able to improve his rhythmic

accuracy”, so they abandoned the idea of the eye-piano. Instead, they consider designing more

interactive tools using Storyboarding. The performer moves an eye-controlled cursor around on

the screen, and makes the cursor come into direct visual contact with other visual objects on

the screen, producing a visual and sonic reaction. The user interacts with objects that appear

on the screen, through a series of interaction sequences (like a scenario).

Hornof and Vessey in a recent technical report evaluate four different methods for converting

real-time eye movement data into control signals (two fixation based and two saccade-based

methods). They conduct an experiment comparing the musicians’ ability to use each method

to trigger sounds at precise times, and examined how quickly musicians are able to move their

eyes to produce correctly-timed, evenly-paced rhythms. The results indicate that fixation based

eye-control algorithms provide better timing control than saccade based algorithms, and that

people have a fundamental performance limitation for tapping out eye-controlled rhythms that

lies somewhere between two and four beats per second [14]. Hornof claims in [13] that

velocity-based (as opposed to dispersion-based) fixation-detection algorithms work better for

rhythmic control with the eyes. Fixation-detection algorithms typically employ a minimum

fixation duration of 100 ms which would impose an upper bound of ten eye-taps per second.

6.4 Oculog

Kim et al. [20] present a low cost eye-tracking system with innovative characteristics, called

Oculog. For selecting objects, blink detection is implemented. The data from the eye tracking

device are mapped to PureData for generating and interacting with four sequences. In their
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system the performer’s field of vision is divided into four discrete quadrants. The direction of

eye movement detected by the Oculog camera software is encoded as a combination of horizontal

position (pitch) and vertical position (velocity): pitch 0 is produced by looking to the extreme

left, note number 127 to the extreme right; velocity 0 is produced by looking down, velocity 127

by looking up. Assigned to each quadrant is a real-time tone generator. Each tone generator is

driven by a cyclic sequence. Oculog also detects torsional movement of the eye, but this is not

mapped to any control feature. The authors claim that eye tracking systems are appropriate

for micro-tonal tuning.

6.5 Previous Installation designed for people with disabilities

Adam Boulanger, in his Phd thesis (2010) [5], “...demonstrates the design and implementa-

tion of devices that structure music interaction from the neural basis of rehabilitation. At the

conclusion of this research, it is possible to envision an area where users are empowered dur-

ing scientifically based creative tasks to compose neurological change.” In his approach, the

Hyperscore [9] Composition Program is used along with appropriate implemented control de-

vices designed for each of the users -including eye trackers-. Hyperscore is a very high level

composition tool.

Another case where eye tracking was used as the only an input by a disabled person to control

music was led by the University of East London’s SMARTlab team in 2009, where “MyTobii

commercial eye tracker is being used in a world premiere of a live, eye-controlled music and

dance session.”1. In this case James Brosnan “having cerebral palsy, being a wheelchair user

and being unable to speak” ... “controls the computer, called My Tobii, using his eyes, and

jams using a software programme called Grid 2, designed by UK company, Sensory Software.

A sensor follows his eye-movement, via which he picks out pre-recorded sequences of music.”

“The Grid 2 allows people with limited or unclear speech to use a computer as a voice output

communication aid, using symbols or text to build sentences.” [1]. Not much information were

found about this certain installation.

Finally, a first version of the EyeHarp gaze controlled musical instrument was presented at

the Sound and Music Computing conference in Padova on July, 2011.[32]

1http://www.tobii.com/en/assistive-technology/north-america/news-events/us-press-releases-tobii-
ati/music-at-the-blink-of-an-eye/ (accessed on 1/9/2011)
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Part III

The EyeHarp
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Chapter 7

Methodology

One of the reasons why there are not many applications explicitly designed for eye-trackers is

that eye trackers used to be extremely expensive. If someone wants to design an eye tracking

application, he should first know how it feels to use an eye tracking as a control device. And

the best way to find out about the difficulties of controlling a computer with your eyes is to

experience it.

Lately there is a lot of research on low-cost eye tracking devices and software. One of these

is the eyeWriter initiative. I decided that from all the alternatives I had, the EyeWriter fulfilled

most of my expectations: a low cost (50e) do-it-yourself eye tracking device, with quite good

accuracy and an open source software for getting the screen coordinates of the user’ s gaze. So,

after a week of trying to get all the parts I need, I built my own eye tracker. Then I could start

testing my implemented interfaces.

The methodology I had decided to apply was repeating the following steps every day:

1. Brainstorming, new ideas about the interface. Draw them on paper and try to imagine if

they would be handy.

2. Implement these ideas in Openframeworks.

3. Use the constructed eye tracking device to play some music and evaluate the usability of

these ideas.

4. Decide if I should go on this idea, or not. If yes, then how could they be improved?

The main drawback of the built eye-tracking device is that it did not allow head movements.

It takes some time and effort for someone to get accustomed to the device and learn how to

calibrate it properly. People tend to move their heads and the calibration is lost. The ideal case

would be to regularly perform usability evaluation tests on already experienced users on gaze

control, using a very accurate commercial eye tracking device. Neither of these was feasible.

For that reason I decided that I should be the only subject of the every-day usability evaluation

of the interface. The advantage of that choice was that I was finally able to come up with a

intuitive interface in a short time. Of course in the future the interface has to be evaluated on

more users. Moreover, according to Saul Greenberg and Bill Buxton (2008):
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Figure 7.1: The PlayStation Eye digital camera is modified so as to be sensitive to infra-red
light and mounted along with two infra-red leds on a pair of sun-glasses.

“If done during early stage design, usability evaluation can mute creative ideas that

do not conform to current interface norms.”[11]

In order to read the input from the eye tracking device, we have used the libraries developed

in the EyeWriter project. The eye-tracking software detects and tracks the position of a pupil

from an incoming camera or video image, and uses a calibration sequence to map the tracked

eye/pupil coordinates to positions on a computer screen or projection. The pupil tracking

relies upon a clear and dark image of the pupil. The eye tracking device includes near-infrared

leds to illuminate the eye and create a dark pupil effect. This makes the pupil much more

distinguishable and, thus, easier to track. The software dealing with the camera settings allows

the image to be adjusted with brightness and contrast to get an optimal image of the eye. When

initializing the system, calibration takes place displaying a sequence of points on the screen and

recording the position of the pupil at each point. The user focuses on a sequence of points

displayed in the screen presented one by one. When the sequence is finished, the collected data

are used to interpolate to intermediate eye positions.

Figure 7.1 shows the eye tracking device used in this work.
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Chapter 8

Implementation

8.1 First Approach: The EyePiano

This was not the first attempt to try the EyePiano interface. As already mentioned, Hornof et

al. [13] first tried the Eye-Piano interface. Firstly applying a very short dwell time in order to

play the notes, and then working with the raw data of the eye tracker. In figure 8.1 we can see

Hornof’ s interface.

In figure 8.2 we can our version of the EyePiano interface. From the very beginning of

trying an eye tracking device, it was obvious that it is easier for the visual system to focus

on points or corners (where to lines cross). These points called focus points, and are common

in gaze-controlled applications. This is the reason why there are red dots in the EyePiano

interface. (figure 8.2) Instead of abandoning the idea of the eyePiano from the beginning, I

tried to solve the problems mentioned by Hornof et al. The basic improvement was to add a

region in the middle where the user can rest his eye (screen button technique). A region that

nothing happens if the user’ s gaze is there. Then I added one more octave. Here is how:

As we can see in figure 8.2 there are two piano keyboards: one in the top of the screen, and

a second one in the bottom. The one in the top is mapped to the lower octave, while the one in

the bottom is mapped to the higher octave. The two floor piano keyboard is actually divided

into three regions:

• The top region for triggering notes in the lower octave. This region is starting at the top

of the screen and is ending where the black keys end.

• The bottom region for triggering notes in the second octave. This region is starting where

its black keys start, and is ending at the bottom of the screen.

• The neutral region in the middle. In this region nothing happens. It is just for moving

the eye in the same horizontal position with the desired note, and then just move up or

down in order to trigger it.

This neutral region improves the rhythmic control, as we can move our gaze close to the desired

note, and then we can play in tempo and the right note as well. The reason for that has is that

20



Figure 8.1: Hornof’ s et al. EyePiano interface

Figure 8.2: First Attempt: The EyePiano interface
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Figure 8.3: The EyePiano: We have to follow the arrows in order to take advantage of the
neutral region added.

it takes less time to have a fixation in close region, than those that are far away. Long saccade

eye movements are not so fast and accurate as close ones[8]. That way the spacial accuracy of

the performer is improved, compared to Hornof’ s approach. It is easier to play in tempo as

well, since the screen button method was used instead of dwell time. By looking at the two

green circles at the left and right sides of the keyboards we move one octave up or down. On

the right of the two floor piano various controls are placed, like volume and other characteristics

of the sound.

After playing music with that interface for a couple of days, I figured out that its the

main drawback was that in order to make use of the neutral region, two additional fixations

are required. This reduces maximum number of notes that we can play per second. Figure 8.3

explains why. This limitation is addressed in the next and final interface, the EyeHarp interface.

8.2 The EyeHarp

The EyeHarp1 is a new musical instrument explicitly designed for eye gaze control, but it can

be controlled with any technology that takes control of the mouse pointer.

The sound is generated with additive synthesis inside openframeworks. The EyeHarp con-

sists of three basic parts:

• The EyeHarp layer for playing melodies and changing the chords in real time.

• The Step Sequencer layer for creating a rhythmic and harmonic background.

• A “harmonizer” engine that according to some input arguments generate up to four arpeg-

gios. This is a fast way of having an interesting harmonic and rhythmic background. While

in the step sequencer we choose the notes one by one, the harmonizer provides a higher

level mapping in order to control the desired musical outcome.

1To better understand the functionality of the EyeHarp musical instrument visit the blog:
theeyeharp.blogspot.com/ , to watch a performance using the EyeHarp along with explanatory annotations.
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All these parts have different timbre and sound properties. Combined together they provide

a real time composition tool.

In the following sections we will first describe the controls designed explicitly for gaze input

in the EyeHarp interface, and then the basic parts of the EyeHarp mentioned above.

8.2.1 The GUI: Controls Designed Explicitly for Gaze Input

In figures 8.5, on the left and right side of the screen, there are the controls of the EyeHarp.

Special controls had to be explicitly designed for gaze input. They were all designed having one

principle in mind:

For each control, two focus points are provided: one for deciding which function to

perform, and another one for performing that action.

This is the screen button gaze selection technique described in 4.3. In most of the cases of the

eyeHarp interface, when temporal control is not crucial this technique is combined with dwell

time. So even if by mistake the user looks at a control button for a moment nothing will change

unless dwell time is reached. That way we give the user the freedom to look around the screen

while thinking of what he/she should do next. This is a natural behaviour in everything we do

in our lives. For example, if someone wants to catch an pen, he will first look at it and then

catch it. In the eyeHarp interface we are trying to provide this focus point, where actually no

control is triggered. Here are the types of controls designed:

Slider

“A slider, is an object in a GUI with which a user may set a value by moving an indicator,

usually in a horizontal fashion.” (wikipedia).

In figure 8.5 in the left and right side there are two orange sliders. The difference between these

sliders and common slider is that the user can set the value without clicking. He/she first looks

at the desired value (number). Nothing is triggered in that region. Then by looking at the

line with the circle (the line with the focus points), the value is set. A very short dwell time is

applied on these focus points in order to avoid setting values accidentally.

Repeat Buttons

Alternatively the value can be set using the repeat buttons placed next to the slider. The repeat

buttons are commonly used in many applications along with sliders to increase / decrease by

one step. A Dwell time is applied in that case when looking on the increase / decrease button.

The increase / decrease buttons are connected with each other with a black line. When we

increase the corresponding value, the increase button gets brighter, while the decrease button

gets darker. In the middle of their distance, the set value is displayed. That way the user

can check the set value, and if he / she decides to increase it, he / she looks at the increase

button (up) or the decrease button (down). The slider control interface is more appropriate for
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setting values that are far away with each other, while the repeat buttons are appropriate for

fine tuning.

Tabs

Analogous to the tabs in windows control panel, or in almost any web browser, there is a similar

control in the EyeHarp interface. The purpose of this control is to map the same control buttons

(like sliders) to different control variables, or to exclusively choose between some distinct choices

(similar to the radio button). For example in figure 8.4 the user can assign the slider on the

right just to one of the variables on the tab control. Once more dwell time is applied for making

a selection.

Switches

In order to activate / deactivate a function switch buttons are used. Their color is dark when

they are not activated, and they light up when they are activated. Dwell time is applied to

activate / deactivate the switches. All the notes in the Step Sequencer described in section 8.2.3

are switches. When looking at a switch its focus point placed in the middle of it, turns green,

indicating that if a the user keeps on looking on it, it will turn on. If the user has just turned on

/ off a switch, then in order to change again its value, he/she should move outside the switch’

s region. The reason for that is that if someone wanted for example to turn on a switch, and

kept on looking at it for double the dwell time, then the value would remain unchanged in the

end. That was proven to be quite confusing and so it was fixed.

8.2.2 The global controls

The right part of the EyeHarp interface is dedicated to the global controls of the instrument.

In figure 8.4 we can see these global controls. There are two “tab” controls:

• On the bottom right corner of the screen, there is a horizontal tab control, where the user

can switch between the Step Sequencer and the EyeHarp layer.

• A vertical control for assigning the slider control in the right to the following global

variables:

– Transpose: choosing the tonality of the instrument. The value 0 corresponds to A

(‘la’), 1 to A#, -1 to G# and so on. Consequently it varies from -5 to +6.

– Tempo: Setting the tempo of the step Sequencer (bpm to move to the next step).

Minimum value: 60. Maximum value: 1200.

– Master Volume: The master volume of the instrument.
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Figure 8.4: The global Controls: (a)Transpose (b)Tempo (c)Master Volume
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Figure 8.5: The EyeHarp Step Sequencer. Time Signature 12/16

8.2.3 The EyeHarp Step Sequencer: Building the harmonic and rhythmic

background

The Step Sequencer Grid

Various interfaces based on step sequencers are available in different environments. Two com-

mercial examples are the Tenori-on [27] and Max For Live Melodic Step Sequencer [2]. The

EyeHarp Step Sequencer is implemented using similar ideas (see 8.5).

In the center of the screen there is a small transparent section which shows an image of the

eye as captured by the camera in real-time. This is crucial for live performances, as it helps the

audience to correlate the eye movements to the produced music. A small gray circle indicates

the user’s detected gaze point. Each circle / switch corresponds to a note. A note is selected

when the user remains looking at it for more than one second. When a note is active, the color

of the corresponding circle is brighter. To deactivate a note the user has to look at it again

for a second. At the center of every circle, each of which corresponds to a note, there is a dot

which helps the user to look at the middle of each circle. In every column we have the notes of

the selected key with their pitch rising with direction from down to up.

A bright line is moving from left to right with a speed related to the selected tempo. When the

line hits one of the green circles, the corresponding note sounds. So in this grid, in the horizontal

dimension we have time and in the vertical dimension pitch (down→ low pitch, high→ high

pitch). The horizontal brighter lines are for helping the user to understand where a new octave

starts. Since the instrument is diatonic, a new octave starts every seven circles/notes. The

vertical brighter lines appears every eight time steps and helps the user to better understand
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Figure 8.6: Controls of the Step Sequencer. (a)Volume (b)Octave (c)Release (d)Meter.

the temporal position of each column in the meter.

The controls of the Step Sequencer Layer

On the left side of the screen are placed the controls related to the step Sequencer layer (figure

8.6):

• Volume: determines the volume of the Step Sequencer.

• Octave: the octave of the Step Sequencer.

• Release: affects the release time of each note. The reverb of the the sound.

• Meter: The number of notes per loop in the step sequencer. In other words, the number

of notes in the horizontal and vertical axis of the grid.

The slider along with its Repeat buttons can be assigned to any of the variables included in the

tab in the right. In figure 8.6 we can also see the the range of these values.

The horizontal tab selector on the bottom of the screen determines the timbre of the Se-

quencer. Four Preset instruments are available.

On the top we can see two switches:
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• ‘Clear all’ will erase all the notes of the step sequencer

• ‘Monophonic’ will limit the number of notes in each column of the step sequencer to one.

8.2.4 The EyeHarp Layer

Playing Melodies in Real Time

The EyeHarp interface was designed having in mind that it can be controlled without any dwell

time applied or even without any gaze fixation detection algorithm. A velocity based fixation

detection algorithm can be optionally activated. The velocity is computed by two successive

frames and is given by the equation:

V elocity =

√
(xt+1 − xt)2 − (yt+1 − yt)2

dt
(8.1)

where xt, yt, xt+1, yt+1 are the screen coordinates of the gaze detected in each frame, and dt

is the time between two successive frames. If the fixation-detection algorithm is not activated,

the response time is expected to be equal to dt. As the frame-rate of the EyeHarp is set to 30

frames/second, dt is around 33 milliseconds. If the fixation-detection algorithm is active the

response time of the system will be at least 2 · dt.
In any eye tracking device, noise will be registered due to the inherent instability of the

eye, and especially due to blinking [8]. The EyeWriter software used for tracking the gaze

coordinates, provides some configurations that can help to reduce that noise. By setting the

minimum and maximum of the pupil’ s size to the proper values the system might ignore

the blinks in most of the cases. Another possible adjustment is the smoothing amount. The

smoothed coordinates are given by the equation:

xn = S ∗ xn−1 + (1− S) ∗Gxn

yn = S ∗ yn−1 + (1− S) ∗Gyn
where x, y are the smoothed gaze values, Gxn, Gyn are the raw data of the gaze detection

and S is the smoothing amount. 0 ≤ S ≤ 1. For maximum temporal control, the smoothing

amount should be set to zero.

Spatial Distribution of the Notes

The EyeHarp layer is displayed in 8.7. This interface is the evolution of the EyePiano interface.

Two basic improvements were made:

• The instrument is diatonic. That way less notes have to be displayed on the screen. This

is good, because we need big buttons, so as to balance the noise of a possible inaccurate

eye tracker.

• The notes are placed around a circle. That way, the three fixations limitation in the Eye-

Piano interface does not stand any more. Moreover, it is possible to play the instrument

even without a fixation-detection algorithm, in case we want better temporal control.
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Figure 8.7: The EyeHarp layer.

Only two control buttons are placed inside the circle:

• Octave up and down.

• NotesONOFF : we press that button (with dwell time about one second) in order to move

outside the circle without accidentally triggering any note.

• Release: If the user is looking at this button, the played note is released. The fixation

detection algorithm is always active for this specific region. The reason for this is that the

user should be able to play any melodic interval without accidentally releasing the played

note.

In the middle of this circle there is a small black circle, where the performer’ s eye is displayed.

Using that spatial distribution, the user can have control over the articulation of the sound

(staccato, legato). When not in percussive mode, in order play staccato, after triggering a note

the user’ s gaze should quickly return to the release button in order to release it soon. One

more advantage of the circular spatial distribution is that all the notes are relatively close to

each other, so it is easier to play every possible melodic interval. At the center of every note

there is a focus point. In case the Distance Volume/vibrato width option is enabled -where the

volume and vibrato width depend on the distance from the center- four focus points appear. A

note is triggered immediately when the gaze of the user is detected inside its region. The active

region -where the notes are triggered- placed at the periphery of the circle is a little bit brighter

than the neutral region.
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Almost no controls are placed in the neutral region inside the circle. The user’ s gaze can

move freely inside this region without triggering anything. Before playing a note the user can

first look on the corresponding number inside the circle and then play it by looking at the white

spot placed at the periphery. This is a common technique in the pEYEs and select button

gaze selection techniques. This way of “clicking” provides an optimum temporal control, since

the note is triggered exactly when the user looks at it without any dwell time. If the fixation-

detection algorithm is inactive, the response time increased by one frame.

The dark color indicates a low pitch, while a bright color indicates a higher pitch. So the

pitch increases in a counter clockwise order, starting from the most left note of the circle.

If the gaze of the performer is between the small black circle in the center and the notes at

the periphery of the main circle, nothing happens. The last triggered note will keep on being

generated until a new note is played or it is released. As already mentioned the instrument is

diatonic, so every seven notes we have a new octave.

The last seven notes of the disc are optionally dedicated to the chord selection. The order

that the chords are placed is similar to the way the chords are placed in the left hand of an

accordion. We are moving a clear fifth up to find the next chords to the right. So the order of

the chords is: III, VII, IV, I, V, II, VI. The most commonly used IV, I, V chords are placed in

the middle so as to be more accessible when playing a melody.

The controls of the EyeHarp layer

Basic Mode In figure 8.7, on the right part of the screen there are the controls of the basic

mode of the EyeHarp layer. On the top of the screen we can see a tab control, where the user

can choose between some preset timbres for the EyeHarp layer.

The vertical tab control is for choosing a preset musical mode. This is a global control, as

it affects the tuning of both the step sequencer and the harmonizer.

Finally there are two switch controls:

• “ArpeggioON” for activating the harmonizer

• “Advanced” for switching to advanced mode, where more complicated controls appear.

Advanced Mode In figure 8.8 the advanced mode is active. When the “advanced” switch is

active a tab selector appears next to the “advanced” button with the following options:

Controls When the ‘controls’ tab is selected, another tab control appears in the vertical

axis. This tab control determines which variable will be assigned to the slider and repeat button

on the left. All these variables will only affect the sound and graphical properties of the the

EyeHarp layer for playing melodies in real time. The following options are available:

• Notes Number: In figure 8.8 the ‘NotesNum’ option is selected and its value is set to 22.

This means that the disc for playing the melodies and changing the chords has a resolution

of 22 notes. The minimum resolution is 7 notes, while the maximum is 36 notes.
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Figure 8.8: The EyeHarp layer with advanced controls, 22 notes and DistVol active.

• Vibrato Width: With this variable we set the maximum vibrato width of the EyeHarp

additive synthesis part. When ‘Distance Volume’ is active, the width of the vibrato is also

determined by the distance from the center of the circle (as well as the volume).

• Vibrato Frequency: Determining the frequency of the vibrato in centihertz.

• Release: Setting the release factor of the EyeHarp’ s sound.

• Attack: The attack factor of of the EyeHarp’ s sound.

• Glissanto: The glissanto factor when playing a melody.

• Volume: The volume of the EyeHarp’ s sound.

Four more switches appear at the top of the screen:

• Fixation: This switch determines whether the velocity based fixation detection algorithm

will be applied when playing melodies in real time. The advantage of having the fixation

detection is that the noise introduced by blinking can be ignored. If the fixation detection

is not activated, then during a blink, a random note might be triggered. Moreover the

fixation detection prevents any note to be triggered during a saccade movement.

• Distance Volume: In figure 8.7 the Distance Volume switch is off, while in figure 8.8 it

is on. When it is on, the notes width increases and four focus points appear instead of

one. The reason is that the volume and vibrato width of the melody is depending on the

distance from the center of the circle (the further, the louder).
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Figure 8.9: The EyeHarp layer without chords. Spectrum tab selected.

• Percussive: If the percussive switch is on, then when a note is triggered, the release phase

starts immediately after the attack phase. Otherwise the release phase starts only if the

user has a fixation on the ‘release’ button next to the center of the circle.

• Chords: This switch determines whether the last seven notes of the EyeHarp layer will be

assigned for choosing the chords or not. In figure 8.9 for example chords do not appear

in the interface.

• Random Chord: When this switch is on, then every meter, the chord is changing randomly.

This creates an interesting harmonic background in order to focus on playing just a solo

on top of it.

Spectrum In figure 8.9, the Spectrum tab is selected. In that case seven Repeat buttons

appear for assigning the dB value of the amplitude of each harmonic of the additive synthesis

of the melody sound.

Scale In figure 8.10 the Scale tab is selected. In this case we set the musical mode manually

by assigning one of the twelve possible semitones to each of the seven notes of the desired scale.

‘0’ corresponds to the first semitone of the scale, and ‘11’ to the last one. In figure 8.10 the

scale set is the Hitzazskiar mode.

Arpeggio When the arpeggio tab is selected, we can set the variables for generating up

to four arpeggios. The “arpegiator” implemented is better described in the following section.
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Figure 8.10: Setting the musical mode manually

8.2.5 Arpeggios generator

When the Arpeggio tab is selected, the controls for determining the produced arpeggios appear

(figure 8.11). We can generate up to four arpeggios that will sound together in the end. At the

top of the screen there is a tab selector, where we choose which arpeggio we need to modify.

The vertical tab selector determines which of the arpeggio variables will be set by the slider

and repeat button on the left of the screen. In Figure 8.12 we can see the range of these controls:

• Starting Note: This variable determines the starting note of the arpeggio. The value ‘0’

corresponds to A1 (55Hz).

• Meter: The total notes of the arpeggio. The tempo is always related to the step Sequencer.

This means that if the meter of the step sequencer is set to ‘8’, and an arpeggio has meter

16, then the notes of this arpeggio will sound two times faster (like playing 8ths and

16ths). The first note of all generated arpeggios and of the sequencer will sound together

at the beginning of the meter.

• Notes Included: if value is set to ‘1’, then only the tonal note of each chord will be

included in the arpeggio. If the value is set to ‘2’ then the tonal and 5th of the chord will

be included. ‘3’ → + 3rd, ‘4’ → + 7th, ‘5’ → + 2th, ‘6’ → + 4th, ‘7’ → + 6th.

• pattern Size: Each arpeggio is formed by repeated patterns. This variable determines how

many notes are forming this pattern.
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Figure 8.11: Arpeggio controls appear on the left of the screen.

• pattern Step: Along with the ‘notes Included’ determines the intervals between the notes

in the pattern.

• Global Step: Along with the ‘notes Included’ determines the intervals between the starting

notes of the patterns.

• Volume: The volume of each arpeggio.

Figure 8.12: The Harmonizer controls.
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Part IV

Evaluation and Validation
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Chapter 9

Evaluation procedure

The eyeHarp is a musical instrument designed for people with disabilities. The proper evaluation

procedure would be to evaluate it on different cases of people with disabilities.

The EyeHarp has already been tried once on some people with cerebral palsy of the “Catalan

foundation of Celebral Palsy” (figure 9.1). Eight different users tried the interface using with

head tracking, using the free software ‘camera mouse’. No proper evaluation process occurred,

but the users were all excited playing with the EyeHarp, even though they had no musical back-

ground. The fact that the EyeHarp is a diatonic instrument and consequently does not produce

dissonant intervals, makes it more fun for people with no musical knowledge to experiment with

it.

There are indications that the eyeHarp could not only improve the quality of living some

cases of people with disabilities, but also help in rehabilitation procedures. In order to become

an expert in the EyeHarp the user has to learn how to control the mouse pointer quite accurately.

The instrument can be adapted to novice and expert users. In the case of people with cerebral

palsy, this can me a motivation for these people improve the control over their movements and

thus help in rehabilitation procedures.

In order to confirm this hypothesis and measure the level of motivation that the eyeHarp

provides an extensive evaluation process should happen on different groups of people with

disabilities. Unfortunately there was not enough time to both develop and evaluate the EyeHarp

properly for this master thesis. This is part of the future work.

Nevertheless, we performed a discount usability research on people without any disability.

As a preliminary evaluation we have asked four people, three persons completely novice to

the instrument (playing the EyeHarp for the first time), and another more experienced person

who had spent many hours using the EyeHarp, to each perform two tasks: perform a two

octave scale using the EyeHarp interface as accurate and speedy as possible, and generate a

note pattern on the EyeHarp melodic step sequencer as speedy as possible. in addition, for

comparison purposes we have asked the same two people to perform the same tasks using a

video-based head tracking software [4]. Figure 9.2 shows the results of the experiment.

All participants agreed that proficiency in the EyeHarp improves with practice. The quality

of the calibration process seemed to affect a lot the results. In the case of the first novice user,
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Figure 9.1: Visit at the “Catalan foundation of Celebral Palsy”. The free software camera
mouse[4] was used to control the applications with head movements.

Figure 9.2: Eye-Tracking and Head-Tracking for an experienced and a novice user.
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the calibration was good, and resulted to good results with the eye tracker. On the other hand,

in the case of the last novice user, the calibration was not that good, so the head tracking

outperformed the eye tracking input. In the case of the expert user, it seems that the eye

tracking is a much faster way to control the EyeHarp interface for playing real time melodies

(12 seconds with the eye tracker and 36 with the head tracker). Observing the participants

interact with the EyeHarp after the experiment, it seems that the fixation-detection algorithm

is indeed very helpful for a novice user and can be activated for increasing the spatial accuracy of

the system. The smoothing amount can be adjusted as well. The user can choose between better

spatial (not pressing notes accidentally) or temporal control by adjusting these two parameters.

It has to be noted that the accuracy of the implemented eye-tracking device was not explicitly

evaluated (this is out of the scope of this paper). However, the EyeHarp interface can be used

along with more accurate commercial eye tracking systems. It is very likely that the temporal

and spatial control would be even better in that case.

Probably the best way to evaluate the potential of the EyeHarp as a musical instrument is

to listen to performances produced using the instrument that can be found online in the blog

of the EyeHarp.

————————————————————–
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Part V

Conclusions
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Chapter 10

Assesment of the results and future

work

In this thesis we presented the EyeHarp: a gaze controlled musical instrument. The project is

free and open-source. At the moment it runs only under Microsoft Windows operating system

(XP, vista, 7). The source code and the executable can be found at:

http://code.google.com/p/eyeharp/

A version for controlling the EyeHarp with the mouse is also available.

The reader may listen (and watch) one performance with gaze input at:

http://youtu.be/XyU8FyB0nZ8

In this video it is evident that using the EyeHarp makes it possible to create complex music

with just eye movements in real time. The EyeHarp could be a musical interface appropriate for

people with different level and kind of disability and has to be tried and evaluated on different

groups of disabled people. Depending on the physical ability of the user, any device that can

take control of the mouse pointer can be used for playing music. This might improve the quality

of life of the user and provide a motivation for fine controlled physical activity, depending on

the input device used. That way it could also be used for rehabilitation purposes.

All these have to be measured and evaluated. Evaluating and adapting the EyeHarp to

people with different kind of disabilities is the main priority for future work. For that purpose

we are already in contact with foundations and institutes for people with disabilities. In the

near future the results of that evaluation process will be available.

In order to better evaluate the EyeHarp, a more accurate eye-tracking device should be used.

Since the commercial eye-trackers cost more than e4000, another low-cost solution would be to

use the ITU open source gaze-tracker 1, along with the suggested “Raven” setup 2. This system

is expected to have better accuracy than the EyeWriter system used during the implementation

of the EyeHarp, since it is not head-mounted and allows head movements -due to the commonly

used corneal reflections technique-. A high definition infra-red sensitive camera is used along

with two infra-red illuminators. It costs around e400 to buy all the required parts.

1http://www.gazegroup.org/downloads/23-gazetracker
2 http://www.gazegroup.org/forum/
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Moreover the EyeHarp might also be evaluated as a musical instrument of a normal band.

Its functionality could be extended as well. For example the user might have the option to

record his compositions, listen to them and modify them.
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Appendixes
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Appendix A

Digital resources

To keep updated with the future work regarding the EyeHarp project, the reader can follow the

blog:

www.theeyeharp.blogspot.com

The EyeHarp software is open-source. The code is hosted online at:

http://code.google.com/p/eyeharp/
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Appendix B

The EyeHarp at the Sound and

Music Computing Conference, 2011
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ABSTRACT

In this paper we present the EyeHarp, a new musical in-
strument based on eye tracking. The EyeHarp consists of
a self-built low-cost eye-tracking device which communi-
cates with an intuitive musical interface. The system al-
lows performers and composers to produce music by con-
trolling sound settings and musical events using eye move-
ment. We describe the development of the EyeHarp, in par-
ticular the construction of the eye-tracking device and the
design and implementation of the musical interface. We
conduct a preliminary experiment for evaluating the sys-
tem and report on the results.

1. INTRODUCTION

Traditionally, music performance has been associated with
singing and hand-held instruments. However, nowadays
computers are transforming the way we perform and com-
pose music. Recently, music performance has been ex-
tended by including electronic sensors for detecting move-
ment and producing sound using movement information.
One early example of this new form of music performance
is the theremin and terpsitone [1]. More recent examples
of new music performance paradigms are systems such as
The Hands [2] and SensorLab [3]. The creation of these
kinds of musical electronic instruments opens a whole new
door of opportunities for the production and performance
of music.

Eye tracking systems provide a very promising approach
to real-time human-computer interaction (a good overview
of eye tracking research in human-computer interaction
can be found in [4]). These systems have been investi-
gated in different domains such as cognitive psychology
where eye movement data can help to understand how hu-
mans process information. Eye tracking systems are also
important for understanding user-device interaction and to
allow physically disabled people to communicate with a
computer using eye movements.

In this paper, we present the EyeHarp, a new music in-
strument based on eye tracking. We have built a low-cost
tracking device based on the EyeWriter project [5] and im-
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plemented various musical interfaces for producing sound.
The resulting system allows users to perform and compose
music by controlling sound settings and musical events us-
ing eye movement.

The rest of the paper is organized as follows: Section
2 describes the background to this research. Section 3
presents the EyeHarp, in particular it describes the con-
struction of the eye-tracking device, the design and imple-
mentation of the musical interface, and the evaluation of
the system. Finally Section 4 presents some conclusions
and future work.

2. BACKGROUND

2.1 Eye tracking systems

Several approaches for detecting eye movement have been
proposed in the past. These have included electrophysio-
logical methods [6,7], magnetic search coil techniques [8],
infrared corneal reflectance and pupil detection methods.

Electrophysiological methods involve recording the dif-
ference potentials generated between electrodes placed in
the region around the eyes. However, this method has been
found to vary over time, and is affected by background ac-
tivation of eye muscles [7]. The disadvantages of search
coil systems are that its use involves quite invasive pro-
cedures, and it relies on expensive hardware (i.e. around
US$40,000).

In recent years video-based eye movement detection has
gained popularity due to the fact that it offers a solution to
some of the limitations of other methods. For instance, it
allows reliable tracking of the pupil as well as tracking of
the iris as it rotates torsionally around the optic axis [9,10]
at rates of up to 250 frames per second. However, one limi-
tation of this type of system is the need for greater intensity
of infrared illumination to allow adequate passing of light
from the eye to the camera sensor.
Combined pupil detection and corneal reflection techniques
are becoming more and more popular lately for interactive
systems. The reason is that with this combined method the
head of the user does not have to be fixed.

2.2 Eye-tracking-based music systems

The first system using eye tracking devices to produce mu-
sic in real time was proposed by Andrea Polli in 1997 [11].
Polli developed a system which allowed performers to ac-
cess a grid of nine words spoken by a single human voice



by making saccadic to nine different directions. After try-
ing different artistic implementations Polli concluded that
improvising with the eye-tracking instrument could pro-
duce the same feeling for the performer as improvisation
with a traditional instrument [11].

In 2001 she performed “Intuitive Ocusonics”, a system
for sound performance using eye tracking instruments to
be performed live. Instruments were played using distinct
eye movements. Polli’s compositions responded to video
images of the eye, not specifically the pupil center which
are parsed and processed twelve times per second using
the STEIM’s BigEye software (www.steim.org). With this
technology it is impossible to calibrate the pupils position
to the computer screen coordinates, thus the user does not
have precise control of the system.

Hornof et al. [12] propose a system based on a com-
mercial eye tracking system, the LC Technologies Eye-
gaze System, which provides accurate gazepoint data us-
ing the standard pupil-center corneal-reflection technique.
In the system, the coordinates of the user’ s gaze are sent
to MAX/MSP for generating sound. They study both the
case of using fixation detection algorithms for choosing an
object and the raw data form the eye tracker. When trying
to implement an eye-piano they report that the musicians
that tried the system preferred to work with the raw data
instead of a dispersion-based fixation-detection for playing
the notes. The problem with fixation detection is that it re-
duces the temporal control, which is very critical in music.
A velocity-based fixation-detection algorithm is suggested
instead. They do not consider other techniques, such as
blink detection, as a method for choosing objects. The au-
thors consider designing more interactive tools using Sto-
ryboarding. The performer moves an eye-controlled cursor
around on the screen, and makes the cursor come into di-
rect visual contact with other visual objects on the screen,
producing a visual and sonic reaction. The user interacts
with objects that appear on the screen, through a series of
interaction sequences (like a scenario).

Hornof and Vessey in a recent technical report evaluate
four different methods for converting real-time eye move-
ment data into control signals (two fixation based and two
saccade-based methods). They conduct an experiment com-
paring the musicians’ ability to use each method to trigger
sounds at precise times, and examined how quickly mu-
sicians are able to move their eyes to produce correctly-
timed, evenly-paced rhythms. The results indicate that fix-
ation based eye-control algorithms provide better timing
control than saccade based algorithms, and that people have
a fundamental performance limitation for tapping out eye-
controlled rhythms that lies somewhere between two and
four beats per second [13]. Hornof claims in [12] that
velocity-based (as opposed to dispersion-based) fixation-
detection algorithms work better for rhythmic control with
the eyes. Fixation-detection algorithms typically employ a
minimum fixation duration of 100 ms which would impose
an upper bound of ten eye-taps per second.

Kim et al. [14] present a low cost eye-tracking system
with innovative characteristics, called Oculog. For select-
ing objects, blink detection is implemented. The data from

Figure 1. The PlayStation Eye digital camera is modified
so as to be sensitive to infra-red light and mounted along
with two infra-red leds on a pair of sun-glasses.

the eye tracking device are mapped to PureData for gen-
erating and interacting with four sequences. In their user
interface the performer’s field of vision is divided into four
discrete quadrants. The direction of eye movement de-
tected by the Oculog camera software is encoded as a com-
bination of horizontal position (pitch) and vertical position
(velocity): pitch 0 is produced by looking to the extreme
left, note number 127 to the extreme right; velocity 0 is
produced by looking down, velocity 127 by looking up.
Assigned to each quadrant is a real-time tone generator.
Each tone generator is driven by a cyclic sequence. Ocu-
log also detects torsional movement of the eye, but this is
not mapped to any control feature. The authors claim that
eye tracking systems are appropriate for micro-tonal tun-
ing (they used a 15 note scale).

3. THE EYEHARP

3.1 Eye tracking device

There are a number of commercial systems available specif-
ically designed to enable people to communicate using their
eyes. However, these systems are expensive, costing in
the range of US$20,000. In order to create a reproducible
system we decided to make the most simple and inexpen-
sive eye-tracking head-set possible. We built our own eye
tracking system based on the EyeWriter project [5] . Thus,
the resulting system emphasizes low-cost and ease of con-
struction and as a consequence has several limitations such
as robustness and appearance. Figure 1 shows the eye
tracking device used in this work.

In order to read the input from the eye tracking device, we
have used the libraries developed in the EyeWriter project.
The eye-tracking software detects and tracks the position
of a pupil from an incoming camera or video image, and
uses a calibration sequence to map the tracked eye/pupil
coordinates to positions on a computer screen or projec-
tion. The pupil tracking relies upon a clear and dark image
of the pupil. The eye tracking device includes near-infrared
leds to illuminate the eye and create a dark pupil effect.



This makes the pupil much more distinguishable and, thus,
easier to track. The software dealing with the camera set-
tings allows the image to be adjusted with brightness and
contrast to get an optimal image of the eye. When ini-
tializing the system, calibration takes place displaying a
sequence of points on the screen and recording the posi-
tion of the pupil at each point. The user focuses on a se-
quence of points displayed in the screen presented one by
one. When the sequence is finished, the collected data are
used to interpolate to intermediate eye positions.

3.2 Music interface

The ultimate goal of this project is to create a real mu-
sical instrument with the same expressive power as tradi-
tional musical instruments. The implemented instrument
should be suitable for being used as a musical instrument
for performing in a band, as well as a standalone composi-
tion tool. The following decisions have been taken in the
EyeHarp design:

• More than one different layer should be available.
One of them could be used for building the rhythmic
and harmonic musical background, and another for
playing accompanying melodies on top of the musi-
cal background.

• The performer should be able to control in real time
the rhythmic, harmonic and melodic aspect of his/her
composition, as well as to control the timbre of the
instrument. The instrument’s timbre is determined
by having control over (i) the spectral envelope, (ii)
the attack-decay time of the produced sound. In ad-
dition, the performer should have control over the ar-
ticulation and other temporal aspects of sound such
as glissando and vibrato.

• The buttons on the screen for playing a note should
be big enough in order to reduce the possibility of
playing neighbor notes, due to errors of the eye track-
ing system. To save space and avoid dissonant notes
the produced instrument should be diatonic (like e.g.
the harmonica). The user should be able to deter-
mine the musical mode while performing.

• Temporal control in music is crucial. This is why we
should avoid using blink detection or fixation detec-
tion algorithms for playing real-time melodies. Mu-
sic should be controlled by making use of just the
user’ s gaze. Thus, the process of designing an eye
tracking musical instrument is similar to designing
an instrument in which the input is a pencil (eye
gaze) drawing on a paper (screen), where the pen-
cil should always be in touch the surface of the pa-
per. Consequently the performer should be able to
play every pair of notes with a straight saccade eye
movement without activating any other note. This
would allow working with the raw data of the eye
tracker and skip the use of any fixation detection al-
gorithm that would increase the response time of the
instrument [12].

Figure 3. The EyeHarp Melodic Step Sequencer. Time
Signature 16/16

Figure 4. Setting the musical mode manually. In this case
[0,1,3,5,6,8,10] corresponds to the mixolydian mode.

3.2.1 The EyeHarp Melodic Step Sequencer: Building
the harmonic and rhythmic background

Various interfaces based on step sequencers are available
in different environments. Two commercial examples are
the Tenori-on [15] and Max For Live Melodic Step Se-
quencer [16]. The EyeHarp Melodic Step Sequencer is
implemented using similar ideas (see Figure 2).

In the center of the screen there is a small transparent sec-
tion which shows an image of the eye as captured by the
camera in real-time. This is crucial for live performances,
as it helps the audience to correlate the eye movements to
the produced music. A small green circle indicates the
user’s detected gaze point. Each circle corresponds to a
note. A note is selected when the user remains looking at
it for more than one second. When a note is active, the
color of the corresponding circle is green. Only one note
can be selected for each step of the sequence. To deacti-
vate a note the user has to look at it again for more than a
second. At the center of every circle, each of which corre-
sponds to a note, there is a black dot which helps the user
to look at the middle of each circle. In every column we
have the notes of the selected key with their pitch rising
with direction from down to up.
The purple line in Figure 2 is moving from left to right with
a speed related to the selected tempo. When the line hits
one of the green circles, the corresponding note is played.
So in this grid, in the horizontal dimension we have time
and in the vertical dimension pitch (down→ low pitch,
high→ high pitch). The horizontal brighter lines are for



Figure 2. The EyeHarp Melodic Step Sequencer. Time Signature 12/16

helping the user to understand where a new octave starts
(every 5 or 7 notes depending on the mode) The vertical
brighter lines repeat every eight time steps and help to vi-
sualize beats.

On the left and right of the ”score” region described above,
there are various buttons (i.e. circles) affecting different
sound and musical aspects of the composition. On the left
of the score region there are two circle buttons for control-
ling the volume. Again a time threshold is used for trig-
gering a volume change: every 0.25 seconds that the user
keeps looking at the “volumeUp” button, the volume is in-
creased one step. The color of the corresponding button
gets brighter or darker corresponding to its value. When
the volume reaches its maximum value the “VolumeUp”
button is bright red and “VolumeDown” button is black.
That way the user has feedback about when a control pa-
rameter has reached its minimum or maximum value. The
same applies to most of the circle buttons for controlling
all different input variables: “SemitoneUp” - “Semitone-
Down”, “AttackUp” - “AttackDown”, “ReleaseUp” - “Re-
leaseDown”, “TempoUp” - “TempoDown”, “OctaveUp”
- “OctaveDown”, “MeterUp” - “MeterDown”. The “Me-
terUp” - ”MeterDown” buttons change the dimensions of
the sequencer’s grid. That way the time signature of the
composition changes as well (ranges from 1 to 64).

The two columns of circles at the left of the screen are
for controlling the amplitude of each of the seven first har-
monics of the synthesized sound. The left column is for de-
creasing the contribution of each harmonic and the right for
increasing it. The “mode” button is for switching between
different musical (scale) modes. The available modes are
the major, Hitzaz 1 and pentatonic. The “mode” can also
been set to “manual”. In this case the buttons that nor-

1 Hitzaz is a mode used in Eastern music (e.g. Greece, Turkey and
some Arabic countries) and flamenco music

mally were for setting the amplitude of the harmonics can
be used for setting the musical mode manually: each note
of the scale can be assigned to any semitone. For exam-
ple in Figure 4 the mode is set manually to the mixolydian.
Transposition to all the different semitones is available as
well. Finally “DeleteAll” sets all the notes to inactive. The
“EyeHarp” button is for switching to the EyeHarp layer for
playing a melody on top of the composed loop.

The EyeHarp Step Sequencer is not designed for play-
ing real time melodies, but for building the harmonic and
temporal background of the composition. The decisions
mentioned at the beginning of this section apply mostly to
the next proposed layer for playing real time melodies.

3.2.2 The EyeHarp

Playing Melodies in Real Time The EyeHarp interface
was designed having in mind that it can be controlled with
or without a gaze fixation detection algorithm. A velocity
based fixation detection algorithm can be optionally acti-
vated. The velocity is computed by two successive frames
and is given by the equation:

V elocity =

√
(xt+1 − xt)2 − (yt+1 − yt)2

dt
(1)

where xt, yt, xt+1, yt+1 are the screen coordinates of the
gaze detected in each frame, and dt is the time between
two successive frames. If the fixation-detection algorithm
is not activated, the response time is expected to be equal
to dt. If the fixation-detection algorithm is active the re-
sponse time of the system will range from 2 ·dt to 4 ·dt. In
any eye tracking device, noise will be registered due to the
inherent instability of the eye, and specially due to blinks
[17]. The EyeWriter software used for tracking the gaze
coordinates, provides some configurations that can help to
reduce that noise. By setting the minimum and maximum



Figure 6. The EyeHarp without chords.

of the pupil’ s size to the proper values the system might
ignore the blinks in most of the cases. Another possible
adjustment is the smoothing amount. The smoothed coor-
dinates are given by the equation:
xn = S ∗ xn−1 + (1 − S) ∗ Gxn

yn = S ∗ yn−1 + (1 − S) ∗ Gyn

where x, y are the smoothed gaze values, Gxn, Gyn are
the raw data of the gaze detection and S is the smoothing
amount. 0 ≤ S ≤ 1. For maximum temporal control, the
smoothing amount should be set to zero.

The PlayStation Eye camera that is used in this project
is capable of capturing standard video with frame rates of
75 hertz at a 640×480 pixel resolution. The program has
been tested on a Intel Core i5 460M processor with 4GB of
RAM and an nVIDIA GeForce GT 330M graphic card. For
the sound to be generated smoothly, the refresh rate is set at
30 frames/second. Thus, without the fixation-detection al-
gorithm the response time is 25ms, while with the fixation
algorithm it is 50-100ms.

Spatial Distribution of the Notes The EyeHarp layer is
displayed in Figure 5 and Figure 6. In order to be able to
play the instrument without a fixation-detection algorithm
all the notes are placed at the periphery of a circle. In the
middle of this circle there is a small black circle, where
the performer’ s eye is displayed. If the performer looks
at this circle, then the played note is released. The fixa-
tion detection algorithm is always active for this specific
region. The reason for this is that the user should be able
to play any melodic interval without accidentally releas-
ing the played note. So the release region in the center
is triggered only when a fixation is detected. Using that
spatial distribution, the user can have control over the ar-
ticulation of the sound (staccato, legato). To play staccato,
after triggering a note the user’ s gaze should quickly re-
turn to the center of the circle in order to release it soon.
One more advantage of that spatial distribution is that all
the notes are relatively close to each other, so it is easy to
play every possible melodic interval. At the center of ev-
ery note there is a white spot that helps the user to focus
on it. A note is triggered immediately when the gaze of the
user is detected inside its region. Almost no controls are
placed in the region inside the circle. The user’ s gaze can
move freely inside this region without triggering anything.
A second row of blue dots are placed inside this region.

Before playing a note the user can first look on the cor-
responding blue spot inside the circle and then play it by
looking at the white spot placed at the periphery. This way
of “clicking” provides an optimum temporal control, since
the note is triggered exactly when the user looks at it. If the
fixation-detection algorithm is inactive, the response time
is only limited by the frame rate. The dark color indicates
a low pitch, while a bright color indicates a higher pitch.
So the pitch increases in a counter clockwise order, start-
ing from the most left note of the circle. If the gaze of the
performer is between the small black circle in the center
and the notes at the periphery of the main circle, nothing
happens. The last triggered note will keep on being gener-
ated until a new note is played or it is released. As already
mentioned the instrument is diatonic, so every seven or five
(for pentatonic) notes we have a new octave.

Spatial distribution of the control buttons All the con-
trol buttons work in the same way as described in the step
sequencer layer: there is a time threshold -different for ev-
ery button- for moving the corresponding variable one step
up or down.

The only control button that is inside the main circle is
the one that deactivates all the notes. Obviously, there
was a need for the gaze to move outside the circle in or-
der to change several aspects of the synthesized sound. If
the fixation-detection is inactive, in order to go outside the
circle without triggering a note, the notes should be deac-
tivated first. They can be activated again by looking at the
black circle in the middle of the interface.

On the upper right corner of the screen, there is the “fixa-
tion” button for activating or deactivating fixation-detection.
Next to it, there is the “chord” button. When it is ac-
tive the notes at the upper part of the circle are assigned
for changing the harmonies of the Step Sequencer. The
user can build an arpeggio in the sequencer layer and then
change the harmonies of his composition in the EyeHarp
layer. The closest buttons to the main circle are the ones
for changing octaves, and they are placed close to the low-
est and highest pitches of the interface. If the fixation-
detection is not active, when pressing any of the buttons for
changing octave, the notes are automatically deactivated,
so the user can enter inside the main circle again without
triggering any note accidentally.

As it can been seen in Figure 5, there are buttons for
adjusting the glissando, attack, release, volume, vibrato,
amplitude of each harmonic, tonality (semitone up, down
and “mode”), and switching to the sequencer layer. The
two layers have their own sound properties, apart from the
ones related to the tonality. That means that the timbre,
articulation, temporal aspects of the sound, octave of each
layer can be set to different values (e.g. choose a percus-
sive timbre for the sequencer and a harmonic timbre for the
melody). The user can also activate the microphone input
for blowing in the microphone and having control over the
amplitude of the melody that he is performing (a very dy-
namic microphone is recommended). The minimum sound
level to be considered as an input can be set through the
“MicThr” button.



Figure 5. The EyeHarp layer. The selected scale is E major. The 4th chord of the key is played (A minor) and the melody
note is do. The user is about to play the second chord of the key (F# minor).

3.3 Implementation

The interface and sound synthesis of the EyeHarp were im-
plemented in Openframeworks [18], an open source C++
toolkit for creative coding. Openframeworks is used in all
the stages of the system: (i) tracking the pupil of the eye
and calibrating (based on the EyeWriter Project), (ii) de-
signing the different modes of the EyeHarp (iii) synthesiz-
ing the sound.

3.4 Evaluation

Evaluating a new musical instrument is a difficult task. Ide-
ally, the instrument should be evaluated at different stages.
It should be evaluated on how accessible or “playable” it
is for novice performers, how easy/difficult it is to improve
with experience, and what is the potential of the instrument
performed by experts. As a preliminary evaluation we have
asked two people, one person completely novice to the in-
strument (playing the EyeHarp for the first time), and an-
other more experienced person who had spent many hours
using the EyeHarp, to each perform two tasks: perform a
two octave scale using the EyeHarp interface as accurate
and speedy as possible, and generate a note pattern on the
EyeHarp melodic step sequencer as speedy as possible. in
addition, for comparison purposes we have asked the same
two people to perform the same tasks using a video-based
head tracking software [19]. Figure 7 shows the results of
the experiment.

Both (the experienced and novice) participants agreed that
proficiency in the EyeHarp improves with practice. Ob-
serving the participants interact with the EyeHarp after the
experiment, it seems that the fixation-detection algorithm
is indeed very helpful for a novice user and can be acti-
vated for increasing the spatial accuracy of the system. The
smoothing amount can be adjusted as well. The user can

Figure 7. Eye-Tracking and Head-Tracking for an experi-
enced and a novice user.

choose between better spatial (not pressing notes acciden-
tally) or temporal control by adjusting these two parame-
ters.

It has to be noted that the accuracy of the implemented
eye-tracking device was not explicitly evaluated (this is out
of the scope of this paper). However, the EyeHarp inter-
face can be used along with more accurate commercial eye
tracking systems. It is very likely that the temporal and
spatial control would be even better in that case.

Probably the best way to evaluate the potential of the Eye-
Harp as a musical instrument is to listen to performances
produced using the instrument. The reader may listen (and
watch) one such performance at:
http://www.dtic.upf.edu/∼rramirez/eyeharp/EyeHarpDEMO.wmv



4. CONCLUSIONS

We have presented the EyeHarp, a new musical instru-
ment based on eye tracking. We have built a low-cost eye-
tracking device which communicates with a melody and
step sequencer interface. The interface allows performers
and composers to produce music by controlling sound set-
tings and musical events using eye movement. We have de-
scribed the development of the EyeHarp, in particular de-
sign and implementation of the melody and step sequencer
interface. Finally, we have conducted a preliminary exper-
iment for evaluating the system and compare its usability
with a similar video-based head tracking controller. The
results are encouraging but are still preliminary because
the evaluation included only one experienced performer
and one novice performer. The EyeHarp interface is still
under development and many aspects, such as the choice
of colors and spatial distribution of the control buttons, are
still under reconsideration.

The eyeWriter project team has provided “a low-cost eye-
tracking apparatus and custom software that allows graf-
fiti writers and artists with paralysis resulting from Amy-
otrophic lateral sclerosis to draw using only their eyes”.
The eyeHarp is a musical instrument that could give to
these people the opportunity to express themselves through
music, but can also be used by anyone as musical instru-
ment in a traditional way.
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