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Agenda

« Current State 2019

« The Hybrid Equation
« Hybrid Operations
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Disclaimer

This presentation may contain product features or functionality that are currently
under development.

This overview of new technology represents no commitment from VMware to deliver
these features in any generally available product.

Features are subject to change, and must not be included in contracts, purchase orders,
or sales agreements of any kind.

Technical feasibility and market demand will affect final delivery.

Pricing and packaging for any new features/functionality/technology discussed
or presented, have not been determined.

This information is confidential.

The information in this presentation is for informational purposes only and may not be incorporated into any contract. There is no commitment or obligation
to deliver any items presented herein.
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Today’s Hybrid Clou
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“Nearly all enterprises that AWS
works with today start out with
a significant on-premises
footprint and take a hybrid
approach to cloud computing.”

Andy Jassy, CEO Amazon Web Services
Wall Street Journal, 2017
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True Hybrid Cloud Lost in Translation
NIST definition

COMPANY LT | “A composition of two or more

= - (] distinct cloud infrastructures

LOUD |

that remain unique entities,

but are bound together by
technology that enables

data and application portability.”
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Hybrid Cloud = Network Connectivity?

Circa 2074
Direct Access to EMEA Cloud Ecosystem l[lmu

Hybrid cloud powered by Platform Equinix ™ EQUINIX
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Hybrid Cloud = Storage Replication?
Circa 2074

EMC HYBRID CLOUD,SOLUTION

r — —— . T ———— \ — — — e
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Public Cloud Y Private Cloud
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NEW & BASIC WORKLOADS PERFORMANCE & MISSION

CRITICAL WORKLOADS

Source: https.//esj.com/articles/2014/05/12/emc-cloud-products.aspx
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Hybrid Cloud = Connect EVERYTHING!

Circa 2074
Native Cloud Big Data
Applications and Analytics
Enterprise Collaboration
Workloads - g . L and Video
Enterprise
Private
Clouds | ‘ I WebEXx
Portal II Meraki
Hes SO l -
Intercloud KB Security

Partner Clouds

alvaln
cllsclo Powered

APls

Microsoft R
Suite 2aS HBR

DRaaS a

am Windows Azure

vmware
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Intercloud Fabric Cisco Cloud Services

and Applications

q Analytics
APIs é HANA aaS
Public

Clouds
OpenStack vDesktop aaS
APIs -
',“, IOE aaS
NS
wi¥amazon Google SOFTLAY=R'
W \ebservices™

Source: https.//blogs.cisco.com/government/intercloud4ps




What Does Good Look Like?

Cloud users define success criteria

Consumer Developer

Cloud should nn Programmatic

—
be treated as re — Access
a utilit L
y API | CLI | GUI
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Common Cloud Challenges
Factors affecting hybrid cloud deployments

Re-Architecture | Scaling Operations | Lifecycle
kY
w2 oS [ [=el
Consumer E = —

Consolidation | Migration Governance | Security
r== ) )
I
Developer | D_’: \ \/| ])6L
L _ —_—
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True Hybrid Cloud Requires Consistency
Consistent infrastructure / consistent operations

Developers build and mange Operations use same tools for
applications for consumers without administration, migration, security
complicated refactoring on-prem and in the cloud

e
.
BOH
ENO
RGO
Eﬂ

Q

VMware Cloud Foundation Platform

Automated Deployment | Lifecycle | Reference Architecture
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VMware Core Platform Evolution

vSphere

vCenter

Virtual Infrastructure

mwa re® ©2019 VMware, Inc.

VMware SDDC

vRealize

vSphere vSphere

vSphere vSphere

VSAN

NSX

Software-Defined Data Center

Powering Hybrid IT

VMware Cloud

Consistent Operations

= aws
)

VMware Cloud
Foundation

A
VCPP

VMware Cloud
Foundation

Consistent Infrastructure

Data Centre
VMware Cloud
Foundation

A Azure

VMware Cloud
Foundation

©

Hybrid Cloud Platform




On-Premises VMware Cloud

Modernise In Place
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VMware Cloud Foundation On-Premises
Consistent infrastructure and operations to speed modernisation

Complete Private Cloud

J T4it =©

D = =
Standardized Full Stack Tested and Apps/Services/ Simplified Built-in Security
Architecture Approach Validated Infrastructure Experience

Automation

VMware Cloud Foundation

i Management R Compute - Storage RS Networking

mwa re® ©2019 VMware, Inc.




Brought Together by the SDDC Manager Control Plane

Automated day O to day 2 operations of the entire cloud infrastructure

)'@

vSphere vRealize

Domain
Patching
and Upgrades

Ei Domain
i Policy Based
Provisioning

!

| ” ' Domain
Configuration

SDDC Manager

Domain
Deployment
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vm Cloud Foundation

administrator@vsphere.local

(9 Dashboard
&5 Inventory v

G5 Workload Domains

] Hosts
& Repository >
{6 Administration v

& Network Settings

ER Licensing

& Users

) Repository Settings

@ Composable Infrastru...
{3 vRealize Suite

© Security

£ Backup Configuration
Q. VMware CEIP

Developer Center

vmware

SDDC Manager Dashboard

+ WORKLOAD DOMAIN Vv COMMISSION HOSTS -

2 Workload Domains

Management Domain G 1
VI Domain Gy 1
Host Type and Usage

Host Types

Hybrid Host B 5
All Flash Host B 3
Usage 8 Hosts Total
EESSS—S—S—

7 Hosts Used 1 Hosts Unallocated

Top Domains in Host Allocation

G - MGMT
K

Production

Ongoing and Scheduled Updates

You don't have any ongoing and scheduled updates.

| I lInAata HictAariv in nact manth

CPU, Memory, Storage Usage

CPU 288.51 GHz Total

36.31 GHz Used 252.2 GHz Free

Top Domains in allocated CPU Usage

@ 21% MGMT
0% Production

Memory 1.87 TB Total

0.59 TB Used 1.28 TB Free

Top Domains in allocated Memory Usage

= 33% MGMT

- 25% Production
Storage 29.25 TB Total
2.57 TB Used 26.68 TB Free

Top Domains in allocated Storage Usage

[ 33% MGMT

©2019 VMware, Inc.

Recent tasks

1/11/19, 117 PM v Succeeded

Connect vRealize Operations to Workload Domain

Production

11/9/19, 10:04 PM v Succeeded

Creating domain Production

11/9/19, 10:00 PM @ Failed
Creating domain Production

11/9/19, 9:47 PM v Succeeded

Commissioning host(s) cbr-prod-
esxi02.hcibu.local,cbr-prod-esxiO3.hcibu.local,cbr-
prod-esxiOl.hcibu.local to VMware Cloud

Foundation

10/31/19, 10:37 AM v/ Succeeded

Deploy vRealize Operations

10/31/19, 10:37 AM v/ Succeeded

Validate vRealize Operations Deployment

Parameters



Cloud Foundation Workload Domain
Building block of your modern private cloud

Purpose Built SDDC Environment
- Dedicated VSAN Ready Nodes
- Create, expand, and delete independently

Automated Provisioning
- Management Domain provisioned at initial Bring Up
— Virtual Infrastructure (V1) WLD provisioned on-demand
- Horizon — automated deployment to an existing VI WLD
— Enterprise PKS - automated deployment to an existing VI WLD

Deploy up to 15 Workload Domains

Multiple vSphere Clusters per Workload Domain
Scale out VCF instances for capacity and federation

mwa re® ©2019 VMware, Inc.

vCenter Server

NSX Manager

vm|i [vm vm vm| | |vm
) NSX (
\/ 3
vSphere VSAN
A
o 1| o 1 o Il

SSD

SSD

SSD

SSD

SSD

SSD

Workload Domain 1




Cloud Foundation Workload Domains
On-demand, policy managed infrastructure for workloads

vmware

MANAGEMENT
DOMAIN

Database
WORKLOAD DOMAIN

Hybrid Connector External API External 3rd Party Software
e.g. HCX, HLM Integrations Storage e.g. Hytrust, Palo Alto
H t H H
\ v v v
) ) PKS PKS
Horizon VDI VRealize NSX-T NSX-T ML
App Volumes Automation vion v2 on App
WLD1 WLD2
Desktop laaS Container Machine Learning

WORKLOAD DOMAIN ~ WORKLOAD DOMAIN ~ WORKLOAD DOMAINS WORKLOAD DOMAIN

GPU enabled servers

GPU enabled servers

Mapping to specific HW infrastructure capabilities

©2019 VMware, Inc.

HETEROGENOUS HARDWARE RESOURCE POOL
e.g. GPUs, Large Storage/Memory, Higher Performance Storage

VMWARE CLOUD FOUNDATION




vm Cloud Foundation

administrator@vsphere.local

Developer Center

cbr-mgmt-vcO1.hcibu.loCal [/ r—

vRealize Operations

cbr-mgmt-vrops.hcibu.local [

192.168.150.10

@ Composable Infrastru..
& vRealize Suite Platform Services Controller
cbr-mgmt-pscO1.hcibu.local ;'_7,’ 192.168.150.11
@ Security cbr-mgmt-psc02.hcibu.local [ 192.168.150.12
£ Backup Configuration
vRealize Log Insight
& VMware CEIP cbr-mgmt-vrii0l.hcibu.local [7 -

& MANAGEMENT © ACTIVE
(% Dashboard
&5 Inventory v CPU 166.4 GHz Total Memory 1.5 TB Total VSAN Storage 2482 TB Total
é&> Workload Domains
39.07 GHz Used 127 33 GHz Free 0.49 TB Used 1.01TB Free 2.37 TB Used 2245 T8 Free
[l Hosts
&= Repository >
{& Administration v Summ.. Servic.. Update/Patc.. Update Hist.. Ho.. Clust... Secur..
& Network Settings -
VMware Cloud Foundation Components
Eq Licensing
Component IP Address
& Users
> Repository Settings vCenter Server

vmware
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Cloud Foundation Workload Domain
vCenter server managed by SDDC Manager

@ This vCenter Server is managed by SDDC Manager (cbr-sddc-mgr.hcibu.local), making modifications directly in vCenter Server may break SDDC Manager workflows. Please chi

<

vm vSphere Client

g8 9 [J cbr-mgmt-esxiOl.hcibu.local | actions v
v [# cbr-mgmt-vcOl.hcibu.local Summary Monitor Configure Permissions VMs Datastores Networks Updates
v [ cbr-m01-dc )
ISor: M 1, 6.7.0, < CPU Free: 28.54 GHz
B acnoimomor e = ﬂ
L cbr-mgmt-esxiot.nc.. Processor Type:  Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz Giibiiaaa PAPSRAARER
[] cbr-mgmt-esxio2.h.. Logical Processors: 32 —""’E"“:"i’ P 220 2 o
[ cbr-mgmt-esxio3h.. NICS: 3 Used: 157.15 GB Capacity: 282.96 GB
[j cbr-mgmt-esxiO4.h.. Virtual Machines: 7 S i
> @ cbr-wOl-sddc-edge Sta?e: Connected - ) -
Uptime: 10 days Used: 2.42 TB Capacity: 25.31 TB
> @ cbr-wO1l-sddc-mgmt
> @ cbr-wO1l-user-edge ML E M C E.;
> @ cbr-wO1l-user-vm
> 8p vGhetto-Nested-Pr... . _
Hardware v Configuration v

(3 syd-cldbldr-mgmt

vmware
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Ease of the Public Cloud in your Data Center

VMware Cloud Foundation delivers the modern private cloud

Install Software

 Rapid deployment and
configuration

Configure

On-demand

provisioning of Patch &

infrastructure pools Upgrade ‘ > = Ervironment
One-click patching Cloud Foundation

and upgrading \ /

Provision Infrastructure Resources (workload domains)

mwa re® ©2019 VMware, Inc.




Off-Premises VMware Cloud
VMware Cloud on AWS

mwa re® ©2019 VMware, Inc



VMware Cloud on AWS

Cloud Foundation Data Centre On-Demand

Amazon EC2 Bare Metal Hosts:

i3 512GB instances w/ NVMe
R5 768GB instances w/ EBS

Up to 16 hosts per cluster
Up to 10 clusters per SDDC

Direct Connect
or IPsec VPN

mwa re® ©2019 VMware, Inc.
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AWS Sydney Region

aws
e

VMware Cloud on AWS

‘Mgmt] [App ’ ‘ App]

zee) (o] (2

|
o (200) (202] [202) [vo1] (]

=

vCenter

NSX Network @ @3 @

VSAN Storage  {ERD (B ER

vmware Software Defined DC

Mom [Mom Mo

—
CiC]
0Ooo

Amazon EC2 Bare Metal

D

Q=R

Immediately Leverage VMware
Cloud Foundation as a service
(vCenter, ESXi, VSAN, NSX)

Jointly Engineered cloud
platform by VMware and
Amazon Web Services

All Lifecycle Management,
patching, updates by VMware

Scale Elastically by adding EC2
nodes on demand in ~15mins

Infrastructure Resiliency for
applications in a single AWS
Availability Zone (AZ)




VMware Cloud on AWS
Stretched Cluster SDDC Configuration

G \/Mware Cloud on AWS (AZ-A) @

AWS Sydney Region

aws
e

VMware Cloud on AWS (AZ-B)

=== E

[Mamt] [ a0 | [ apo | [ 400 )

o) [ve1

o) ) (o)) ] o

OC
o) ) () () [ o

1

vCenter

NSX Network

vmware

[ilCom [ o m [m_o iy
Amazon EC2 Bare Metal

]
= D
(]

172.16.0.0
172.16.1.0
172.16.2.0

&

VSAN Storage

Software Defined Datacenter

Mom [Mom Mo

Amazon EC2 Bare Metal

@

——
[
m[mu]

&)

vmware
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Extend SDDC high availability
for applications across AWS
Availability Zones

Stretched VSAN storage and
NSX logical networks

AZ downtime treated as a
vSphere HA event with apps
auto-restarted in other zone

First time infrastructure level
AZ resilience within AWS!




VMware Cloud Services Console

ene VMware Cloud Services x +
& - C @ htips://console.cloud.vmware.com
Welcome to

VMware Cloud Services

Sign in with your VMware account

Email address

New to VMware Cloud?

CREATE YOUR VMWARE ACCOUNT

ENGLISH v

mwa re® ©2019 VMware, Inc.



VMware Cloud on AWS Standup
On-Demand SDDC in ~2 Hours

vmware

®  ® @ vMwareCloudon AWSSubN: X =+

¢ C & vmc.vmware.com/console/sddcs/create @ W Fm 0O fF & 9

Tom Cushing

vm VMware Cloud on AWS

< Create Software-Defined Data Center (SDDC)
1. SDDC Properties Give your SDDC a name, choose a size, and specify the AWS region where it will be created.

Cloud © Aws
AWS Region Asia Pacific (Sydney) ~ More regions coming later
Deployment Single Host 0 Multi-Host | Stretched Cluster @
Host Type © 13 (Local ssD) @ ) R5 (EBS) @
SDDC Name VFORUM-SYD-HYBRID
Number of Hosts 3
Host Capacity 2 Sockets, 36 Cores, 512 GB RAM, 10.7 TB Storage
Total Capacity 6 Sockets, 108 Cores, 1.5 TB RAM, 32.1 TB Storage

©2019 VMware, Inc.




VMware Cloud on AWS Standup

Connect to “sidecar” AWS account

® " ® @) vMwareCloudonAWSSubN: X +

< C & vmc.vmware.com/console/sddcs/create @ W& rm 0O fF & 9

vm VMware Cloud on AWS

< Create Software-Defined Data Center (SDDCQC)

I 1. SDDC Properties Give your SDDC a name, choose a size, and specify the AWS region where it will be created.

| 2. Connect to AWS Specify the AWS account that you want to connect your SDDC with.

This step gives VMware permission to set up networking correctly for your SDDC on your AWS infrastructure using cross-account rules.

Choose an AWS account 9687800898 Instructions

OPEN AWS CONSOLE WITH CLOUDFORMATION TEMPLATE [7 1. Click on the "OPEN AWS CONSOLE WITH CLOUDFORMATION TEMPLATE

button to launch AWS in a separate browser tab. Each template is time-

I don’t have an AWS account. Click here to create one. [ bounded for security reasons. To restart the task, simply click the button

again.
) Go to AWS console and complete the linking process in CloudFormation.
This task will time out in 00:56:57.

VMware has defined a CloudFormation template to connect your AWS
account. This template creates the IAM roles necessary to allow

communication between your SDDC and your AWS account.

What is CloudFormation? [7
What are 1AM rales? (4

mwa re® ©2019 VMware, Inc.
o



VMware Cloud on AWS Standup
Select sidecar VPC & subnet

®  ® @) vMwareCloudonAWSSubN: X +

Q% BO F &8 O

< & @& vmc.vmware.com/console/sddcs/create

Tom Cushing

vm VMware Cloud on AWS A @) G s

< Create Software-Defined Data Center (SDDC)

I 1. SDDC Properties Give your SDDC a name, choose a size, and specify the AWS region where it will be created.
| 2. Connect to AWS Aws Account ID ed96d871-c7eb-3505-8190-522aeffael7a
3. VPC and subnet Specify the VPC and the subnet to connect to your AWS account.
VPC vpc-05¢7b0f829e76be40 (10.0.0.0/16) c VMware Cloud () Your Amazon Account
' N
VMware Cloud VPC Your AWS VPC
Subnet Subnet_AZ3 (10.0.3.0/24, ap-southeast-2a) V.

Availability Zone 1

@ To leverage native AWS services on your SDDCs, deploy your AWS EC2 workloads in

VMC SDDC Network AWS Subnet 1

Traffic

the same availability zone to avoid cross AZ traffic charge.
ESXI Hosts e FREENRE T o EC2 Instances

q
Network AWS Subnet 2
Traffic
EC2 Instances

Availability Zone 2

mwa re® ©2019 VMware, Inc.




VMware Cloud on AWS Standup
Choose SDDC management network CIDR

® © ® @ vMwareCloudon AWSSubN: X +

& C & vmc.vmware.com/console/sddcs/create @ W& rm 0O fF & 9

vm VMware Cloud on AWS

< Create Software-Defined Data Center (SDDCQC)
| 1. SDDC Properties Give your SDDC a name, choose a size, and specify the AWS region where it will be created.
| 2. Connect to AWS Aws Account ID ed96d871-c7eb-3505-8190-522aeffael7a
I 3. VPC and subnet VPC - vpc-05¢7b0f829e76be40
4. Configure Network Management Subnet (optional)

* Specify a private subnet range (RFC 1918) to be used for vCenter Server, NSX Manager, and ESXi hosts.
* Choose a range that will not conflict with other networks you will connect to this SDDC.

* Minimum CIDR sizes: /23 for up to 27 hosts, /20 for up to 251 hosts, /16 for up to 4091 hosts.

* Reserved CIDRs: 10.0.0.0/15, 172.31.0.0/16.

Management Subnet CIDR Block Default: 10.2.0.0/16

NEXT

5. Review and acknowledge Review and acknowledge cost before deployment

mwa re® ©2019 VMware, Inc.




VMware Cloud on AWS Standup
Accept & deploy

®  ® @) vMwareCloudonAWSSubN: X +

& C & vmc.vmware.com/console/sddcs/create Q W O Ff & 6

Tom Cushing

vm VMware Cloud on AWS

< Create Software-Defined Data Center (SDDC)

1. SDDC Properties Give your SDDC a name, choose a size, and specify the AWS region where it will be created.
2. Connect to AWS Aws Account ID ed96d871-c7eb-3505-8190-522aeffael7a

3. VPC and subnet VPC - vpc-05¢c7b0f829e76be40

4. Configure Network Default

5. Review and acknowledge Review and acknowledge cost before deployment

Please confirm that you are aware of the following before deploying this SDDC

Charges begin as soon as you start deploying this SDDC. Accrued charges will be billed at end of the month.
Pricing is per host-hour consumed for each host, from the time a host is launched until it is deleted.

@ For up-to-date pricing and promotions, visit our website.
Learn more [7]

DEPLOY SDDC

mwa re® ©2019 VMware, Inc.




VMware Cloud on AWS Standup
New SDDC available ~2 hours

® © ® @ vMwareCloudon AWSSDDCs X  +

<« & @ vmc.vmware.com/console/sddcs

vm VMware Cloud on AWS

SDDCs Subscriptions Activity Log Tools Developer Center € DARK
Software-Defined Data Centers | create sooc | | invire usens |
(SDDC) [ PURCHASE TERM SUBSCRIPTION ]
D VFORUM-SYD-HYBRID © asia Pacific (Sydney) O VMC-SET-ANZ-DEMO © asia Pacific (Sydney)
) Ready | Ready )
CPU Memory Storage CPU Memory Storage

249 GHz 1.5TB 32 TB 249 GHz 1.5 TB 32 TB

/

VIEW DETAILS OPEN VCENTER ACTIONS v VIEW DETAILS OPEN VCENTER ACTIONS v

mwa re® ©2019 VMware, Inc.




®  ® B vMwareCloudon AWSSDDC = X  [3] vSphere - 10.2.2.5 - Summary X =+

< C & vcenter.sddc-54-66-194-166.vmwarevmc.com/ui/#?extensionld=vsphere.core.inventory.serverObjectViewsExtension&objectld=urn:vmomi:... W% :

vm vSphere Client Menu v ! environn cloudadmin@vmc.local v

S| Q E 10.2.2.5 ACTIONS v

v @vcenter.sddc-54-66-194-166.vmwarevmc....
v [} SDDC-Datacenter

Summary Monitor Configure Permissions VMs Datastores Networks Updates

N/ Cluster-1 Hypervisor: VMware ESXi, 6.9.1, 14411217 CPU Free: 79.9 GHz
Model: Amazon EC2 i3.metal g
[] 10.2.2.5 Used: 2.86 GHz Capacity: 82.76 GHz
Processor Type: Intel(R) Xeon(R) CPU E5-2686 v4 @ 2.30GHz
D 10227 - Memory Free: 387.72 GB
Logical Processors: 36
D 10.2.2.8 NICs: 1 Used: 124.13 GB Capacity: 511.85 GB
v @ Compute-ResourcePool Virtual Machines: 16 Storage Free: 24.76 TB
> @ AV-Demo State: Connected [F—
. = Used: 6.34 TB Capacity: 31.1 TB
N @ DC-Demo Uptime: 57 days
> @ GV-Demo I
> @ MC-Demo
> @ SET-ANZ
> @ TC-Demo / Hardware A Configuration A
v @ Mgmt-ResourcePool
Manufacturer Amazon EC2 Image Profile (Updated) ESXi-6.9.1-14414514-

{5 hex_cloud_manager
physical-amz-ena-nsxt

{5 NSX-Controller-0 Model Amazon EC2 i3.metal
ﬁ NSX-Controller-1 . vSphere HA State v/ Connected (Slave)
[ NSX-Controller-2  CRU [ 36 cPus x 23 6He
3 z :
ﬁ NSX-Edge-0 Memary D 12413 GB / 511.85 GB Fault Tolerance Unsupported
(5 NSX-Edge-1 (egacy)
S Virtual Flash 5.75GB/9.75GB
(5 NSX-Manager - Fault Tolerance Unsupported
& srm esource
» EVC Mode Disabled
(% vcenter Networking esx-1.sddc-54-66-194-
e vr 166.vmwarevmc.com

Recent Tasks Alarms

»




Consistent Hybrid Infrastructure
Built on VMware Cloud Foundation

vmware

Apps, Security, OS

Physical Infrastructure,
Data Centre Facilities

vMmware Cloud Foundation Platform

Apps, Security, OS

Physical Infrastructure

’

Data Centre Facilities

dWs

\./‘7

o

Data Center

©2019 VMware, Inc.

VMware Hybrid Cloud

Public Cloud




Consistent Operations
VMware Hybrid Cloud

mwa re® ©2019 VMware, Inc.



Common Cloud Challenges Revisited
Factors affecting hybrid cloud deployments

Re-Architecture | Scaling Operations | Lifecycle
kY
w2 oS [ [=el
Consumer E = —

Consolidation | Migration Governance | Security
r
I
Developer j D_’: \ \/|
L —_—

mwa re® ©2019 VMware, Inc.
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Consistent Tools & Processes
Hybrid cloud operations

vCenter Cloud Gateway 3rd Party / Bespoke

<l

VRealize Management

vCenter proxy appliance Native VMware management Leverage same in-house
deployed on-prem and linked tools extend on-prem services VMware tools and processes
to VMware Cloud on AWS across VMware Hybrid Cloud across VMware Hybrid Cloud
Familiar vSphere Ul to vRealize adapters allow Support the cloud agility
manage and operate across “first class citizen” status for strategy of the organisation
the VMware Hybrid Cloud VMware Cloud on AWS without disruption
Vmware® ©2019 VMware, Inc. 37
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Hybrid Operations

vCenter Cloud Gateway Demo

mwa re® ©2019 VMware, Inc.



Hybrid Operations

vRealize Operations Demo

mwa re® ©2019 VMware, Inc.



VMware Hybrid Cloud Extension (HCX)
Enabling true application portability

HCX SaaS

HCX Service Mesh Interconnect

Legacy Modern | Modern VMware VMware
On-Prem Private Private Cloud Cloud
Datacentre Cloud Cloud on AWS Partners

Internet / Direct Connect / WAN

mwa re® ©2019 VMware, Inc.




Hybrid Operations

HCX Application Portability Demo

mwa re® ©2019 VMware, Inc.



HCX Adapter for vROPs

Environment and migration metrics

vim vRealize Operations Manager He Dashboards

< BACK V] < HCX Migrat]ons Actions v  All Dashboards v 0<2

Dashboards Recent Completed Migrations
HCX Environment Overview
\\ HCX Extended Networks = 1
HCX Migrations Name Type HCX Server Source Destination Start Time End Time T Time Taken (mins)
HCX Disaster Recovery . ~ _ ~
(forward) NespindolaDemo vMotion HCX RAX vcenterOl.set.local HCX Cloud - vmc-set... Nov 11, 2019 3:56 PM, UTC Nov 11, 2019 3:58 PM, UTC 2
Getting Started
Datastore Utilization (reverse) anz-hcx-fleet-04 Cold HCX RAX HCX Cloud - vmc-set-us-ea.. vcenterOl.set.local Nov 11, 2019 4:24 AM, UTC Nov 11, 2019 4:28 AM, UTC 4
Cluster Configuration
(reverse) anz-hcx-fleet-01 Cold HCX RAX HCX Cloud - vmc-set-us-ea. vcenterOl.set.local Nov 11, 2019 4:24 AM, UTC Nov 11, 2019 4:29 AM, UTC 5
Host Utilization
Cluster Utilization (reverse) anz-hcx-fleet-02 Cold HCX RAX HCX Cloud - vmc-set-us-ea.. vcenterOl.set.local Nov 11, 2019 4:24 AM, UTC Nov 11, 2019 4:30 AM, UTC 5
Utilization Overview
(reverse) anz-hcx-fleet-03 Cold HCX RAX HCX Cloud - vmc-set-us-ea.. vcenterOl.set.local Nov 11, 2019 4:24 AM, UTC Nov 11, 2019 4:31 AM, UTC 6
Datastore Usage Overview >
VSAN Capacity Overview < 1 y
AWS Disk Space —
AWS Alerts ) ) )
Ongoing Migrations
AWS Troubleshooting
AWS ASG Utilization Name Type HCX Server Source Destination Start Time Latest Source State Latest Destination St

AWS Instance Utilization
(forward) vMotion HCX RAX Jan 1, 1970 12:00 AM
AWS Volume Performance

AWS Instance Heatmap
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Consistent Application Governance
Hybrid cloud operations

Cost Controls

$

Resource Management

Security Enforcement

O
I

Extend policy based controls Consistent policy controls for Enforce consistent security
established on-premises to application placement across policies for applications
include public cloud resources the VMware Hybrid Cloud regardless of location
Evaluate cost impact to Standardize new application Leverage unigue VMware
operate applications across onboarding, drift analysis, and network capabilities such as
the VMware Hybrid Cloud capacity planning HCX L2 extension to contain

application traffic
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VMware Hybrid Cloud Platform
The faster path to hybrid cloud

Consistent Infrastructure

Deploy and manage applications
freely across on-premises and cloud

() () () () () o

Consistent Operations

Leverage existing skills, tools, and
processes to operate the hybrid cloud

() o) () () () o

VMware Cloud Foundation

Automated Deployment | Lifecycle | Reference Architecture

Data Centre
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