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Abstract

In this thesis we will focus mainly on the Hartree-Fock method where states are approximated
using a Slater determinant. The dynamics of many body quantum mechanical systems is a problem
that cannot be numerically solved exactly so we instead use computational methods to find self
consistent solutions to the HF equation. Both the stationary and time dependent Hartree-Fock
(HF) equations are considered analytically and solved numerically. For the derivation of the time
dependent HF equation we use the time dependent variational principle to find equations of motion
of the single particle states. The developed program uses an iterative approach to solving the
Hartree-Fock equation which for a small two particle system lets us understand how well the
Hartree-Fock method is. Our results focus on 1 dimension where we have, for example, found self
consistent states for 15 protons in a chain and the Xenon atom. By comparing an exact solution
to the HF', we find that this approximation method, and therefore the program, works best when
applied to systems with low entanglement entropy.
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1 Introduction

The dynamics of many body quantum mechanical systems is a problem that cannot be numerically
solved exactly. We therefore turn to approximations of such systems to make them computable.
This thesis’ concern will be the Hartree-Fock method, which is simply approximating a system using a
Slater determinant. One of the goals is to develop a program which can implement this approximation
method so we are able work with many body problems.

To apply this approximation method we will use the variational principle and derive the Hartree-
Fock equation. This equation describes the condition that the single particle states has to fulfill to
extremize (hopefully minimize) its expectation energy. A mean field Hamiltonian can be extracted
from this equation, that depends on all the states that constructs the Slater determinant. A set of self
consistent states are therefore used to define this mean field Hamiltonian while also being eigenstates
that satisfy the Hartree-Fock equation.

To study the dynamics of this approximation we use of the time dependent variational principle,
which can be used to derive the time dependent Schodinger equation (TDSE). This method uses
the principle of least action, for which we use the Euler-Lagrange equation to extremize. Doing this
will give us an approximate TDSE called the Time Dependent Hartree-Fock equation. This equation
describes the equations of motion of each single particle state in the Slater determinant.

We wish to gauge when the Hartree-Fock method is a good approximation such that we know
when it is a good idea to use it and when it is too far-fetched. To get a general idea of when the
method will work we develop the notion of correlation/entanglement entropy as a measure for exactly
this.

Lastly we look at different setups that the program has successfully found solutions for. For the
two particle system we are able to compare the Hartree-Fock solutions to the exact solutions to get a
better idea of how well the approximation scheme works. We display the power of this approximation
with more complex systems such as 1D proton chains and large 1D atoms.

1.1 The Inherent Complexity of Many Particle Systems

Systems with many particles are notoriously hard to work with because of the numerous amount of
mutual interactions. To capture exactly how complex a system of multiple particles can become, we
will look into how they are represented using Hilbert spaces. This will let us directly see how the size
of the problem explodes exponentially as more particles are included and how complex the structure
of a multi-particle state actually is.

In quantum mechanics any system can be represented by a vector |¢) in a Hilbert space H. The
state is unique up to normalization and a phase factor ' for some a € R. If the system consists of two
particles, then its Hilbert space can be written as the tensor product of the particles Hilbert spaces, that
is H = Hi ®Hz [3]. As an example we can consider two fermionic particles, then their collective state,
has to be anti-symmetric under particle exchange, for example [1) = (|11); ® |2)s — |12}, ®[1h1)5) /2.
So there is already some complexity for a simple system of two fermionic particles. Continuing onward
we will use the shorthand [¢1); @ [th2)y = [¥01); [¥h2)e. If {|¢i);} and { [¢)}),} ave bases of H; and Hy
respectively, then {|1);); [¢;),} will be a basis for H [5]. That means the number of elements in this
basis on H is the number of basis elements on H; times that of Hs.

Extending these ideas to systems with N particles, we can construct the systems using H =
®f\; 1 Hi. Following the idea behind the shorthand on two Hilbert spaces, we will begin using the
product notation [, [¢;); instead of the symbol @M, |1;);. As an example we can consider a set
of N spin-1/2 systems. Taking the tensor product of their Hilbert spaces we find that the dimension
grows exponentially with N, namely dimH = 2%.

Finally we will consider the operators on the composite Hilbert space. On each H; there are
operators O; for the system indexed by i. We call O; a single particle (or system) operator. The single
particle operators on the composite space are of the form

0,, := (7(51}) ®On®(‘ > Ij>.

=1 j=n+1



For example the Hamiltonian H; := 25:1 H,, describes a system of N non-interacting particles.
Operators that represent interacting particles cannot be written using this simple tensor notation.
This increases the difficulty of finding its eigenstates, which is what we often want to know, especially
if it is the Hamiltonian of the system.

So from all this we can see how complex of a problem many particle systems can easily become.
Since the size of the Hilbert space grows exponentially with the amount of particles, so will the oper-
ators. Because these operators also can be complex in themselves, it becomes a great computational
problem to find the eigenstates.

2 The Hartree-Fock Method

In light of the discussion on the complexity of many body quantum systems, it seems impossible to
solve such a system in an exact way. For this reason we turn to approximations. We are in particular
interested in systems with identical fermionic particles because most atoms and molecules consist of
a lot of identical fermions, namely electrons, protons, and neutrons. The approximation we will use
for this is the Hartree-Fock method, for which the underlying assumption is that the state vector of
a system is described by a particular state called a Slater determinant. In this section we will find an
expression for the expectation energy of such a state. According the the variational principle, we will
then have an upper limit for the ground state energy for the system’s Hamiltonian.

If we have a Hilbert space Hy and N orthonormal states |1),...,|N) in Ho, then we define the
Slater determinant as

By e V)

IR R . 1 A
W= b = 3 s [l 2.)
‘1>N |N>N og€ESN i=1

where the subscripts denotes the index used for the particles. The sum is over all permutations ¢ in
the group of N-element permutations, Sy. The Slater determinant is anti-symmetric under particle
exchange and is used to describe fermionic states. There is a similar construction for bosons called
the Slater permanent which is eq. (2.1) but without the sgn for the permutation.

Any interaction between N particles is characterized by an operator Hiy on H = H%@N . We dis-
tinguish this from the single particle operators in that the interaction operator Hi,z cannot necessarily
be written as a tensor product of single particle operators. The Hamiltonian we will consider in this
thesis consists of a sum of single particle Hamiltonians and a sum of all interactions between two
different particles 1, j,

N
= Hi+s ZH%J
=1

The interaction potential H;; is assumed symmetric in it’s two indices and acts as an identity on
particles that are not 7 nor j.
The expectation of the Hamiltonian for a Slater determinant is

N . 1 N
(U|H[T) =) (V|H;|T) + 52 (U|Hi; | )
i=1 i#j
1 N N ®
=7 > sen(o)sen(u) | D [T 0k | do(@)Hilu(@),
" o,uESN i=1 \k#i

N N

1 k . . . .

+5 20| 1T o5 | oo @l Hilu(), m<j>>j] S22
i#] \k#i,j

Using the derivation in Appendix A this reduces to

N
i) = LSS e, + ZZ[ (kL H ) 1) — kL0, 18]

i=1 k=1 z;é] k#l



It is impossible to distinguish between the particles because they are identical. This means that we
cannot label the Hamiltonians, because it is physically impossible to know which identical particle it
corresponds to. Therefore we will instead use a single particle operator so H; = H; for all i € [N]!
and similarly an interaction potential so H;; = Hj for all ¢ # j. This lets us write the expectation
energy as

N N
(UIHW) =" (k|Hilk) + ;Z[<l!<klﬂzlk>!l> — (I[(k|H2|l)| k)] . (2.3)
k=1 k#l

Note that for the Slater permanent the minus sign in the square brackets would have been a plus. We
can make eq. (2.3) nicer by letting the sum run over all k,l € [N], as the k = [ terms cancel,

N N
(VIH|W) = )  (k|H:|k) +% > (UK Ha k)|E) — (U (K| Ha|)]K)] (2.4)
=1 k'7l:1

ol

This is the general expression for the expectation energy of a Slater determinant which gives us an
expression for the upper limit of the ground state energy. We see that the expected energy consists of
the total single particle energies and a more complex interaction part.

We will in the next section try to minimize the expectation energy using functional derivatives. In
preparation for that, we will look at Slater determinants that consists only of spacial and spin parts.
This can be done by writing each state the Slater determinant consists of as |k) = |ag) ® |ok), where
ay is the spacial part and oy is the spin part. This lets us pick the position basis for the spacial
part of the state by projecting ¥ (r) := (r|ag). We do this to each single state particle in the Slater
determinant by writing ¥y (r;) = (r;|ay) where r; is the coordinates of the ¢’th particle such that

N
U(ry,...,ry) F Z sgn(o ng(i) (r;). (2.5)
i=1

geSN

If we further assume the Hamiltonians H; and Hy are independent of spin so we can restate eq. (2.4)
explicitly in this basis:

N
SRS / GEOVH () (1) de

+ 5 Z //dﬁz r2) Y (r1) Ha(r1, r2) i (re )i (r2) dry dry

kll

_% Z Ogy / Yr(re)f (r1)Ha(ry, r2)ts(r1) Y (re) drydry. (2.6)

k=1

To get a better idea of what the two interaction terms are in eq. (2.4), we can try using the Coulomb
potential Hy(ry,re) = L@ The first term is then

4meg [r1—ra|”

/e [QurrP] [Qu)]
rparsa,

47‘(’80 |I'1 - I'2’

which looks like a classical Coulomb interaction between the two charge densities py(r) = Q[ (r)|”
and p;(r) = Q[y(r)|>. The second term is harder to interpret. Firstly, it does not contribute to the
expectation energy when two states have different spin, even for an interaction that only depends on
the position and charge of the particles. Secondly, we cannot interpret

// 1 [Qur (r) e (r1)] [Quy(ra)vu(ra)]

dI‘1 dI‘Q
4dmeg |1'1 - I'Q’

!The shorthand [N] denotes the set {1,2,...,N}.



as two distinct charge densities from each state because the states share the same particle positions in
the expression. So this term does not have an easy classical counterpart as compared to the first term.
Usually this term is called an exchange integral [2] since it is similar to the Coulomb term above, but
two indices are exchanged.

2.1 The Hartree-Fock equation

Because we now have a way of getting an upper limit for the ground state energy, it would be in our
best interest to find the lowest upper limit we can using the Hartree-Fock method. To do this, we will
minimize eq. (2.6) over all possible Slater determinants using functional derivatives. From this we
will get a set of N coupled differential equations that can be used to find extrema to the expectation
energy and therefore also minima.

To get the coupled differential equations, we will minimize the expectation energy w.r.t. each single
particle wave function 1, (r) under the condition that they are all normalized. To do this we introduce a

set of Lagrange multipliers £, and instead minimize (U|H|¥) = (U|H|T)+3 7 ep [1 — [ ¢n(r)]? dr} .
Because functionals are extremized when their functional derivatives are zero, the condition we want
to enforce is

\ O(UHY)
L = ot (Z [0 — et e+ (2.72)
+ = Z //% r2) g (r1) Ha(r1, ra)ty(r1) ¢ (r2) dry dry (2.7b)
k:l 1
N
-5 Yo [[ e dn ). @)

k=1

Functional derivatives are considered in [4], but we will give a brief introduction on how to use them.
The general rule for this kind of functional derivative is to move 9 / Oty (r) inside the integral and use
Oy (x')
Bw,’;/(r)
The reason we use the complex conjugate of 1,(r) is because it spares us from doing a complex
conjugation at the end of the calculations.

First we see that line (2.7a) is just (Hq(r) — e4)t0q(r). The second line is

= 5’,55 (r —1'). We further note the product rule works as expected with functional derivatives.

(2.7b) Z/% r1) Ha(r1, v)Y(r1)e(r) dry + o Z/wl r2) Ha(r,12)e (1) (r2) dra,

and finally the third line gives

(2.7¢c) = 5‘” /wl r1)Ha(ry,1)e(r1)Y(r) dry — 725 /¢Z(r2)HQ(I‘,I'Q)l/)k(r)ﬂ)q(rg)dI'2.

By changing the labelling in the sum [ — k, we can simplify eq. (2.7) to

N
2 / Vi) Ha(r, ¥y (r) df’] q(r)
/ [26 r')Ha(r, v )y (r )] Pe(r')dr’. (2.8)

The terms in the square brackets defines the Hartree and Fock potentials, respectively:

gqq(r) = Hy(r

N
= Z/qp;;(r’)Hg(r, r')p(r)dr’  and Vi(r,r'):= Z(S r')Ha(r, ') (r),
k=1



and thereby we establish the Hartree-Fock (HF) equation

eqq(r) = (Hi(r) + Vi(r)) ¢q(r) + / V#(r,r’)wq(r’) dr’. (2.9)

This is the coupled differential equations we talked about at the start of this section, but since they
are of the same form, we use the same name for all of them. So if we find a set of NV orthonormal
states that all fulfill these equations, they will extemize the expectation energy. It it important to
notice that there may exist a set of states that are not orthogonal, but still fulfill eq. 2.9, so it is
crucial to ensure that they are all orthogonal when trying to find minima of the expectation energy
using the Hartree-Fock equation. For a bosonic state, using the Slater permanent, the sums in Vg
and Vp would be over k € [N]\ {¢} and the minus sign in Vz would not be there.

Looking back to the Coulomb interaction, the Hartree potential is akin to an electric potential
with charge distribution @ Z]kvzl \wk(r’)\2,

Val) = @ [ @il o)

 dmeg Ir — /|

dr’.

This would suggest the Hartree potential accounts for a Coulomb interaction between the particles.
The interpretation of the Fock potential is more complicated, firstly the terms in the sum are zero for
states which have non-equal spin and secondly it acts on the state 14(r’) non-locally by integrating
over r’.

The right hand side of the HF equation can be interpreted as a mean field Hamiltonian Hyr that
acts on the wave function v by

e () = (Hy(r) + Vir (1) (r) + / V(e () dr’ . (2.10)

A particular collection of subsets of the eigenstates of this mean field Hamiltonian is of great interest;
namely the subsets of states that can be put into the definitions of the Hartree and Fock potentials and
give the same mean field Hamiltonian. We shall call such a collection of states self consistent states.
Each state in a self consistent collection {i4(r)} satisfies the HF equation, and therefore comprise a
Slater determinant, if they are orthogonal, that extremizes its expectation energy. Finally note that
because of the construction of the Fock potential, the mean field Hamiltonian might act differently
on states with different spin even though we assumed the interaction to be independent of spin. An
interesting special case is when there are N particles, with N being a multiple of 2s 4+ 1, from which
a spacial degeneracy can arise between states of different spin.

2.2 Relation Between Energy and Lagrange Multipliers

Usually when Lagrange multipliers are introduced in some physical system they have some relation to
something physically measurable (for example in statistical mechanics (3 is related to temperature).
As we will show, there is a physical relation between the Lagrange multipliers ¢, and the expectation
energy of the Slater determinant.

Using (2.8), we can simply multiply by ;(r), integrate over r, and sum over all ¢ € [N], from
which we then find

N N
ey [P ar =37 [ () + Viate) (e de+ [ [ v () ar ax
g=1 q=1
N
=3 [ v ) dr
q=1

N
=30 [ i e i e ar

k,q=1

N
> o / / Gi ()P (e) Ha (x/, ) op (£) 1, (x') dr’ dr

k,g=1



Under the imposed normalization condition | |¢q(r)|2dr = 1 and by defining the single particle
energies E, := [4x(r) Hi(r)1,(r) dr we have the following relation,

N

(U H|T) = %Z(Eq+5q). (2.11)
q=1

The terms in the sum, (E,; + ¢4)/2, can be perceived as the effective single state energy for a specific
state |q).

3 The Time Dependent Variational Principle

We now turn our attention to the dynamics of a system. Usually we would turn to the time dependent
Schrodinger equation (TDSE), however we have already established that the Hamiltonian of a big
system is incredibly hard to work with. It is the goal of this section to find an approximation to the
dynamics for such systems.

The method we will use is called the time dependent variational principle (TDVP), so we will start
by giving a brief review of it. This introduction will largely be based on meetings with our supervisors,
and [6]. For a system described by a state vector [i)) we start with the Lagrangian

L= ($lihd, — H|v) .

To obtain the equations that govern the dynamics of the system we have to use the principle of least
action. This principle states that the action S = fttf L dt is stationary, that is S = 0. To see that
this gives the TDSE we let ¢*(r) vary,

to
08 = /51/)*(r,t)(ih8t — H)y(r,t)drdt = 0.
t1

For this to be zero for all possible variations, we must have (ih0; — H)y(r,t) = 0. Formally this is an
argument using the fundamental lemma of the Calculus of variations, [9]. In other words, ¥ (r,t) has
to satisfy the TDSE, thdu)(r,t) = Hi(r,t). Note that if we had used 9 (r) as a variational parameter
we would have gotten the complex conjugate of the TDSE.

A more general way to use this principle is to use wave functions that are parametrized [¢(s))
by a set of parameters s = (sl S2 ... sn). When the Lagrangian depends on these parameters
L(s,s,t) = (¢(s)|thd: — H|y)(s)), the principle of least action then tells us that the action has to be
stationary w.r.t each of these parameters. For this the Euler-Lagrange equations for the parameters
is used,

oL 0 90L

ds;  Otds;
These gives us the effective equations of motion for the parameters s. For an example of how to use
this method for a simple spin-1/2 system see Appendix B.

0.

3.1 The Time Dependent Hartree-Fock Equation

We now use the TDVP on the single particle wave functions v (r,t) in the Slater determinant as
variational parameters. The time dependency of the single particle state |k) at a time ¢ is denoted
|k;t). The Slater determinant is then

1 A
W3 ) = 7 > sen(o) [T le(i);t), -

‘oeSN =1

In position basis the individual wave functions are ¥ (r;, t) := (r;|k;t) such that the Slater determinant
wave function is

VN

T oESN

N
U(rr, ) = —— 3 sen(@) [ Yo 0 t). (3.1)
=1

6



The methodology is to minimize the action w.r.t. each single particle wave function v (r,t) and
thereby find an ’equation of motion’ for this state. We will therefore consider each wave function as
a variable parameter and collect these in a vector t(r,t) := (¢1(r,t) to(r,t) ... ¥y(r,t)). In
general, consider a state |¥;t) which depend on each element in the vector 1, then the Lagrangian of
this state is

L(tp, b, t) = (W;t|ihd, — H|W;t) = (U;t|ihd,|U;t) — (5t H| ;1) . (3.2)

We shall now calculate each term for the state |U;t) being the Slater determinant, starting with
(U;t|H|¥;t). This term is equivalent to eq. (2.4), however as these earlier calculations were time
independent we may change the notation in the equation; |k) — |k;t), Hy — Hi(t) and Ho — Ha(t)
to indicate their time dependency. The second term (V¥;¢|ihd;|¥;t) is

(WO ihae(0) = Y san(o)sen( >[Hz< t\] iho, Hm

o,nESN i=1
1 N [N
=N Z sgn(o)sgn(u Z HZ (o(k); t|ihoy|p(k H|u
" o,u€ESN k=1 |i#k Jj#k
N N
1
= > sgn(o)sgn(u Z]‘[ag k); t]ihdy| pu(k);t), . (3.3)
" o,uESN k=11i#k

The last equality has a similar structure to eq. (2.2) which we have already reduced, therefore
establishing

N
(T () [ihde | T () = > {k:t|ihdy|k; ) (3.4)
k=1

Substituting eq. (2.4) with its notational change and eq. (3.4) into their respective terms of eq. (3.2),
we obtain the Lagrangian

N N
. ., 0 1
L(, ) = D (kstliis. — Hilkst) — 5> [0 ] (hs 6| Halks D)1 £) — (st (ks t Eafl; ) s )]
k=1 k£l

The next step is to minimize the action S := ttf L(v, Wb, t) dt w.r.t the vector 1. That is, varying

the parameters of ¥ such that % = 0. This condition is equivalent to the Lagrangian satisfying the
Euler-Lagrange equations for each w;‘(r, t). For simplicity we will define the operator

0 0 0

Ta= ovy(r,t) 58@&;@,1:)’

such that the Euler-Lagrange equation for ¢y (r,t) is T;,L = 0. We will now let this operator act on
each term of (3.2) separately, starting with (U;¢|ihd|V;t)

N d
T, (Z / w;’;(r',t)mmwk(r’,t)dr')—m G(r, ). (3.5)
k=1

The second term, (U;t|H|W;t), is independent of ¢, such that it reduces to T, (U;t|H|W;t) =
5%, (r o) (U;t|H|W;t). This expression is similar to the one used to find the HF equation in Section
2.1. In fact, it is just the right hand side of eq. (2.9), except all terms are now time-dependent with

respect to the wave functions

T, (U t|H|W;ty = [Hi(r,t) + Vu(r /Vq r, v’ 1), (r') dr’. (3.6)



Rearranging T, L by setting eq. (3.5) equal to (3.6) we then obtain the the Time Dependent Hartree
Fock (TDHF) equation

1 a(r,t)

5 = [Hi(r,t) + Vi (r, t)] ¢g(r,t) + / VE(r,r', t)g(r',t) dr’ . (3.7)

The result is the equations of motion of the parameters which in this case is ;. The TDHF equation
is similar to time dependent Schodinger equation, which can be seen if we write it using our (time-
dependent) mean field Hamiltonian Hyp

R0

2 = e (v()) (33)

This equation simply tells us how the single particle states that comprise a Slater determinant have to
change in time. In the case when H; and Hs are time independent, a set of self consistent wave func-
tions {14} qe[n) are stationary for the TDHF equation. By this we mean that v,(r,t) = Wy (r)e~ et/
solves eq. (3.8). This can be seen by first noting that all the phases cancel in Hyp(t) by definition of
the Hartree-Fock potentials, which means it will be constant in time. From this, it is easy to see that
the phase changing set of self consistent wave functions solves the TDHF equation.

To ensure that a collection of states {z/%}ie[ ~) that solve the TDHF equation remain normalized
over time, we check that [ [1,(r,)|*dr is constant in time. This can be shown by first using the
following expansion:

d 0 5) oy (r,t
dt/|’¢q(r; t)|2d / ’¢q /Q,Z)q wq ) wqa(tr )'(,qu(r, t) dr,

and then secondly substituting eq. 3.7 into it. From this we get that the normalization is constant in
time because its derivative is zero.

4 Setup of Numerical Calculations

The Hartree-Fock equation is a system of coupled differential equations, which can be hard at best,
and impossible at worst, to solve analytically. Therefore we will try to find solutions to it numerically
instead by developing an algorithm that can be implemented in a program. To do this however, we
have to construct the necessary operators, so we are able to calculate all the quantities we want. This
includes basic operators, the mean field Hamiltonian, and the expectation energy.

To start off with we will introduce our discrete space, so let X = {z;};c[,) C R be a set of n points
with Ax; = z;41 — x;. In this discrete space the state vectors are considered functions f : X — C.

4.1 Construction of The Discrete Operators

Now we will construct the functions we need on the discrete space, which can then be turned into
matrices that can be used in a program. Let f : X — C and we will immediately assume that Az = Ax;
for all i € [n] for the sake of simplicity—although not strictly required. The central difference quotient
of f is defined as

Af  flex+ Ax/2) — f(x — Az/2)

Az Az ’
and is useful, because Af/Az — % in the limit where n — oo. The second difference quotient is
similarly defined by

ap AR faran e An 2@ W
Az2 Az Az? ’ '

with the same property of converging to the second order differential. Integrals can be made discrete
too just like differentials. This can be done by using middle sums. In this construction, we can pick



a & € [x;,xiy1] for each i € [n], but the simple & = x; is easier to work with. From this we have the

correspondence
/f(x) dx ~ Z f(x) Az
=1

Using these operators on discritized wave functions 9 : X — C, we can write the expectation of the
Hartree and Fock potentials discreetly. Firstly, the expectation energy becomes

E= ZZwk D)V Hi () gp(2:) Aw (4.2a)

k=11i=1
n N
g S0 S (e Hlas, o) A (4.2b)
ij=1k,i=1
n No
-5 D3 3 e a3 e (), 1) (4.2¢)

loeX ks lo=1

Here X is the set of possible spins and Zch" is a sum over the states with spin ¢. The Hartree and
Fock potentials are

Vi ( ZZ@/}k x;)Ho(z, 23) 5 (x;) Az and  VE(z,2') 25 2V Ho(z, 2 ) (z). (4.3)

k=11=1

Considering the Fock potential, we can rewrite the integral of the Fock potential acting on the ¢’th
state as following

/V 1,1/ )1h, () dr’ ~ —225 Sap (i) Ho (0, ) n (€)1 (2:) A (4.4)

i=1 k=1

4.2 Basis of Finite Vector Space

To implement the above functions, we will now rewrite them as matrices that can act on vectors or
other matrices. To do this we start with our wave functions ¢ : X — C which can be represented by the

column vector ¢ = (¢(z1) ... ¢(xn))T With this, we can write the kinetic operator T = —%%
as a matrix that can act on ¢ by using eq. (4.1)
-2 1
7 h? 1 -2
- 2
2mAx U
1 -2
Similarly the way Vj and Vi acts on the vector 1) motivates the following definitions
Vo = diag(V(z1),...,V(zy)) and Vg :=diag(Vyg(z1),...,Va(z,)). (4.5)

To tackle the Fock potential and the energy, it is worthwhile to store all our wave functions in
one matrix, so let {T/Jq}qe[ ~] be a collection of column vectors. By putting the vectors together into a
n-by-N matrix ® := (wl vy ... sz) such that ®;; = v;(x;), we see as a first result that

N N N
(@1)ij =Y PPy = Y Pl = Y i(wi) ().
k=1 k=1 k=1



To simplify the notation for the interaction potential, we will introduce the matrix (Hs);; = Ha (x4, z5).
By multiplying (Hz);; = (Ha2);; onto each index in (®®T);; we may define the matrix of the Fock
potential, that acts on states with specific spin o, by its indices
N
(VE)ij = —(@D1)ij(Ha)jiAw = = Yy () j () Ha(wj, i) A (4.6)
k=1
To justify this definition we check that this matrix acts on a state 1, with spin ¢ in similar way as
eq. (4.4) evaluated at = = x;

n n N
Vlgqqu Z (Vr) lJ @Z’q ZZW: xi)p( ZLj H2($Ja$z)¢q(mJ)A
7j=1

j=1k=1
From this we can construct the previously discussed mean field Hamiltonian
Hyp =T+V + Vg +VZ.

The problem is then to find a set of self consistent eigenstates (1g)4e[n) to Hyp such that HYpyp, =
€q¥q for some constants €, using the mean field Hamiltonian that matches the spin of the wave
function.

If we naively implemented the expectation energy using eq. (4.2) where it still uses the sums over
the wave functions, then it scales badly with the amount of particles in the system. Therefore we will
simplify each line of eq. (4.2) to get a expression that only requires some matrix multiplications after
a sum over the different spins. For Equation (4.2a), we define © := ®®' and see that

(4.2a) i@ i: H1)ij® 5 Ax—zzn: )i (H1®)ip A

k=1 i=1 j=1 k=1

=z

(®FH, @), Az = Tr[®!H ®]Az = Tr[H,0]Ax.

k=

For Equation (4.2b), let us introduce the vector €; := ch\;l |®;;|* and the matrix [y := QQF. In this
notation the term becomes

—_

- 1
(4.2b) Z Z |k |*(Ha) l]|(I>Jl‘ Az? Z Q;(Ha)i;QAz% = §QTHQQAI2
1,5=1k,l=1 z,g:l
1 1 1
= - Tr[QT HoQ] Ax? = 3 Tr[HoQ0" | Ax? = 3 Tr[HoD ] A
For Equation (42C) we define the matrices (@U)ij = Z}]c\/:::l q)ikgq);]% and (PF)Z] — dez |(@U)ij|2
and then get

(4.2¢) ZZ Z Q% Yy (Ha)ij®ip, ©j1, Az’

1,j=10€X ko ,lo=1
1 "~ . 1 n 1
= 5 Z Z(HQ)ij(eo)ij(@g)ijAl’2 = 5 Z (Hg)ji(rp)iijQ = 5 Tr[HQFF]AIL'Q,
i,j:l ceY i,jzl

where it was used that Hs is symmetric. It can be useful to introduce the notation ®,, which is a
version of ® where only states with spin ¢ are included, because it lets us write ©, = <I>U<I>:f,. Putting
all this together, the expectation energy is

E = Tr[H10]Az + = 5 (Tr[HgFH] Tr[HoT'r)) Az? = Tr[H;0])Ax + %Tr[ng]AxQ, (4.7)

where I' :=T'y — I'p.

Now that our mean field operator is constructed and the expectation energy can be calculated,
we can implement them in a program that can solve the Hartree-Fock equation numerically without
using matrices with dimensions larger than n x n, compared to the exact solution that would require
us to compute the eigenstates of a n’ x n¥ Hamiltonian matrix.
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4.3 The Algorithm

Oftentimes finding an analytic solution to the Hartree-Fock equation is difficult. It is therefore natural
to turn to numeric simulation to find an approximate solution. In this section we will describe our
attempt at writing a program that finds the Stater determinant with the least energy numerically.

The program uses a finite set of n discrete points on a section of length L with separation Ax
and with the Hamiltonians set up as described in the previous section. To keep track of which wave
functions in ® have what spin, we also use an array that contains the spin of the wave functions using
the same state indexing as ® does.

To start off with, the program uses a set of initial guesses for the wave functions and stores them
in ®. Then an iterative approach is used, where in each iteration it calculates Hyr for each spin using
the current ®. It will then change ® using one of three algorithms we have implemented that are used
to find a Slater determinant with lower energy than the previous iteration. The three algorithms are
described below.

The first algorithm is called the "lowest state energy” algorithm. It uses a value 0 < 7 < 1 as
an parameter for defining Hli\SIF = i Hyr + (1 — nit)Hf\’/}%, where Hﬁ/}% is the mean field Hamiltonian
from the previous iteration. Here 7 is used to control how big a percentage of Hyr is used to change
HII\EIF between iterations. The algorithm then chooses the eigenfunctions of Hll\}[F with lowest effective
single state energy and stores them as the new states in ®. The idea behind using the lowest effective
single state energies comes from eq. (2.11), where such a set can give a lower expectation energy.

The second ”closest state energy” algorithm also uses the effective single state energies of Hli\EIF,
but instead of choosing the lowest ones, it compares them with the ones from the previous iteration.
The comparison is done by finding which new energies are closest to the old energies. The eigenstates
for these new energies are then chosen as the new states. This causes conflict when two or more old
states (with the same spin) wish to become the same new state. To resolve this we instead let the old
energy that is the closest to one of the new energies ”choose” the state it wants first. Then that state
becomes unavailable for the other old energies and the process is repeated for the one with the next
closest energy and so on.

The third ”gradient” algorithm calculates the energy gradient of eq. (2.6). This is done by taking
the functional derivative with respect to each state, meaning it is calculated using VE = Hyp®
(separated by spin) for all states at once. Since the negative of the gradient points towards a set of
functions with lower energy, we can get new states using ®"*V = ® — 7, VE where 7, is a variable
parameter that controls the step size. The new states might not be normalized nor orthonormal with
respect to states with the same spin. So the new states are normalized and then the Gram-Schmidt
procedure is applied. It then checks if the energy is lower than before, and if not, it tries again with a
lower 7g; until a certain threshold where it is reset to a default value, which lets it take larger steps.

The first algorithm to be used in the program is the lowest state energy algorithm. It will then con-
tinue to use it each iteration until the new expectation energy is greater than the previous expectation
energy. When this happens, the old states will be restored and the program will switch to the closest
state energy algorithm. Now the same thing happens if the expectation energy is greater, except it will
begin using the gradient algorithm until it is unable to find an 7, that lowers the expectation energy
within a set amount of iterations. When this happens, it will go back to using the lowest eigenvalue
algorithm.

The program will continue to run like this until it reaches a convergence criterion which is a value
between 0, which is zero convergence, and 1, which is perfect convergence. The convergence itself is
calculated by first finding ®yp := Hyp® (separated by spin). We would expect a perfect convergence
if all the states were eigenfunctions to Hyp, since it would then fulfill eq. (2.9). To capture this,
we first normalize each function in ®upr so they become ®jE™ and then define the convergence as

C := (P}F™|®) which is just the product over all the inner products of the states in ® and ®}HFE™.

4.4 Time Evolution

In this section we want to write about a possible implementation of time evolution in a program.
For this use the matrix Hyr as a generator of translations in time. We now consider wave functions
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which are time dependent, i.e. 1 is a map ¢ : R — C" defined by 1,(t) = (wq(xl, t) ... Yg(zn, t))T,
where 1,(x,t) is the usual wave function on continuous space. The TDHF equation on a discrete set
of points {;};g|y) is then

d
Zhawq(t) = Hyr(t)y(t). (4.8)
For a Hyr(t) which is constant in time the solution to eq. (4.8) is
o(t+ dt) = e~ ety (1), (4.9)

However, by definition Hyp is time dependent. We counter this by expanding Hyp(t + dt) =

>0 ;,H () p(t)dt? for some small dt. Particularly in the limit d¢ — 0, truncating to zeroth order,
we have HMF(t +dt) =~ Hpyp(t).

To include this in the algorithm we use discrete time steps, t € {...,—2dt, —dt, 0, dt,2dt, ...}, and
given a state vector 1 (t) at some time ¢, we can find the state at some later time (¢ + dt) by eq.
(4.9). To give an outline: start with some states ¥ at a time ¢ = 0 and then step it forward in time
using a small time step d¢ using the method above. The time step used for this is proportional to
h/E, just setting dt = h/E does not guarantee stability, and it is usually needed to be scale it down
by some factor. Each iteration we then calculate Hyr again to be used for the next time step.

Using this implementation, even with a high grid resolution and low time steps, it would always
begin to fail. The measure for failure in this context is that the wave functions retain their overall
structure, but with significant ripple effects, which grows worse over additional time steps. This
implementation is ill suited for an extended number of time steps, although a more complex algorithm
might be able to do this.

5 Simulating Using The 1D Electrostatic Potential

To work with electrostatic potentials in one dimension, we will generalize three dimensional electro-
statics using Gauss law V - E = p(r)/eo. If we assume that the electric field is rotationally symmetric
then we get

Qenc _ i P(I') d"r — / V. E(I‘) d"r = / E(I’) -d"%a = O'nflr,«n—lE(T),
v v A

€0 €0

where 0,1 is the surface area of a n-dimensional unit sphere, which can be calculated using Corollary
16.21 in [8], from which we get

Qenc 1 g Qenc
[277/2 /T (n/2)]eq r™ 1 2e0

E(r) =

If p(r) is just a point charge at some point xg, then Qenc will just be a constant @ for all radii.
Describing the direction of the electric field using the sgn function

E(x) = ;josgn(x )

means the potential® for a particle with charge ¢ is

V(z) = —q/ E(x _Qa /w sgn(z’ — xp) da’

€0 Jo
= [/ sgn(z’ — o) da’ +/xsgn(m’—xo)dx'}
20 Lo o
_ Qq {(’)—xo if(’)<370+{xo—a: ifa:<x0]
20 ||z -0 ifO > x—xz9 ifxz>x
Qq

11O = ol = fzo — =]l

2Not the electric potential.
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In practice the |O — z¢| term just adds a constant to the Hamiltonian and therefore we disregard it.

To mimic the lengths of objects in three dimensions in one dimension, we have to adjust &g.
To do this, we find the ground state of the 1D hydrogen atom and then define gy so <$2> = a%,
where ag = 0.05291nm is the 3D Bohr radius. The motivation behind this definition is that it
also holds for the 3D ground state. The derivation of the hydrogen solutions in 1D is written in
Appendix D. Since <332> is hard to calculate analytically, we instead evaluated it numerically for
different choices of £ and choose the one that matched the criterion (2?) = a3 best, which gave us

the value g9 = 11.835 x 10 F m.

5.1 Correlation and Entropy

The question of when a Slater determinant is a good approximation to the ground state quickly arises.
We will try to answer this question presently.

We have found an upper limit on the ground state energy in eq. (2.6). To get an idea of how good
the Slater determinant is at estimating the ground state energy, we will try to look at the correlation
of states. A composite state is correlated if it cannot be written as a simple tensor, which means the
state of each subsystem cannot be described independently. Since entropy is a measure of how much
information can be gathered from a system, it can be used to get a rough idea of "how much” a state
is correlated. But to do this, we first need to define entropy on a quantum system.

We define the density operator of a state |¥) to be the operator p given by

pi= WYY (5.1)

By itself the density operator yields no new information compared to the state [¢)). However it becomes
meaningful from the definition of the entanglement entropy. Consider an N particle composite system
from which we can define the n-particle reduced density operator as

pn = Trpy1...Try p,

where Tr; is the partial trace on the i’th Hilbert space. This operation is generalized from the familiar
trace on matrices, to the following: let () be a set of orthonormal basis vectors, then the partial trace
over the i’th system is (See for example [3] Chapter 5)

Trip =) (alpla); -

q€qQ
The entanglement entropy of n particles is defined by
S(pn) := Tr [pylog pn] . (5.2)

We will use this to find the single particle entanglement entropy of the Slater determinant. First we
find the density operator of a Slater determinant

N
b= 3 sen(usan(o) T] k(i) (o) (53)

H,oESN 5,j=1

The next step is to trace out N — 1 of the particles in the system. This is done in Section C.1, which
gives us

N
1 1 1
o= o)y wlo )] = 1 D la) el = A (5.4)
ocESN q=1
The entropy is then
S = —Tr[p1 log p1] = log N. (5.5)

This result is in fact the lowest single particle entanglement entropy for any fermionic state (Coleman’s
theorem, see for example [7]). From this we can gather that a Slater determinant is the least correlated
fermionic state there is. As a result, we would expect that a Slater determinant would become worse
at approximating a fermionic state as the entropy increases. This would also mean that we would
expect the upper limit of the energy gotten from the Slater determinant to diverge from the ground
state energy together with the entanglement entropy.

13



5.2 Born Oppenheimer Approximation and The Stability of H; in 1D

The simplest multi-atom system is the Hydrogen molecule. This is a special case of interest since
we can test by exact numerical calculation how well the Hartree-Fock approximation is at finding
the true ground state energy. To make it explicit, the exact numerical calculation finds eigenstates to
Hy®I+1® Hig+ Ho, where ® is the Kronecker product and Hyy is the hydrogen Hamiltonian defined
in Appendix D, eq. (D.1). Here H is constructed by diag(—%\x ® 1 —1®x|) where x and 1 are
a column vectors consisting the grid points {x,} and ones respectively, while |—| is applied element
wise on the vector. We have assumed that the ground state will be a spin singlet, so the total ground
state can be written as ¢(z1,22) @ (|11) — [{1))/v2. We will then use that the entropy of this state
can be written as a sum of spacial and spin parts, S = Sgpacial + Sspin Which can be shown by explicit
calculation.

To understand the stability of the four body system of the hydrogen molecule we use the Born-
Oppenheimer approximation method, which can be summarized in two steps. In the first step we find
the energy of the system—ignoring protons kinetic energy—for a set of separations. The energy of the
system in this case is the electron energy and the protons potential energy. The second step is to use
the energy curve as a potential for the protons, and simulate their wave function and energy. This
is done with the Hamiltonian using the protons relative coordinates which is described in detail in
Appendix E, eq. (E.6). The results are seen in Figure 1, below.
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Figure 1: Plot of the ground state energy (black line) and the corresponding HF energy (blue
line) for the hydrogen molecule as a function of the proton separation. The plotted energies
are the electron system energies adjusted using the Born Oppenheimer method and offset
by two times the hydrogen ground state energy. The red curve is the proton interaction
ground state that has the black curve as potential, while the dashed red line is its energy.
The black dashed line represents the proton separation for which the exact energy is the
lowest. The green curve is the single particle entanglement entropy for the spacial part of
the ground state found by the exact numerical simulation.
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The minimum of the exact energy curve is —1.049eV which happens at a proton separation of
a ~ 0.132nm = 2.485a¢ and using the Hamiltonian from Appendix E, eq. (E.6), the lowest energy of
the protons is —0.993eV. Let us consider how the energy curves behave at the extremes of the protons
separation. For a large proton separation the energy of the exact simulation goes to zero on the plot
which is, by the offset, equal to two times the single hydrogen ground state. The reason for this can
be explained by writing the total Hamiltonian as H = T¢, + T, + Heyep + Heyp, + Heypy + Heop, +
He,p,, + Hp, p, where it is assumed that the protons have negligible kinetic energy. At long separations,
He.,~ —H.,, and H, ,, = —H,,,, because of the opposite signs of the charges, so the Hamiltonian
becomes H ~ T, + He,p, + T, + Heyp,, which is just two non-interacting hydrogen atoms. We have
confirmed that the energy goes to zero within 1 meV with simulations going up to 100ag. This was
done by checking a few separations from 10ag to 100ag, but still using the same number of grid points
(meaning lower grid resolution) as in Figure 1. We expect any outliers from this to be numerical errors
as the grid resolution is low at these extreme distances. For short proton separations the energy curve
increases untill it reaches its maximum at zero distance, i.e. the Helium atom, because of the charge
repulsion. So in this simple model Helium is not stable compared to the hydrogen molecule. For it to
be stable we would need to include additional interactions, e.g. the strong nuclear force.

Since we have neglected the protons kinetic energy, it is not certain that the exact ground state
we found is actually bounded (less energy than two non-interacting hydrogen atoms). To get an idea
if it is, we will look at the protons relative momentum, while they lay in the Born-Oppenheimer
potential that we have just looked at. The Hamiltonian for this is derived in Appendix E. Solving
this numerically, we get the probability distribution of the protons separation and the energy, which
is denoted as 7 in Figure 1. From this we get that the relative movement between the protons still
lets the system be bounded. From the probability distribution we also get that the expected proton
separation is (zye) = 2.548a¢ with a standard deviation o, = 0.365ap.

The energy curve obtained from the Hartree-Fock method also uses the Born-Oppenheimer approx-
imation. For large proton separations, at above about 8ag, the energy curve increases linearly. Similar
to the exact method, we confirmed this via checking at 10 different separations from 10ay to 100ag
from which we found a slope of 1.123eV /ag with a standard deviation of 0.019eV /ag. For protons
close to each other it is similar to the exact energy curve. These two extremes are neatly explained by
the notion developed in Section 5.1 that entropy is a measure of how good the HF approximation is.
The entropy curve is lowest when the protons are on top of each other, i.e. Helium, where we also see
that the two energy curves are closest, while the opposite is true for large separations where it goes
to log 2.

As a comparison to the proton wave function we found using the energy curve obtained from the
exact simulation we have done the same using the energy curve found by the Hartree-Fock method.
The minimum this energy curve is —0.618 eV and is found at a proton separation of a ~ 2.194ay. The
wave function is similar although slightly shifted to the left. The expectation of the proton separation
using this wave function then becomes (xye) = 2.191a¢ with a standard deviation of o, , = 0.327ay.
So in the HF approximation we would expect that the proton separation would be closer than it
actually is, as seen with the exact calculation, but not by much.

5.3 HF on Larger Systems

Simulating with the HF approximation is computationally easier than finding exact solutions for many
particle systems. Exact solutions require matrices that are n’V x n?V while the HF program uses n X n,
but a more complex algorithm. The two-particle system discussed in the previous section is handled
well by both methods. We will now analyze systems with more particles, which cannot feasibly be
done exactly, using the HF algorithm and look at the results.

As a first example we will consider 15 electrons in a equidistant chain of 15 protons with separation
a = 0.1315nm. The potential from proton chain is constructed using a sum of single hydrogen
Hamiltonians Hy with the protons as the potential centers. The results are shown in Figure 2.

15



[

]
—_
o

1200 ¢
PHF Yo 8
—20 —Porig 1000 — VotV
g 6
=15 ‘ , 800 t . =
‘B | | = =
e 2 >I
2 | | o 600 | 9 7
210 | | -°
£ NN\ ot AN 400} I—
E | I"\-"‘ Y/ v I".u.-: | \. / 0
o 5 | | | | WI If
[ | 200 Ilm 2
/ .I I: I‘. | | f'\ |n| I{'
/ | \ \ \' \f VY \ I H | \
0 ) \ \ 0 [ /1 i -4
0 1 2 3 4 0 1 2 3 4
Position | x [nm] Position | x [nm]
(a) (b)

Figure 2: Results from HF simulation for 15 electrons and 15 protons separated by equal
distance a = 0.1315nm and using 1001 grid points. Figure (a) shows the particle density
of the Slater determinant with lowest effective single state energy (blue line), found by the
HF algorithm, plotted together with the particle density of the initial guess (orange curve),
which is the ground state solution for Hy. Figure (b) shows the proton chain potential Vj
and its sum with the Hartree potential V.

To calculate the particle density, we introduce the particle density operator which for a point z

is represented by the operator on N particles by ZZ]\L 1 0(z; — ). The particle density in Figure 2 is

found by
N

:/.../\If*(x1,.--7$N) [25(%_@

i=1

U(zy,...,xy)dz; ... dey.

In both the cases for the Slater determinant and the initial guess, this is equal to the sum of the
individual particles’ probability distributions, i.e. p(x) = Zfi 1 | (2)]2.

In Figure 2 (a) we see that the particle density of the states found using Hartree-Fock method is
considerably wider than the original guess. Keep in mind the original guess is the true ground state
for non interacting fermions. This clearly shows that the electrons try to spread out because of their
mutual repulsion. Interestingly the density of electrons is more uniformly distributed over the whole
chain. This is a trend we found for different numbers of protons on the proton chains. For shorter
chains, e.g. 5 or 10 protons, there is still some 'pointyness’ to the particle density, similar to the initial
guess. So increasing the number of protons results in a more uniform distribution, and one could
imagine this trend continuing for more than 15 protons. However the convergence becomes poorer for
systems with more particles and we are therefore unable to check this properly.

In Figure 2 (b), the bottoms of the saw tooth formation made by Vp+ Vi aligns with the locations
of the protons. Furthermore we see that Vi + Vi cancel at the the edges where the wave functions go
to zero. At low grid resolutions this cancellation is not exact, however this problem can be resolved
by increasing the grid resolution and letting the program run for longer.

Finally we turn to single atoms. The HF algorithm works better for these compared to the proton
chains. The two large atoms we will look at are P (15 protons) and Xe (54 protons), which are shown
in Figure 3 below.
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Figure 3: Results from HF simulation of large atoms. Figure (a) shows the particle density
of the initial guess (orange line) with the particle density of the self consistent states (blue
line) for the Phosphorus system. Similarly Figure (b) shows the particle density of the initial
guess (orange line) with the particle density of the self consistent states (blue line) for the
Xenon system.

In both (a) and (b) of Figure 3 the particle densities are oscillating for both the initial guess and
the self consistent states, though it is not so notisable in (a). Furthermore the self consistent states
produce a particle density which is considerably wider than the non interacting guess, but they are
also of a fundamentally different shape compared to the densities of the proton chain.

To check these states of Xenon are not dominated by the particle in a box eigenstates, we have
done a similar simulation with the length L = 3nm. We found that the particle densities are almost
identical which leads us to believe that the length scale of the simulation did not have a significant
role in the outcome.

To get a better understanding of the complicated Fock potential, we have plotted the Fock matrix
from eq. (4.4) for two cases, one being a 15 proton chain and the other being a Phosphorus atom.
The result is shown on Figure 4 below.
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Figure 4: Nonlocal Fock potential matrix from HF simulation calculated using eq. (4.4).
Figure (a) shows the Fock potential for 15 proton chain while Figure (b) shows the Fock
potential for a Phosphorus atom.
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Graphically Figure 4 is very nice, but it is also hard to interpret. For the proton chain the Fock
potential appears more spread out along the diagonal. In comparison, the Fock potential from the
Phosphorus system is more centered. Furthermore, by the heat-map axis we see slightly higher peaks
and lower troughs for the Phosphorus atom compared to the proton chain.

We note that there is no guarantee that the program finds a set of states that converges, i.e. a set
of self consistent wave functions. The requirement that the energy has to reduce at each step in the
iteration is a strict one which, for some systems, may slow down single iterations. This is particularly
a problem for many particles where in extreme cases it might stop converging entirely because it is
unable to find a set of states that lowers the energy more. In such a scenario the best one can hope
for is that it is already in a somewhat converged state. This is especially apparent for chains with a
large number of protons and electrons, where we have found the program unable to converge several
times. Since it seems to work well for single atoms as seen above, it might suggest that the exact
solution for proton chains have higher correlation which could make it hard to represent using a Slater
determinant. As an example of this we can consider the proton chain of more than 20 protons. Our
testing leads us to believe that such systems get stuck at some low convergence, specifically the 20
proton chain is stuck at about 0.9677 convergence. With higher grid resolution this number is reduced
further.

6 Discussion and Conclusion

To lessen the inherent complexity of many particle quantum systems we have used the Hartree-Fock
method that works on the assumption that states can be approximated by a Slater determinant/per-
manent. In the first sections we have found an effective mean field Hamiltonian on a system described
by a Slater determinant. We did this by first calculating the expectation energy of a Slater deter-
minant, eq. (2.6). By then requiring the single particle wave functions to be normalized (by means
of Lagrange multipliers ¢,) and taking the functional derivative with respect to each state the Slater
determinant was constructed by, we derived the Hartree-Fock (HF) equation, (2.9),

cybe) = [ () + Vi (0] (o) + [ VAo

Finally we found a relation between the Lagrange multipliers introduced and the expectation energy,
(2.11).

We have used the time dependent variational principle (TDVP) to study the dynamics of the Slater
determinant. In doing so we apply the principle of least action and use the Euler Lagrange equations
to obtain effective equations of motion of each single particle state 1)4. The equation of motion is the
time dependent Hartree-Fock equation, (3.7),

z’haw‘%(;’t) = [Hi(r,t) + Vi (r,t)] ihg(r, 1) +/Vg(r,r’,t)¢q(r’,t) dr’.
The interpretation is that this equation restricts the nature of the single particle wave functions in
time and space. This has the form of a mean field Hamiltonian: ih0u1(t) = Humr(1(t)). Additionally
we found that a set of self consistent states {1,} that solve the HF equation are stationary states, i.e.
Py(r,t) = hy(r)e =t/ solves the TDHF equation.

We then developed wave functions on discrete spaces and the common operators used in quantum
mechanics. To make it possible to find solutions to the HF equation numerically, we had to simplify
at computationally optimize the expression for the expectation energy. We used this in a program we
made that iteratively searched for a solution that fulfilled the HF equation. The program had different
algorithms for finding a solution that it switched between. To ensure we got a good upper bound for
the actual ground state energy, we used the criterion that each iteration should give a lower energy
Slater determinant.

To get an idea of how good a Slater determinant is a approximating the ground state of a system,
we turned to the correlation and entanglement entropy. As a result, we developed the idea that the
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Hartree-Fock method would give better results for states with low entanglement entropy since Slater
determinants have the lowest possible entropy of all fermionic states (Coleman’s theorem).

One of the results of this program is the comparison of the Hartree-Fock method and an exact
simulation on a 1D hydrogen molecule. A comparison obtained from Born-Oppenheimer energy curves
of these two methods shows that the Hartree-Fock method works best for systems of low correlation.
We then tested the program for systems with more particles, particularly using potentials from a
varying number of protons in a chain with fixed separation. The HF method works well up to 15
protons on a chain, whereas the exact simulation is computationally unfeasible to complete because
it is limited by the problems size. For single atom systems the HF algorithm successfully finds a set
of self consistent states, likely because of its comparatively low correlation.
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A  Permutations in Detail

The expectation of the Hamiltonian for a Slater determinant is

N N

(WIH) = 3 (WD) + > (9] Hy|v)
i=1 i
N N
Z Z sgn(0)sgn(p) | [T 040 | (o) Hlu()), (Ala)
i=1 o,ues ki

+5 Z > sgn(o)sgn(p) H 5“ oo (@) Hijlp(@)); 11(5)); - (A.1b)
#J

o,LESN k#i,5

To work with this, we introduce the notation [N] := {1,2,...,N}. On the first line, (A.la): for
the Kronecker delta to be non-zero, the two permutations o and p must be equal on the set [N]\
{i}. However, a permutation is a bijection, meaning (i) = u(i) also, and therefore ¢ = p. As a
consequence we have sgn(o)sgn(p) = 1. Furthermore, for each pair i,k € [N] there are (N — 1)!
possible permutations o with the property o(i) = k. This means we can replace the sum of o, u € Sy
with a sum over k. Putting this all together the first line reads

(A.la) 'Z k| H K, .

i=1 k=1

On the second line, (A.1b): for the Kronecker delta to be non-zero, the two permutations o and p
must be equal on the set [IV]\ {7,j}. Again using the bijective property of the permutations, one can
deduce there are only two possibilities which are o (i) = p(i) Ao(j) = pu(j) or o(i) = u(j) Ao (j) = u(),
with sgn(o)sgn(u) equal to 1 and —1 respectively. For each of the two cases one can apply the same
sum replacing method as before. Note that p can be uniquely determined from ¢ in both cases. For
each 7,7 € [N] with ¢ # j and some k,l € [N] with k # [, there are (N — 2)! permutations with the
properties o(i) = k and o(j) = [. Replacing the sum of o, u € Sy with a sum over k, [ satisfying k # [

then gives
N N

(Atb) = B 2RSS kL), 10, — 50k ), 8,
i#j kAl

The expectation energy is then

N N
(ol) = LSO e, + N(Jé_l)izjj;[u (kL R, 1), — 501G gl 1),

e (A.2)
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B Example of TDVP on a Spin State

Here we will give an example of how the time dependent variational principle can give us the equations
of motion for a simple system that consists only of spin. Suppose we are given a Hamiltonian H =
—~vBS,—that is a magnetic field of strength B pointing in the z direction. The general idea is to
parameterize the spin states, in this case we do this via the polar, 6, and azimuthal, ¢, angles in the

following manner
_( cos(6/2)
vi9) = <ei¢ sin(9/2)>'

Say we put € and ¢ into a vector of parameters s = ((9 (b) then the Lagrangian is

Lis.5,1) = (0(s)ih 3 ~ HI(s))

<¢(S)Iih%|¢(8)> — (Y(s)|H(s)) -

We calculate these two terms separately:

(Y(s)|Hw(s)) = —7§h (cos(6/2) e *sin(6/2)) <é _01> <ei?¢’osi519(/92/)2)>

= 270 (cos(0/2) — sin?(0/2)) = ~ 7 cos(0).

And then

d o Cih d [ cos(0/2)
W(S)\ma’ws»—Zh(005(9/2) e ¢51n(9/2))(ﬁ<6i¢sin(9/2>>

‘ o —Osin(/2
= ih(cos(0/2) e sin(6/2)) (w'sew AT e{qﬁécos(@/?))

=ih —g cos(0/2) sin(0/2) + igsin®(0/2) + gsin(G/Z) cos(9/2)}
= —h¢sin®(6/2).

Putting these together,

L(s,$,t) = —h¢sin®(0/2) + 'yfh cos(#).

The underlying principle is that of least action. That is equivalent to the parameters § and ¢
satisfying the Euler-Lagrange equations. Firstly for 6 or s; we find

d [/ OL oL d . Bh
0= r (881> T oe T (0) — (—h¢sin(9/2) cos(0/2) + 72 sin(9)>
= @ in(f) — 1Bh in
= 2 sin(0) 5 S (9)
= "B (o). (B.1)

Similarly we find for ¢ or so,

d oL\ oL d, . .,

= —%9 sin(6/2) cos(6/2)
ho
=7 sin(6).

The functions 6(t) that solve this differential equation are either a piecewise continuous function whose
values are multiple of 7, such that the sin is zero. Or are constant in time at any value [0,7]. This
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restricts the movement of the spin to at most rotate about the z axis. By letting 6(¢) € (0,7) be
constant in time, such that sin(6(¢)) is nonzero we solve for ¢

¢ =B.

This of course implies that the polar angle increases linearly with time, ¢ = vB + ¢, giving rise to a
constant rotation about the z-axis. The frequency of rotation is w = yB.

This result should come as no surprise as it coincides with what the time dependent Schédinger
equation predicts. If the reader is not familiar with this, look up Lamor precession, e.g. D.J. Griffiths’
introduction to quantum mechanics 2nd edition, p. 179.
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C Partial Trace

Let @ be a countable orthonormal basis on each H;, for all i € [N]. Then the N — n’th successive
partial trace on an operator O is given by

N
Trn+1...TrNO = H Z qk\ H \ql . (Cl)
k=n+1 \qx€Q l=n+1

Proof. The proof will be done by induction. Let n = N — 1, then the statement says

Trvp= Y nlanlplan)y
qNEQ

which is true per definition of the partial trace. Now assume the statement is true for N — n’th
successive partial trace, then by applying the partial trace over system n we find

Try, Trypgq ... Try O = Trp [Trpgq ... Try O]

N N
=Tr, [ | D] . @lo ][] la)
k=n+1 \qr€Q I=n+1
N

= el TT | D0 (@lO H )y | lgn),

an€Q k=n4+1 \qr€Q l=n+1

N N

= 11 (D @l | | D2 @l | O I la)lan),

k=n+1 \gn€Q qLEQ l=n+1

N

—HE:%WHWwH > (|0 Tla;

k=n qrL€Q k=n \¢L€Q I=n

The statement is then true for all n € [N — 1] by the method of induction. O

C.1 Trace of Density Operator for Slater Determinant

We start by noting that the density operator for the Slater determinant can be rewritten as

p= > sgn(usen(o)|u(1) 1) H 1(3)); (o (D)]. (C.2)

WoESN i,j#1

where the product in (C.2) is over all 7, j except when both equals 1. We then pick an orthonormal
basis which includes the single particle states that are used to construct the Slater determinant so
{11),,...,IN);} C Q. Furthermore the product in eq. (C.2) is labelled by p := Hﬁfjﬂ 11(7)); (o (2)]
and note that the partial trace only acts on the terms in this product. Reducing this operator by
tracing out N — 1 systems gives p1 := Tro ... Try p:

N N N N N N
=11 > (@l | IT 10, it i)l Hrqm:H ST wlanluG); [T de@la),
k:2qk€Q i,j#1 1=2 k=2 qx€Qi,5#1 =2
—HZHW WW HZW<%=Z HW%
k=2 qr€Q i,j#1 k=2 qreQ i=2 q2,--,qNE€Q 1,j=2
N
_H(sa((g (C.3)
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The last equality implies that the permutations o and p must be the same for the sums in eq. (5.3)
to be non-zero. We therefore replace the double sum by a single sum over ¢ and find

N
=7 3 saulsn(e) (V) oM TT8 = 55 3 o))y (V)]
=2

’ WwOoESN o€ESN
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D Hydrogen Atom in 1D

With the 1D hydrogen potential the Schrodinger equation reads

R? d*y Qq
EY(z) = —5 —15 (@) = 2?0’950 — z[Y(z) = Huy (). (D.1)
To solve this we split the potential up into two parts and find two sets of solutions. This can be

done by rewriting and changing the absolute value to a sign:

a2y

2mQq ) 2e0
a2 = b= 00"

a = 2h2€0 y = @

() = a(b— |zo — z|)(z), (D.2)

Changing variables to z(z) = a'/3(—|zg — x| + b) and changing the differential operator by expanding
d/dz = dz/dx d/dz such that by the product rule we have

24 d /dz dv 2z [(dz\? d%y dz\ % d%y
— =— | —=. == = — — ) — == — D.3
da? (2) dz (dx dz (z)) az T (dx) dz? (2) de ) dz? () (D-3)
The last equality is obtained by realizing that d2y/dx2 = 0. Note that dz/dx = sgn(xg — :c)al/?’;
then by putting (D.3) into (D.2)
d?y
d22 (2) = z(2)¥(2). (D.4)
This is the Airy equation. The solutions to this equation are spanned by two linearly independent
functions called the Airy functions, namely Ai and Bi. So any wave function solving this equation is
of the form ¥(z) = AAi(z) + BBi(z).
Assuming ¢ and @ are opposite charges a'/° is a negative number then z(x) — +oo for x — +o0

and therefore the constant B must be zero for the wave function to be normalizable. For simplicity
we distinguish between when = > x¢ and x < zg and by labeling z as z; and z_ respectively:

~ JAAi(zy) >0
V=) = {BAi(z_) x < x

1/3

with  z4(z) = a'/3(£(zo — z) +b).

Using the notation zg = z(z¢) = z4+(x¢). The continuity condition requires that the wave function is
continuous, especially xy for which

AAi(z0) = lim_1(2) < lim v(z) = BAi(z). (D.5)

Q?—)QJO $—>Z‘O

This can only hold if either A = B, or Ai(zp) = 0-or both. Firstly we consider A = B such that
Y(z) = AAi(z) for some normalization constant A—[1]. A similar condition says that the derivative
of a wave function must also be continuous. Especially in zg the derivative of the wave function gives

dy ( AZ AV (z4) > Aa'BAT (zy) x> xg
— | Z) = = .
dz A2 AV (22) =< Aa'BAY(20) x <z

Then by requiring that the derivative is continuous:

Aa'PAY (%) = lim d¢ (2) = lim ¢ (z) = —Aa'PAY (2).

For this equality to hold we must restrict the energy E such that Ai’(zg) = 0. The solutions to the
equation is a set of real numbers {a}, } ,en—which can be found numerically. Then for any n by solving
20 = al, the energy is found to be

212 2\ 1/3
E;——<th> d,. (D.6)

2
8meg
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If, in the other case for (D.5), Ai(zg) = 0, requiring that the derivative is continuous:

Aa'PAY (%) = lim v (2) = lim d¢ (z) = —Ba'/3Ai ().

:L“%:L‘(T dz =T dw

Then zp has to equal one of the set of numbers {a, },en which consists of roots to the Ai function.
Solving zy = a,, we find, similar to (D.6)

1/3
E, = — (hQQQqQ) . (D.7)

2
8meg

Picking an energy in this spectrum we propose Ai'(zg) # 0, and therefore the requirement from (D)
implies that A = —B. We see the energy spectrum must be the union of E/, and E,,. For the first few
solutions we have E] < E; < E) < E3 < ... this motivates the following conjecture.

Conjecture 1. For 1D hydrogen the wave functions are alternating even and odd

AAi(z if n is odd
w(e) = e et (D3)
Asgn(x — xo) Ai(z) if n is even
And the energy spectrum are given by the energies in (D.6) and (D.7) in the following manner
20022\ /3 (4 T
G IR A (D9)
8meg A /2 if n is even
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E Reduced mass

E.1 Newtons Equations

Consider two interacting particles 1 and 2 with masses mq, mo, momenta p1, p2 and spacial coordinates
ri,ra, respectively. Given an interaction potential V' which only depends on relative distance ry :=
r; — ro newtons equations for each particle is

F12 = mlf'l and F21 = mgfg. (El)

We wish to find the dynamics of the center of mass of the system, and of the relative coordinates of
the particles.
Adding the two equations of (E.1) we find

Fen := Fio + Fo1 = myty + mote = (mq + ma)tfem

where r,, is the center of mass of the system, as usually defined by

N mir] + mar
cm T .
m1 + mg

Multiplying the first equation of (E.1) by mg and the second one by m; and subtracting the two,
we find

moF12 — m1Fo1 = mimary — mimala = mimal el

Noting that F1o = —F9; we conclude

mimsa .. ..
Fioqg =Fio=—""" ¢ = HUTrel,
mi + ma

where p := 2 g the reduced mass.
mi+ma

This motivates the definitions of the center of mass momentum as

Pcm = (ml + m2)i‘cm = Pp1+ P2 (E2)
Such that Fe¢p = pem. Furthermore defining the relative momentum by

. P1 P2
B - — ) E.3
Prel HTrel 1+ 1/ 5 1+ 2/ 1 ( )
Now we can rewrite p; and p2 using pem and pre- First we use p2 = pem — P1 to get

Pral = P1 . Pcm — P1 —p — Pcm —p— my p
L my/me 1+ ma/my 1+ mg/my mi+ma

From here we can write p; and—using that to find—p2 as
m1

mi

= r and = — Prel- E.4
P1 m1+m2pcm+pel it} P2 m1+m2pcm Prel ( )

E.2 Hamiltonian in Center of Mass and Relative Coordinates

We will now consider the results of the previous subsection and its relation to the Hamlitonian of the
two particle system. First we introduce a potential which depends only on the distance between the
two particles V(r; — ra). Then by using the relation established in (E.4) the Hamiltonian is
2 2
P1 P>
H=_——+4+——4+V(ri—r
2m1 + 2m2 + ( ! 2)
2
<mlri:_1m2 Pem + prel) (%pcm - prel)
= +
2mq 2mo
2 2
o mM1Pcem Pcm * Prel + Prel - Pem Preal
= 5+ +
2(m1 + mg) 2(m1 + TTLQ) 2mq
2 2
m2Pcm Pcm * Prel + Prel - Pcm Prel )
- + +V(r
(2(m1 + my)? 2(m1 + ma) 2meg (Fret)

2

+ V(rrel)

P; Pl
_ cm re v . E.5
2(m1 + m2> + 20 + (rrel) ( )
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If there is no external potential on the system the center of mass momentum is constant. This way
we can remove it from our expression as it just gives an energy shift.

In the case when the two particles have equal mass m, the reduced mass is u = m/2 and therefore
the Hamiltonian is

+ V(I’rel). (EG)
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