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The impact of deformation strain on the formation of
banded clouds in idealized modelling experiments
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ABSTRACT: Experiments are performed using an idealized version of an operational forecast model to determine the
impact on banded frontal clouds of the strength of deformational forcing, low-level baroclinicity, and model representation
of convection. Line convection is initiated along the front, and slantwise bands extend from the top of the line-convection
elements into the cold air. This banding is attributed primarily to �M adjustment. The cross-frontal spreading of the cold
pool generated by the line convection leads to further triggering of upright convection in the cold air that feeds into these
slantwise bands. Secondary low-level bands form later in the simulations; these are attributed to the release of conditional
symmetric instability. Enhanced deformation strain leads to earlier onset of convection and more coherent line convection.
A stronger cold pool is generated, but its speed is reduced relative to that seen in experiments with weaker deformational
strain, because of inhibition by the strain field. Enhanced low-level baroclinicity leads to the generation of more inertial
instability by line convection (for a given capping height of convection), and consequently greater strength of the slantwise
circulations formed by �M adjustment. These conclusions are based on experiments without a convective-parametrization
scheme. Experiments using the standard or a modified scheme for this model demonstrate known problems with the use of
this scheme at the awkward 4 km grid length used in these simulations. Copyright  2008 Royal Meteorological Society
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1. Introduction

Both singly- and multiply-banded clouds are often
observed in the frontal zones of baroclinic cyclones.
A wide range of banding may occur, with band spac-
ings varying from 20 km to 100 km (see, for example,
Novak et al. (2004), and see Lagouvardos et al. (1993)
for a review of observed cases). Radar observations have
shown the coexistence of upright and slantwise convec-
tion in these bands (e.g. Browning et al., 2001). Accu-
rate forecasting of the spatial distribution of these bands
is crucial for accurate flood forecasting (especially for
catchments whose scale is similar to the band separa-
tions). However, these bands can be poorly resolved
in operational mesoscale model forecasts, with typical
horizontal grid spacings of around 10 km; Knight and
Hobbs (1988) found that a grid spacing of 10 km or less
was required to resolve slantwise banding, and Lean and
Clark (2003) found that a grid spacing of 2 km in the
horizontal and 90 vertical levels were required to repre-
sent small-scale multiple slantwise circulations similar to
those observed in dropsonde data. The mechanisms lead-
ing to band formation, and the sensitivity of the formation
and maintenance of these bands to factors such as the
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large-scale frontal forcing, the frontal strength (baroclin-
icity) and local convective instability are still relatively
poorly understood, despite substantial published litera-
ture (see Schultz and Schumacher (1999) for a review).
The goal of this study is to determine the dependence of
banded clouds associated with multiple mesoscale circu-
lations in frontal zones on large-scale deformation. We
have systematically tested the dependence of banding on
large-scale deformation strain using an idealized version
of an operational forecast model. Use of this model was
motivated by the need for our results to be directly rele-
vant to operational forecasts.

Several mechanisms have been proposed for the for-
mation of banded clouds; but such clouds are usually
attributed to one of two mechanisms: a type of moist
symmetric instability (MSI) termed ‘conditional sym-
metric instability’ (CSI); or a type of inertial insta-
bility termed ‘�M adjustment’. CSI arises because of
the gravitational and inertial instability of air parcels
displaced along a slanted path under conditions where
vertically-displaced parcels are gravitationally stable and
horizontally-displaced parcels are inertially stable (Ben-
netts and Hoskins, 1979; Emanuel 1983). �M adjustment
arises when upright convection in a baroclinic zone leads
to mid-tropospheric subgeostrophic momentum anoma-
lies that adjust inertially along slantwise paths (Holt and
Thorpe, 1991; Fischer and Lalaurette, 1995b). The rela-
tive importance of these two mechanisms in frontal zones
is not known (see Pizzamei et al. (2005) and Schultz
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and Schumacher (1999) for more details of these mech-
anisms). Xu and Clark (1985) and Xu (1986a) argue for
the existence of a continuum between buoyancy and iner-
tial and symmetric instabilities, with ‘pure’ buoyancy
and inertial instabilities (those existing in the absence
of basic-state shear) being limiting cases of symmetric
instability. However, the distinction between these insta-
bilities has been of interest to many authors, not least
because of the different growth rates and orientations of
the circulations resulting from their release.

Pizzamei et al. (2005) recently examined the inter-
action between upright and slantwise convection in a
frontal zone using an idealized modelling environment
(a two-dimensional cloud-resolving model). Convection
was artificially triggered in the frontal zone. Further trig-
gering was found to occur on both the warm and the cold
side of the frontal zone, and was forced by a spreading
cold pool arising from evaporation in the slantwise down-
draught. The initially upright plumes became tilted, as
�M adjustment led to multiply-banded clouds. Schultz
(2006) argued that the lack of a large-scale deforma-
tion field (which could continuously trigger ascent) in
these simulations was a critical omission, as large-scale
forcing is necessary for frontogenesis. In response, Gray
and Browning (2006) acknowledged the need to address
this issue and referred to the research work presented in
the present paper, which at the time was ongoing. The
dependence of banding in frontal zones on the large-
scale forcing is not known. Xu (1992) found (using a
viscous semi-geostrophic model) that a deformation flow
squeezes the multiple bands produced toward the front,
and stretches them along it, leading to merging of the
multiple bands into a single band. Fischer and Lalaurette
(1995b) found (in two-dimensional primitive-equation
model simulations of an observed case) that CSI is only
released for small deformation forcing, since confluence
rapidly shrinks the area fulfilling the criteria for CSI; they
concluded that the release of CSI is ‘not likely to occur
in active fronts’. They also concluded that �M adjust-
ment is more likely to occur in fronts than the release of
pure modal CSI. These studies demonstrate the need to
address this issue.

In this study, we use an idealized version of an oper-
ational (full-physics) forecast model, which has previ-
ously been used for frontal simulations with large-scale
forcing (Forbes, 2002; Dacre and Gray, 2006). The use
of an operational mesoscale model necessitates consid-
eration of implementation issues associated with such
models, particularly the representation of convection at
high resolution. Convection in nature occurs on spatial
scales similar to the grid spacings of current mesoscale
models (4–30 km). In the absence of a clear separation
of scale between the convective scales and grid scales
(so that a grid box does not contain many convective
clouds), the theory of parametrization breaks down, but
parametrization is still necessary to remove instability on
subgrid scales. This was recognized by Kuo et al. (1997)
in a review of parametrization in mesoscale models. The
behaviours of parametrized versus explicit treatments of

convection are dependent on the large-scale environment
and forcing (Done et al., 2006). Hence, in this study we
consider both parametrized and explicit representations
of convection.

The objectives of this study are to:

• simulate banded frontal clouds in an idealized version
of an operational forecast model;

• determine the mechanisms of interaction between
upright and slantwise convection;

• determine the dependence of banded frontal clouds
on the strength of deformational forcing, the low-
level baroclinicity and the representation of convection
(parametrized or explicitly resolved).

The model used, and its configuration, are described in
Section 2. The details of the simulations performed and
diagnostics used are described in Section 3. Results are
presented in Section 4: starting with the evolution of the
control simulation, followed by the dependence on large-
scale deformation strain and low-level baroclinicity, and
finishing with the dependence on the representation of
convection in the model. Discussion and conclusions are
given in Section 5.

2. Model and initialization

The model configuration closely follows that described in
Dacre and Gray (2006), but with a thermodynamic profile
based on an observed case.

2.1. Model description

The idealized version of the Met Office non-hydrostatic
Unified Model (version 5.3) is used. This model solves
non-hydrostatic deep-atmosphere dynamics using a semi-
implicit semi-Lagrangian numerical scheme (Cullen
et al., 1997). The model includes a comprehensive set
of parametrizations, including parametrizations for the
boundary layer (Lock et al., 2000), mixed-phase cloud
microphysics (Wilson and Ballard, 1999), and convection
(Gregory and Rowntree, 1990). The radiation scheme
is excluded, as radiation is unlikely to be important on
the time-scales relevant to this study (of the order of a
day). Thus the idealized version of the model includes
the same physics and dynamics as the operational
forecast model but with an idealized setup. The model
runs on a rotated latitude–longitude horizontal grid
with Arakawa C staggering, and a terrain-following
hybrid-height vertical coordinate with Charney–Philips
staggering. The model is on an f -plane, with a Coriolis
parameter appropriate for the latitude 55 °N (f = 1.19 ×
10−4 s−1). The domain is entirely over the sea, with a
uniform sea-surface temperature of 11 °C. A domain with
a horizontal grid spacing of 0.036° (approximately 4 km)
is used, with 180 × 180 grid points in the horizontal.
The vertical grid spacing increases with height from
the surface to the top of the model at 16 km. The
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model is run with 64 vertical levels; this gives a grid
spacing of 200–300 m in the mid-troposphere, with
higher resolution near the surface in the boundary layer.
This horizontal resolution is coarser than the optimal
resolution for resolving small-scale multiple slantwise
circulations (according to Lean and Clark (2003) and
Morcrette and Browning (2006)), but was chosen to make
these large-domain simulations manageable. Morcrette
and Browning (2006) found that simulations with 4 km
horizontal grid boxes produced circulations similar to
those obtained with finer resolutions, although they took
longer to evolve. Vertical resolution is also important.
Persson and Warner (1993) found that a maximum
horizontal grid spacing of 15 km, and a vertical grid
spacing of 170 m, were necessary to resolve the most
unstable linear CSI modes. They found that failure to
resolve these modes leads to weaker circulations with a
smaller growth rate. Lean and Clark (2003) note that they
would expect the numerical dissipation associated with
the least well-resolved direction (horizontal or vertical)
to dominate the solution of the model integration for the
Unified Model. For a 4 km grid spacing, the solutions
are dominated to an equal degree by the vertical and
horizontal resolutions for a vertical grid spacing of
approximately 150 m in the mid-troposphere (90 model
levels using their vertical grid).

2.2. Initial and boundary conditions

The initial thermodynamic profile is specified by defining
temperature and relative humidity at a series of heights.
It is idealized, but loosely based on the ana-cold-frontal
case of 10 February 2000, in which two stacked slant-
wise layers were observed in Doppler-radar observations
(Browning et al., 2001). This profile is chosen as one
for which multiple slantwise circulations can occur, but
the aim of these idealized experiments is not directly
to simulate the circulations observed. The profile used
(Figure 1) incorporates the slightly stable boundary layer,
capping inversion and moist troposphere observed. (An
idealized profile based on this observed case was also
used by Pizzamei et al. (2005) in their cloud-resolving
model simulations (see figure 2 in their paper). The pro-
file used here differs in that the depth of the inversion
has been reduced to more closely match that observed
(the deep inversion used by Pizzamei et al. led to unre-
alistically deep line convection, reaching 450 mb, in this
model), and the relative humidity was reduced slightly to
85% near the surface (the 95% relative humidity used by
Pizzamei et al. led to noisy relative-humidity fields).)

The along-front jet consists of a westerly wind increas-
ing from zero at the surface to a maximum value umax =
25 ms−1 at the tropopause (at around 10 km). The ver-
tical wind shear is specified to be a constant value k in
the lowest 2 km, decreasing linearly to zero at a specified
height zshear defined by

k = 2umax

2000 m + zshear
.

Figure 1. Tephigram of the initial atmospheric profile at the midpoint
of the domain (solid line is temperature, dashed line is dew point

temperature.

If zshear is less than 10 km, the wind speed is then
constant until 10 km. Above zshear (or 10 km, whichever
is the greater), the wind speed decreases linearly, reaching
zero at 16 km. For the control simulation, k = 0.005 s−1,
yielding zshear = 8 km. The peak jet speed is about half
that observed (54 ms−1 at 8 km). This reduced speed
is necessary to avoid inertial instability in the initial
conditions. The relatively strong wind shear at low levels
enables the adjustment of circulations in response to the
baroclinicity (the �M-adjustment process) despite the
relatively low peak jet speed, and is consistent with the
concept of a low-level jet as observed on 10 February
2000 (Browning et al., 2001). In the meridional direction,
the jet structure is given by

u(y, z) = u0(z)

2

(
1 − cos

(y + W/2)π

W/2

)
.

Here u(y, z) is the zonal wind; y is the meridional
distance relative to the centre of the domain; u0(z) is
the maximum zonal wind at height z; and W is the jet
width (700 km). The resulting jet structure is shown in
Figure 2(a). The meridional temperature gradient is cal-
culated from the thermal-wind relationship, and is added
to the model temperature and sea-surface-temperature
fields, yielding higher temperatures to the south of the
domain and lower temperatures to the north.

A deformation-strain field is applied to the front, given
by the stream function ψ = −αxy, where α is a con-
stant strain rate. The deformation field is constant from
the surface to 5 km, and decreases smoothly to zero at
10 km, following a tanh function. Above this height,
the deformation-wind strength is zero. The deformation-
wind field is constant in time. It is added to the jet-
wind field in the initial conditions (the initial deformation
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(a)

(b)

Figure 2. Initial conditions for the control simulation: (a) vertical section showing the zonal wind (ms−1); (b) wet-bulb potential temperature
(K) plotted with wind vectors for the deformation field (both at 1000 mb).

field and wet-bulb potential-temperature field at 1000 mb
are plotted in Figure 2(b)). The model has fixed lateral
boundaries, and is forced from the boundaries by cal-
culating the strength of the deformation strain and the
corresponding pressure at each time step as described in
Dacre and Gray (2006).

3. Methodology

3.1. Model simulations

A series of model simulations is performed to address
the objectives described in Section 1. The model param-
eters varied are: the strength of the deformation strain;
the representation of convection; and the strength of the
low-level baroclinicity as specified by the vertical wind
shear (Table I).

The deformation-strain rate is varied between 0.6 ×
10−5 s−1 and 1.4 × 10−5 s−1. Values of environmen-
tal deformation-strain rate for observed frontal-wave
cases typically lie within this range, or are weaker
(as determined using the domain-independent vorticity-
and-divergence-attribution method of Bishop and Thorpe
(1994a, 1994b) by Renfrew et al. (1997), Rivals et al.

Table I. Specification of model simulations.

Label Deformation
rate

(10−5 s−1)

Convective
parametri-

zation

Low-level
vertical

wind shear
(s−1)

CONTROL 1.0 off 0.005
WEAK DEF 0.6 off 0.005
STRONG DEF 1.4 off 0.005
CONV ON 1.0 on 0.005
CONV ON WEAK DEF 0.8 on 0.005
CONV MOD 1.0 modified 0.005
WEAK SHEAR 1.0 off 0.004
STRONG SHEAR 1.0 off 0.006

(1998), Chaboureau and Thorpe (1999) and Patoux et al.
(2005)). Weaker deformation strains failed to trigger
frontal convection in the model within a reasonable time
period.

The basic premise of convective-parametrization
schemes (that a grid box contains many clouds) is
not valid at the grid spacing used (4 km), but the
model is only able to revolve the coarsest features of
(relatively large-scale) clouds. This dilemma is currently
being addressed by operational high-resolution numerical
weather-prediction models. The effects of three possible
representations of convection are examined here: explicit
convection (no parametrization scheme); parametrized
convection using the mass-flux scheme of Gregory
and Rowntree (1990); and a modified version of this
convection scheme, developed by Roberts (2003), that
avoids the accumulation of high values of convective
available potential energy (CAPE) at the grid scale
(which can lead to unphysical ‘grid-point storms’). The
scheme of Gregory and Rowntree (1990) has a trigger
dependent on the initial parcel buoyancy, and a mass-
flux determined by a specified time-scale for adjustment
of CAPE (set here to the typical value of 30 min).
In the modified scheme, the CAPE-adjustment time-
scale is specified as an increasing function of CAPE;
this ensures that the largest values of mass flux occur
at the smallest spatial scales (i.e. where the CAPE is
largest). This modified scheme is currently used in the
operational 4 km version of this model. The default
(control) representation of convection presented here is
that in which the convective parametrization is turned off.
This choice is based on the findings of simulations with
these different representations of convection (described
in Section 4.4).

Finally, the low-level shear is increased and decreased
from its control value. This addresses the sensitivity
of the evolution to the (initial) strength of the front,
as defined by its low-level baroclinicity. Note that the
baroclinicity will change as the deformation field acts on
the front.
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3.2. Diagnostics

CSI, �M adjustment and density currents need to be
identified in the model simulations. The diagnostics used
are described here.

CSI is a type of MSI. Regions where MSI can
be realized are identified using diagnostics based on
the ‘vertically-integrated extent of realizable symmetric
instability’ (VRS) diagnostic of Dixon et al. (2002). The
VRS diagnostic gives the vertical extent of the regions
in the model where the atmosphere has MSI that can
be realized. Regions where the moist potential vorticity
(MPV) is negative are determined (a criterion for MSI),
with added constraints that remove regions that are also
convectively or inertially unstable (alternative causes of
negative MPV). Sufficient moisture and lift are also
required, so that the MSI can be realized. The criteria
applied here to determine regions of realizable MSI are:

• negative MPV < 0;
• convective stability – positive moist static stability;
• cloud – relative humidity greater than 95%;
• ascent – positive vertical velocity;
• inertial stability – positive absolute vorticity.

Grid points at which the above criteria are met are
classed as points with realizable slantwise instability
(RSI). We will assume in this paper that moist ascent
in a region of slantwise instability (i.e. a region of RSI)
is evidence of the release of that slantwise instability.
Dixon et al. (2002) defined the VRS diagnostic as the
number of levels between 1000 mb and 50 mb (with a
50 mb interval) at which the RSI criteria are met. Thus
the VRS diagnostic shows the vertically-integrated extent
of the regions where MSI can be realized. This represents
an advantage over the more commonly used slantwise
CAPE (SCAPE) diagnostic, which only shows regions
unstable to MSI by parcel ascent from a single origin
level. However, the disadvantage of the VRS diagnostic
is that, unlike SCAPE, it does not give any measure of the
degree of instability. Note that the constraint on relative
humidity is subjective (here we use the same value as
Dixon et al. (2002)). A less strict constraint (e.g. relative
humidity exceeding 90%) yields larger regions satisfying
the RSI diagnostic, so that our estimates of MSI release
could be considered conservative. However, this does not
affect the overall conclusions drawn in this paper.

Convective stability is measured using the moist static
stability calculated using the formula given in Durran
and Klemp (1982). This is the static stability for a sat-
urated atmosphere, so the MSI defined by these criteria
is CSI (rather than potential symmetric instability – see
Schultz and Schumacher (1999) for an explanation of the
differences between these two types of MSI). Absolute
vorticity is calculated on isobaric surfaces. Strictly speak-
ing, the absolute vorticity and RSI (through the MPV
term) should both be calculated using geostrophic rather
than full winds (as explained by Schultz and Schumacher

(1999) and implemented by Dixon et al. (2002)). How-
ever, the geostrophic wind (derived from the geopoten-
tial height) was found to be unacceptably noisy because
of grid-scale pressure fluctuations arising from gravity
waves, so the full wind is used instead. Shutts (1990) also
found model geostrophic winds to be unacceptably noisy.
He therefore used the full winds, rather than just the
geostrophic component, to calculate CSI (via the SCAPE
diagnostic). Further references relating to the sensitivity
of the calculation of MPV to the use of the full versus the
geostrophic winds can be found in Novak et al. (2006,
section 3b(3)).

Regions where slantwise adjustment is occurring
because of the �M-adjustment process are identified as
regions where there is inertial instability. These can be
diagnosed as regions of negative absolute vertical vortic-
ity for positive (Northern-Hemisphere) Coriolis param-
eter (e.g. Knox, 2003). By using inertial instability as
our diagnostic for �M adjustment, we assume here that
this inertially-unstable region is generated by vertical
ascent (either forced or through the release of convec-
tive instability) in a baroclinic environment (the defi-
nition of Fischer and Lalaurette (1995b)). Xu (1986a,
2004) has shown that the release of two-dimensional CSI
(∂/∂y = 0) can generate localized regions of negative
∂v/∂x (and hence potentially negative ζ = f + ∂v/∂x)
on the cold side of the upper part of the generated cir-
culation. This suggests that the release of CSI may theo-
retically generate localized regions of inertial instability,
and this possibility must be excluded from our analysis.

Density (or gravity) currents arising as spreading low-
level cold pools generated by convection are identified as
localized regions of reduced virtual potential temperature
θv. This is (very nearly) a conserved variable in unsatu-
rated air, and directly related to density. A comparison
of two air masses (at the same pressure) with differing
θv thus gives a comparison of their densities. The speed
of a density current is proportional to the square root of
the difference in θv between the density current and the
environment (e.g. Droegemeier and Wilhelmson, 1985).
Smith and Reeder (1988) note that ‘when precipitation
occurs at, or near, the front, the “front” is likely to be rein-
forced at the surface by cold air outflow associated with
the evaporation of precipitation and could be expected to
have the local structure of a gravity current’.

4. Results

4.1. Evolution of control simulation

The evolution of frontal convection and the mechanisms
driving it are described here for the control simulation
(CONTROL – see Table I). The triggering of line convec-
tion and development of a wide frontal rain band to the
cold-air side (north) of the line convection are depicted
by means of the evolution of relative humidity at 750 mb
(Figure 3). Convection (defined here as relative humidity
exceeding 90%) is triggered along the surface front at
about 10 h into the simulation. This triggering occurs
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A

B

(a) (b)

(c) (d)

Figure 3. Relative humidity at 750 mb, for the control simulation (CONTROL), after: (a) 15 h; (b) 20 h; (c) 25 h; (d) 30 h. The dashed box in (a)
shows the domain used for the Hovmüller plots (Figures 5 and 8) and for Figures 6 and 10. The solid line A–B in (a) shows the location of the

cross section plotted in Figure 4.

initially on the east side of the domain, but by 15 h
convection has been triggered across the entire domain
(Figure 3(a)). The surface winds are strongest to the east
of the domain, because of the combined effects of the
deformation field and the zonal jet. The profile moistens
at low levels as surface fluxes enhance instability. The
more rapid moistening to the east of the domain causes
the convection to be initiated there within the band of
highest low-level specific humidity that lies parallel to the
front (CAPE values are about 160 J kg−1 in the region
of triggering, slightly less than the peak values of about
210 J kg−1 lying in a band to the south of this). The

broad convection region along the western boundary of
the domain (within 160 km of that boundary at 15 h) is
not frontal in nature. It is triggered along that boundary
by circulations that develop from inconsistencies due to
the fixed lateral boundary conditions (these inconsisten-
cies were also noted by Dacre and Gray (2006) using a
very similar model configuration). It slowly moves into
the domain, and will be neglected when addressing the
questions posed in this study. The narrow rain band of
intense convection (highest relative humidity) compris-
ing the line convection is coherent across the domain, but
can be seen to be composed of shorter line elements. This
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breakup into line elements is characteristic of line con-
vection, and is in nature attributed to horizontal shearing
instability on the strongly-sheared edge of the low-level
jet that occurs ahead of the front (James and Browning,
1979; Hobbs and Biswas, 1979). Explicit representation
of convection in mesoscale models also leads to a ten-
dency for convection to appear more discretized.

Regions of cloud can be seen to extend northeastwards
from the frontal line elements, resulting in frontal bands
(Figure 3(a)). This is anticlockwise from the direction of
the westerly thermal wind. As the simulation evolves,
these form a broad region of cloud to the north of the
line convection (Figure 3(b)). At later times, this cloud
band appears to be separated from the line convection
at this level by a region of reduced relative humid-
ity (Figure 3(c,d)). The line convection remains active
throughout the time period shown in Figure 3, as it can
be continuously identified as a region of very high rela-
tive humidity. The line moves slowly southwards during
the period shown (by about 30 km over 15 h).

The mechanism leading to the formation of frontal
bands is identified by examining the evolution of one of
these bands (Figure 4). The location of the cross section
plotted is marked on Figure 3(a). The cross sections

show regions of cloud, �M adjustment and CSI release
at hourly intervals, using the diagnostics of relative
humidity, absolute vorticity and RSI respectively (the
latter two diagnostics are defined in Section 3.2). Grid
points satisfying the criteria for RSI are labelled with the
value 1 (grid points not satisfying the criteria have the
value zero), but the contour shown corresponds to 0.1,
to allow for the interpolation necessary to produce these
oblique cross sections and to emphasize the small-scale
regions satisfying this diagnostic. This explains why there
are regions of RSI that overlap with inertially-unstable
regions in these cross sections, despite the requirement
that grid points satisfying the RSI diagnostic be inertially
stable.

Note that during this period the band does not
have a significant component of motion normal to the
cross section shown. At 14 h, there are two upright
clouds, separated by a region of relatively dry air
due to evaporatively-driven convective downdraughts
(Figure 4(a)). Note that the top of the convection reaches
600 mb, the level of the inversion in the local ther-
modynamic profile (this is slightly higher than the
inversion in the initial conditions at the centre of the
domain, Figure 1); this inversion thus caps the cloud.

A B

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4. Vertical cross sections of relative humidity (shading), �M adjustment (solid contour indicates zero absolute vorticity) and CSI release
(dashed contour shows regions satisfying the criteria of the RSI diagnostic – the contoured value is 0.1 because of the interpolation necessary
for the cross section), for the control simulation (CONTROL) at hourly intervals from (a) 14 h to (i) 22 h. The location of the cross section is

marked in Figure 3(a); the limits of the cross section (A and B) are marked on panel (g).
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These clouds merge to form a continuous cloud band
at mid-levels, and a slantwise extension occurs towards
the cold air (right-hand side of sections, Figure 4(b)).
The base of the right-hand cloud moves into the
cold air (Figure 4(a–h)), with a reinvigoration at 18 h
(Figure 4(e)) associated with an enhancement of the
low-level relatively-dry air, before becoming detached
from the surface at 22 h (at least in this cross sec-
tion, Figure 4(i)). The base of the left-hand cloud moves
towards the warm air (left-hand side of sections) dur-
ing the period shown, though not continuously, and is
reinvigorated at the end of this period (Figure 4(i)).
The slantwise extension of the cloud band is occur-
ring in an inertially-unstable region arising from sub-
geostrophic momentum anomalies. The large coherent
regions of inertial instability, co-located with the entire
slantwise-ascending region, appear to have been gener-
ated by upright ascent in the baroclinic zone, so satisfy-
ing the definition of the �M-adjustment process. These
inertially-unstable regions are stable to moist instability
(not shown). Grid points satisfying the RSI diagnostic
exist, but, unlike the grid points with inertial instabil-
ity, they do not form coherent regions co-located with
the slantwise cloud. This implies that �M adjustment is
the mechanism leading to the slantwise extension of the
cloud band (as found in the model simulations of Fischer
and Lalaurette (1995b) and Pizzamei et al. (2005)).

The relationship between the low-level vertical motion
and cold pools formed by evaporating downdraughts
driven by the convection is explored using Hovmüller
plots of vertical velocity w and of θv (Figure 5). These
plots show how the zonally-averaged fields evolve with
time in the cross-frontal direction. The advantage of per-
forming zonal averaging is that variability due to individ-
ual convective plumes and line elements is smoothed; the
disadvantage is that apparent multiple banding in the w

plots must be treated with caution, as the frontal convec-
tion is not entirely zonal but composed of line elements
that are meridionally separated (Figure 3). The zonal
averaging is performed across the region marked by the
dashed box in Figure 3(a). The deformation field leads
to a slow strengthening of the front, and strong ascent is

triggered at 11 h. This ascent is co-located with convec-
tion (not shown). Triggering occurs on the warm edge of
the strong θv gradient, and thus along the line where the
front would be analysed. By 14 h, a cold pool has been
generated at the surface (as seen by the rapid cooling
in the region of strong ascent). This cold pool spreads
in the cross-frontal direction with time. This spreading
is more clearly seen towards the warm air, because of
the enhancement of the temperature gradient, but it also
occurs towards the cold air, as can be seen by a reduction
in the speed of southerly advancement of the cold air. The
cold pool dissipates at about 24 h. The line convection
that generates the cold pool appears as two strong ascent
regions 20–30 km apart that move towards the warm air
between about 15 h and 30 h. This apparent double band
is a consequence of the zonal averaging. A signal can
also be seen moving towards the cold air. This signal is
initially one of strong ascent, but over time it becomes a
noisy signal of ascending and descending regions. This
ascent is ahead of and driven by the spreading cold pool,
as seen in the cross sections shown in Figure 4. This
movement stops at about 24 h, at a cross-frontal distance
of about 260 km, after which time a broad band of weak
ascent moves from this point towards the warm air. This
ascent is associated with an outbreak of shallow upright
convection (about 1 km deep) until near the end of the
simulation, when it becomes adjacent to the line con-
vection and associated with a low-level slantwise band
(see Section 4.2 for more details). Finally, the rapidly-
moving signals primarily of descent (but also of slightly
less coherent ascent) moving into both the cold and the
warm air can be attributed to gravity waves. These are
moving at speeds of about 13 ms−1 in this simulation.

4.2. Sensitivity to deformation strain

Key features of the sensitivity of the frontal precipitation
to deformation-strain rate are shown by the evolution of
the average rainfall rate over the frontal region (Figure 6).
An initial burst of intense rainfall occurs in the three sim-
ulations shown in which the convective-parametrization
scheme is not active (CONTROL, STRONG DEF and WEAK DEF).
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Figure 5. Hovmüller plots, for the control simulation (CONTROL), of: (a) vertical velocity at 250 m (ascent shown by filled contours at
0.005 ms−1, 0.01 ms−1, 0.05 ms−1, 0.1 ms−1 and 0.5 ms−1, and descent shown by unfilled contours at −0.1 ms−1, −0.05 ms−1, −0.01 ms−1

and −0.005 ms−1); (b) virtual potential temperature at the lowest model level (31 m) (contour interval 0.5 K). The plot is calculated by assuming
a zonal front and averaging across the region 240–640 km in the along-front direction (the domain is marked in Figure 3(a)).
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Figure 6. Time series of the area-averaged precipitation rate (para-
metrized plus explicitly-resolved) within the region 240–640 km (zonal
direction) by 40–360 km (meridional direction) (total of 8181 grid
points – domain marked in Figure 3(a)). Simulations are those with
deformation rates of 1.4 × 10−5 s−1 (STRONG DEF, short-dashed line),
1.0 × 10−5 s−1 (CONTROL, dotted line), 0.6 × 10−5 s−1 (WEAK DEF,
solid line), 1.0 × 10−5 s−1 with convective-parametrization scheme
active (CONV ON, long-dashed line), and 1.0 × 10−5 s−1 with modi-
fied convective-parametrization scheme active (CONV MOD, dash-dotted

line).

After about 6 h, this burst dies away and a relatively
constant average rainfall rate occurs. This relatively con-
stant rate is similar for all the simulations shown (inde-
pendent of the deformation rate applied and convective
parametrization). The dependence of the banded frontal
clouds on the representation of convection in the model
is discussed in Section 4.4. The timing of the onset of
precipitation is strongly controlled by the deformation
rate applied, with a stronger rate leading to earlier onset.

This is a consequence of the stronger low-level winds,
which lead to a more rapid moistening of the low-level
thermodynamic profile.

The cloud bands formed are more coherent in the pres-
ence of stronger deformation-strain rate. Figure 7 shows
the relative humidity at 750 mb for the simulations with
deformation-strain rates of 1.4 × 10−5 s−1 (STRONG DEF)
and 0.6 × 10−5 s−1 (WEAK DEF), for comparison with the
control simulation (CONTROL) shown in Figure 3. The
times selected for Figure 7 are just after the peak in
the initial burst of rainfall (see Figure 6) for the corre-
sponding simulations, and thus should be compared to the
control simulation at the time shown in Figure 3(a). The
later onset of convection for weaker strain rates results in
a larger proportion of the domain being affected by the
broad convective feature that advects in from the western
boundary. However, line convection and a wide frontal
cloud band (predominantly to the cold-air side of the
line convection) can be seen in all three simulations. The
banding is more zonal in nature in the simulations with
higher strain rates, and appears somewhat less broken up
into individual line elements.

The effect of changing the strain rate on the move-
ment of the bands and the associated cold pools can
be seen by comparing the Hovmüller plots of w and θv

calculated for the CONTROL and STRONG DEF simulations,
shown in Figures 5 and 8 respectively. The correspond-
ing Hovmüller plot for the WEAK DEF simulation is not
calculated, as the cloud band is not zonally coherent over
the averaging region chosen and the late onset of convec-
tion limits the time over which the bands can be studied.
The same basic features are present in both Hovmüller
plots: convective triggering (inferred from strong ascent)
shortly followed by the generation of a surface cold pool

(a) (b)

Figure 7. Relative humidity at 750 mb, for the simulations with: (a) a deformation rate of 1.4 × 10−5 s−1 (STRONG DEF) after 12 h; (b) a
deformation rate of 0.6 × 10−5 s−1 (WEAK DEF) after 25 h.
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Figure 8. As Figure 5, but for the simulation with a deformation rate of 1.4 × 10−5 s−1 (STRONG DEF).

that spreads in the cross-frontal direction; movement of
the main convective band into the warm air; some short-
term convective-band movement into the cold air; and
rapidly-moving gravity waves. The stronger strain rate
leads to the more rapid contraction of the θv contours
(frontogenesis) seen in Figure 8(b). Consequently, trig-
gering occurs slightly further north in the simulation
with stronger strain rate. The cold pool triggered in this
simulation is more intense (the θv gradient is stronger)
and longer-lasting. However, the speed of the main con-
vective band (and cold pool) is less in the simulation
with stronger deformation. Estimates of the cloud-band
speeds during the time when the strong cold pool is
present are 0.6 ms−1 and 1.0 ms−1 for the STRONG DEF

and CONTROL simulations respectively (from Figures 5(a)
and 8(a)). This result appears to contradict the theoretical
proportionality between the speed of a density current and
the square root of the difference in θv between the den-
sity current and the environment (for otherwise-similar
cold pools) stated in Section 3.2. This suggests that there
are two competing processes controlling the cold-pool
spreading: on the one hand, a stronger deformation rate
generates more intense convection, leading to a more
intense cold pool that spreads faster; and on the other
hand, a stronger deformation rate inhibits the cold pool
from spreading through stronger low-level cross-frontal
convergence. In these simulations, the latter processes
wins. This hypothesis is confirmed by experiments with
different low-level shear, described in Section 4.3.

Multiple bands of precipitation form in the simulation
with the strongest strain rate (STRONG DEF, Figure 9). At
19 h, two bands of precipitation exceeding 100 km in
length exist parallel to and to the north of the line
convection. The band spacing is about 60 km, which is
within the large range measured in observational studies
(e.g. Lagouvardos et al., 1993, table 1). The signature of
these bands can also be seen in the Hovmüller plot of
w (Figure 8). The more northerly band persists for only
about 2–3 h (in w and in precipitation (not shown)).
The mechanism that triggers this band is not clear. The
middle band forms along, and moves with, the northern
edge of the expanding cold pool that is generated by
the line convection. It is distinguishable from the line
convection (as a distinct precipitation band) at about

15 h, and moves northwards until about 18 h, before
dissipating at about 21 h (at a cross-frontal distance
of about 220 km and about 50 km north of the line
convection). A band of precipitation moving with the cold
pool is also seen with weaker strain rates (for example,
in the CONTROL simulation), but a third band is not seen
in these simulations.

The role of the release of CSI in the simulations
is quantified by determining the evolution of the total
number of grid points (in the banding region) satisfying
the RSI diagnostic (Figure 10). This is determined for
simulations with five values of the strain rate, ranging
from 0.6 × 10−5 s−1 to 1.4 × 10−5 s−1. Vertically, the
RSI diagnostic is calculated on 20 pressure levels spaced
50 mb apart. The onset of convection (as shown by the
time series of precipitation in Figure 6) occurs at the same
time as the generation of realizable CSI (as measured by
the number of points satisfying the RSI diagnostic). This
is then maintained at an approximately constant value – a

Figure 9. Rainfall rate for the simulations with a deformation rate of
1.4 × 10−5 s−1 (STRONG DEF) after 19 h.
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Figure 10. Time series of the number of grid points satisfying the
RSI diagnostic within the depth of the atmosphere (calculated on
pressure levels spaced every 50 mb between 1000 mb and 50 mb) and
the region 240–640 km (zonal direction) by 40–360 km (meridional
direction) (total of 8181 grid points – domain marked in Figure 3(a)).
The simulations are those with deformation rates of 1.4 × 10−5 s−1

(STRONG DEF, short-dashed line), 1.2 × 10−5 s−1 (dash-dotted line),
1.0 × 10−5 s−1 (CONTROL, dotted line), 0.8 × 10−5 s−1 (long-dashed

line), and 0.6 × 10−5 s−1 (WEAK DEF, solid line).

plateau stage – before increasing towards the end of the
simulations (the onset of the increase ranges between
about 27 h and 32 h). Note that the inertial instability is

remarkably consistent between the different simulations
beyond 24 h for simulations with varying low-level shear
(see Figure 12(b)) and deformation rate (not shown). The
period of constant RSI coincides with the time when the
line convection is active (as inferred from the presence of
the cold pool, seen in Figures 5 and 8, for example). For
the WEAK DEF simulation, the number of points satisfying
the RSI diagnostic does not go through a plateau stage,
but gradually increases to a value similar to those of the
other simulations. The summed RSI is very similar at the
end of all five simulations.

The summed RSI diagnostic shows a consistent evolu-
tion for all the simulations, independent of the strain rate.
However, this simple summation does not provide infor-
mation on the spatial distribution of grid points satisfying
the RSI diagnostic. It is more likely that the release of CSI
will result in slantwise circulations if there are coherent
regions (rather than isolated grid points) satisfying this
diagnostic. There are no coherent regions satisfying the
RSI diagnostic in the vertical cross sections taken from
the CONTROL simulation shown in Figure 3. However,
coherent low-level regions satisfying the RSI diagnostic
develop towards the end of all the simulations represented
in Figure 10, coinciding with an increase in the number
of grid points satisfying this diagnostic. These coherent
regions can be seen in the top panels of Figure 11 for the
stronger-deformation simulation (STRONG DEF). They form

B

A

A B

(a) (c) (e)

(b) (d) (f)

Figure 11. Horizontal sections at 900 mb at (a) 28 h, (c) 30 h and (e) 32 h, and vertical cross sections at (b) 28 h, (d) 30 h and (f) 32 h, for
the simulation with a deformation rate of 1.4 × 10−5 s−1 (STRONG DEF), showing relative humidity (shading), �M adjustment (solid contour
corresponding to zero absolute vorticity in the lower panels only), and CSI release (contours showing regions satisfying the criteria of the RSI
diagnostic, with contoured values of 1 for horizontal sections (solid contours) and 0.1 for vertical sections (dashed contours) because of the
interpolation necessary for the cross sections). The location of the cross section is marked on the upper panels, and labelled A–B in panel (a).

The limits (A and B) are marked beneath panel (b).
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a line to the cold-air side of the line convection at around
900 mb, and are associated with a cloud band that forms
below the main slantwise-ascending band extending from
the line convection (bottom panels of Figure 11). The
main slantwise-ascending band occurs in an inertially-
unstable region, and can be attributed to �M adjustment
(as was also inferred for the control simulation). By con-
trast, the low-level band occurs in a region that is primar-
ily diagnosed as undergoing CSI release. The evolution
of one of the bands is shown between 28 h and 32 h
in Figure 11. During this time interval, the cross section
shown lies along the same band (the bands are related to
discrete line-convection elements along the front). The
ascent associated with the low-level bands can be seen
immediately to the cold-air side of the strong ascent asso-
ciated with the line convection in the Hovmüller plots
(Figures 5 and 8). The time when weak ascent appears
immediately adjacent to the strong ascent is around the
time at which the summed RSI diagnostic increases sig-
nificantly (and at which the low-level bands first appear
in the relative-humidity field (not shown)).

4.3. Sensitivity to low-level baroclinicity

The dependence of the movement of the bands and the
associated cold pools on the initial strength of the low-
level shear can be determined by comparing Hovmüller
plots calculated for the WEAK SHEAR and STRONG SHEAR

simulations (not shown) with that for the CONTROL simu-
lation (Figure 5). The strength of the deformation field is
the same in these simulations. Stronger low-level shear is
associated with stronger initial cross-frontal gradients in
θv, as expected from thermal wind balance. It also leads
to earlier triggering of convection, enhanced cold pools
(stronger θv gradients) and more rapid movement of the
main convection band (and cold pool) into the warm air
(estimated cloud-band speeds during the time when the
strong cold pool is present are 0.8 ms−1, 1.0 ms−1 and
1.2 ms−1 for the WEAK SHEAR, CONTROL and STRONG SHEAR

simulations respectively). The earlier onset of convection
with stronger low-level shear is a consequence of the
stronger low-level winds. The hypothesis (proposed in
Section 4.2) that stronger strain rates inhibit the spread-
ing of the cold pool (and that this process overcomes the
theoretical faster spreading of a more intense cold pool
in the absence of deformation strain) is supported by the
finding that more intense cold pools do indeed spread
faster given the same strain rate.

The strength of subgeostrophic momentum anoma-
lies generated by the line convection is controlled by
the low-level shear, since the height of the convec-
tion is capped by the mid-level tropospheric inver-
sion (Figure 1). Stronger momentum anomalies are asso-
ciated with more inertial instability, and thus result
in stronger slantwise circulations as that instability is
released (�M adjustment). This dependence can be seen
in time series of the horizontal divergence at cloud top
(Figure 12(a)) and the mid-tropospheric inertial instabil-
ity (Figure 12(b)) for simulations with varying initial

low-level shear (but the same deformation-strain rate).
Stronger cloud-top divergence (implying stronger slant-
wise adjustment at cloud top) and stronger inertial insta-
bility are both associated with stronger initial low-level
shear. Simulations with stronger initial low-level shear
also have stronger low-level shear at the time of convec-
tive initiation (not shown). Note that the inertial insta-
bility peaks at about the time of strongest precipitation
(compare the CONTROL time series of precipitation in
Figure 6 and inertial instability in Figure 12(b)) before
asymptotically approaching an approximately constant
value. This reduction in inertial instability implies that it
is being released, and hence contributes to the cloud-top
divergence. Increased release of CSI may also contribute
to the stronger cloud-top divergence found with stronger
low-level shear. Figure 12(c) shows a relatively weak but
consistent increase in CSI release (as quantified by the
number of grid points satisfying the RSI diagnostic) with
low-level shear. However, since there are no coherent
regions satisfying this RSI diagnostic co-located with the
slantwise cloud (as shown for the control simulation in
Figure 4), it is likely that �M adjustment dominates dur-
ing the early part of the simulations. This is consistent
with the paradigm of slantwise circulations being driven
by �M adjustment early in the simulations, followed
later on by the release of CSI.

4.4. Sensitivity to convective parametrization

The activation of a convective parametrization (in either
the standard or the modified form) leads to earlier pre-
cipitation onset (for the same deformation-strain rate),
with the earliest onset occurring with the modified
scheme (Figure 6). This is advantageous as it reduces
the extent of the domain contaminated by the artificial
features attributed to the fixed lateral boundaries. Unlike
in the simulations without a convective-parametrization
scheme, an initial rainfall burst does not occur with
the standard scheme. A burst is seen with the modi-
fied scheme, but of much reduced magnitude compared
to the simulations without a convective parametrization.
The initial burst of intense rainfall occurs because, in the
absence of a parametrization scheme, triggering will not
occur until the convective instability has become suffi-
ciently large that showers as large as, or larger than, the
grid spacing form. This leads to the buildup of large val-
ues of CAPE prior to convection, and delays the onset
of convection. The use of a convection scheme prevents
this buildup, as it attempts to represent showers on all
scales. At onset, the rainfall is mainly attributable to
the parametrization scheme. This preconditions the atmo-
sphere in such a way that a rainfall burst does not occur
when the convection begins to be resolved explicitly. The
modified scheme forces explicit convection in the most
unstable regions, and so leads to the explicit represen-
tation of some convection that is parametrized with the
standard scheme; hence, a small initial burst of rainfall
occurs.
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Figure 12. Time series of: (a) average divergence at 700 mb; (b) average inertial instability over levels 900–500 mb inclusive (50 mb interval),
calculated as average absolute vorticity for grid points where the absolute vorticity is negative; (c) number of grid points satisfying the RSI
diagnostic within the depth of the atmosphere (calculated on pressure levels spaced every 50 mb between 1000 mb and 50 mb). The simulations
plotted have different values of initial low-level shear: STRONG SHEAR (solid line); CONTROL (dotted line); WEAK SHEAR (dashed line). All panels
are calculated for the region 240–640 km (zonal direction) by 40–360 km (meridional direction) (total of 8181 grid points – domain marked in

Figure 3(a)).

The analysis of the sensitivity of banded frontal clouds
to deformation strain presented in this paper is based
on simulations without a convective-parametrization
scheme, despite the advantages of using such a scheme,
described above. The reason for this is that a known
problem with the use of this scheme in this model at
this resolution was found to arise (Roberts, 2003; Done
et al., 2006). Arcs of precipitation from the convection
scheme formed and moved into the warm air. These can
be seen by comparing the parametrized (convective) rain-
fall rate from the CONV ON WEAK DEF simulation at two
different times (Figure 13(c)). These arcs are not obvi-
ous in the total rainfall rate, as this is dominated by the
explicitly-resolved (large-scale) rainfall (Figure 13(b)).
However, regions of explicitly-resolved rainfall are co-
located with the regions of most intense parametrized
rainfall. Hence, the use of a convection scheme also
leads to less coherent line convection (compare pan-
els (a) and (b) of Figure 13, which show total rainfall
rates at comparable times relative to the peak rainfall
rate). Roberts (2003) attributes these arcs to a self-
sustaining interaction between the convection scheme

and the model dynamics, and finds that they lead to
rainfall in the wrong place and incorrectly remove con-
vective instability in case-study simulations. In a case-
study simulation using the Unified Model, triggering of
the convective scheme was found to cool the atmo-
spheric profile and generate a surface cold pool. Con-
vergence and ascent ahead of this cold pool destabilized
the atmosphere and triggered further convection. This
cooled the region ahead of the cold pool and advanced
it forward. This is a physically reasonable response,
but the downdraught cooling occurred too quickly com-
pared to convective clouds in nature, leading to the
formation of arcs that were not observed. Bukovsky
et al. (2006) attributed similar spurious precipitation fea-
tures to similar mechanisms in the NCEP North Amer-
ican Mesoscale model. These effects are also appar-
ent when using the modified convection scheme (not
shown). Hence, despite the delayed and too-intense onset
of convection in the simulations without a convection
scheme, it was concluded that these simulations were
more physically realistic than the equivalent simulations
using a convection scheme.
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(a) (b) (c)

Figure 13. (a) Rainfall rate for the CONTROL simulation at 15 h (contours at 1 mm h−1, 10 mm h−1 and 20 mm h−1). (b) Rainfall rate
(parametrized plus explicitly-resolved) for the simulation with a deformation rate of 0.8 × 10−5 s−1 and with the convective-parametrization
scheme active (CONV ON WEAK DEF) at 16 h (contours at 1 mm h−1, 10 mm h−1 and 20 mm h−1). (c) Parametrized rainfall rate for the same
simulation as shown in (b) at 16 h (shaded for values exceeding 0.2 mm h−1) and 20 h (contour at 0.2 mm h−1). For clarity, only the southern

part of the domain is shown (rainfall rates are negligible in the remainder of the domain).

4.5. Comparison with other idealized studies

This duality in the mechanisms leading to slantwise
circulations was also found in the idealized dry two-
dimensional numerical-model simulations of Morcrette
and Browning (2006). They found that small regions of
symmetric instability formed below the �M-adjustment
updraught, and that a second updraught formed in the
region where this instability was being released. They
speculate that symmetric instability is also forming in the
�M-adjustment region but that it is being removed by the
upright convection and �M-adjustment process in such a
way that large regions of instability cannot be diagnosed.
This is consistent with the isolated regions found to
satisfy the RSI diagnostic here in the main slantwise-
ascending band (see, for example, Figures 4 and 11
(lower panels)). As noted by Morcrette and Browning
(2006), the �M-adjustment process as described by Holt
and Thorpe (1991) or Fischer and Lalaurette (1995b)
cannot explain the low-level circulation.

These results differ from those found in other idealized
modelling studies. Knight and Hobbs (1988) simulated a
cold front forced by shear deformation in a moist two-
dimensional primitive-equation model. A region of neg-
ative equivalent PV is lifted by the ageostrophic frontal
circulation, and is associated with the development of a
slanting (wide cold-frontal) rain band extending towards
the cold air. Further rain bands form through conver-
gence behind the rearmost rain band (that furthest from
the region of line convection), and intensify as they move
into the region of negative equivalent PV (in simulations
with sufficient resolution). This development is similar
to the three-stage process of frontal rain-band develop-
ment suggested by Bennetts and Hoskins (1979) and
referred to by Xu (1986a) as ‘downscale development of
CSI’, except that Knight and Hobbs attribute the initial
formation of the additional rain bands to mid-level con-
vergence, whereas Bennetts and Hoskins attribute their
formation to the release of conditional gravitational insta-
bility generated by the release of CSI. In our simulations,
we attribute the formation of the main slantwise band
to the release of inertial instability. Knight and Hobbs
(1986) find positive absolute vorticity in the region of

their bands, and attribute the formation of the main slant-
wise band to the release of CSI. We also find additional
convection occurring in the cold air, but find it to be
forced by convergence in the boundary layer, rather than
at mid-levels as in Knight and Hobbs (1988).

Xu (1986a, 1986b, 1989, 1992) has investigated
the possible roles of CSI in the formation of frontal
rain bands using linear and nonlinear theory, the
Sawyer–Eliassen equation, and a semi-geostrophic
model. He finds that the release of pure CSI can
produce single or multiple rain bands, but that it is
difficult to explain long-lasting rain bands using the
theory (Xu, 1986a, 1986b). Two-dimensional case-study
simulations by Fischer and Lalaurette (1995a) also
yielded a small growth rate of the CSI perturbation,
implying that interactions with frontal forcing may be
expected. Single (but not multiple) bands can occur
when frontal forcing is combined with small positive
geostrophic MPV (Emanuel, 1985; Thorpe and Emanuel,
1985). Multiple bands can occur when geostrophic frontal
forcing is combined with negative geostrophic MPV
(for sufficiently widespread forcing, and MPV that is
sufficiently negative but not so negative as to initiate the
release of viscous CSI) (Xu, 1989). Xu (1992) shows that
a feedback can occur between moist circulation bands and
geostrophic forcing anomalies, through the generation of
mesoscale geostrophic potential-vorticity anomalies. This
leads to multiple fine moist banding when this feedback
generates banded structure in the forcing and geostrophic
potential-vorticity fields. Xu (1989, 1992) finds that
slantwise banding occurs, with the bands sloping towards
the cold air, and multiple bands occur on the warm
side of the region of maximum geostrophic forcing and
the primary (strongest) band. This pattern of banding
relative to the primary band, attributed to CSI release, has
also been found in two-dimensional primitive-equation-
model case-study simulations with moderate (but not
strong) frontal forcing (Fischer and Lalaurette, 1995b).
In our simulations, multiple banding occurs on the cold
side of the surface frontal region and the primary band.
The surface frontal region is on the warm side of the
region of maximum geostrophic forcing in the initial
conditions (see Figure 2), so the multiple banding may
be occurring on the warm side of the region of maximum
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geostrophic forcing, as in Xu (1989, 1992) (determination
of the geostrophic winds is problematic – see Section 3).
However, the location of the multiple bands relative to
the primary band here suggests that the mechanism found
by Xu (1989, 1992) is not acting in this case.

5. Conclusions

Experiments have been performed using an idealized ver-
sion of an operational forecast model to determine the
mechanisms of interaction of upright and slantwise con-
vection in banded frontal clouds, and their dependence on
the strength of the deformational forcing, the low-level
baroclinicity and the model representation of convection.
Two mechanisms of frontal banding are considered: the
release of CSI, identified using a diagnostic based on the
VRS diagnostic of Dixon et al. (2002); and �M adjust-
ment due to the inertial adjustment of mid-tropospheric
subgeostrophic momentum anomalies (identified using
absolute vorticity). Convective triggering through forced
ascent at the leading edge of travelling cold pools is also
identified.

The use of an idealized version of a high-resolution
operational model (with 4 km horizontal grid boxes)
implies that the findings should be applicable to oper-
ational forecasts, and distinguishes this work from other
studies of banded frontal clouds or circulations that have
used much more simplified idealized models (e.g. Xu,
1989, 1992; Holt and Thorpe, 1991; Jones and Thorpe,
1992; Morcrette and Browning, 2006) or case studies
with coarser resolution (e.g. Nicosia and Grumm, 1999;
Mathur et al., 1999; Schultz and Knox, 2007; Wolfsberg
et al., 1986).

Line convection is triggered along the front. Slantwise
bands extend from the top of the line-convection ele-
ments into the cold air. These frontal bands are advected
by the along-front flow, and so become oriented north-
eastwards, anticlockwise from the westerly thermal wind.
This early slantwise banding is primarily attributed to
�M adjustment. A second low-level band forms later in
the simulations, and is attributed to the release of CSI.
These findings are consistent with those of the ideal-
ized dry two-dimensional numerical-model simulations
of Morcrette and Browning (2006). The gently-sloping,
vertically-stacked circulations observed towards the end
of the simulations also resemble those observed in the
case upon which the initial conditions were loosely based
(Browning et al., 2001, figure 7), although this does not
necessarily imply that they have been generated by the
same mechanisms. The lateral spreading of the cold pool
generated by the line convection triggers further upright
convection in the cold air. These plumes intersect the
upper-level slantwise band, and the resulting �M adjust-
ment is likely to enhance the band. This behaviour was
also found in the two-dimensional cloud-resolving model
simulations of Pizzamei et al. (2005). However, unlike in
this study, those simulations showed no evidence of the
release of CSI.

Enhanced deformational strain is found to lead to ear-
lier onset of convection and more coherent line convec-
tion. A stronger cold pool is generated, but its speed is
reduced relative to that seen in experiments with weaker
deformational strain, because of inhibition by the strain
field. Three precipitation bands exist for about 2–3 h in
the experiment with the strongest deformation strain; the
spatial structure of these bands is consistent with those
typically seen observationally. Stronger cold pools and
earlier convective onset are also found for increased low-
level baroclinicity in the initial conditions. Enhanced low-
level baroclinicity also leads to the generation of more
inertial instability by line convection (for a given capping
height of convection), a weak increase in CSI release, and
consequently greater strength (and, potentially, horizontal
extension) of the slantwise circulations formed by �M

adjustment. If a stronger deformation-strain field leads
to stronger low-level baroclinicity at the time of convec-
tive initiation, then stronger slantwise circulations should
also be associated with stronger deformation-strain fields
(though it has not been possible to prove this with the
simulations analysed here).

These conclusions are based on experiments without
a convective-parametrization scheme. Experiments using
the standard or a modified scheme for this model demon-
strate known problems with the use of this scheme at
the awkward 4 km grid length used in these simula-
tions. These findings highlight the difficulties in repre-
senting frontal convection and banding in operational
high-resolution numerical weather-prediction models.
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