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Abstract 

A numerical analysis is made of the liquid flow and energy transport in a system to 
vaporize metals. The energy from an electron beam heats metal confined in a water- 
cooled crucible. Metal vaporizes from a hot pool of circulating liquid which is surrounded 
by a shell of its own solid. Flow in the pool is strongly driven by temperature-induced 
buoyancy and capillary forces and is located in the transition region between laminar 
and turbulent flow. At high vaporization rates, the thrust of the departing vapor forms 
a trench at the beam impact site. 

A modified finite element method is used to calculate the flow and temperature fields 
coupled with the interface locations. The mesh is structured with spines that stretch 
and pivot as the interfaces move. The discretized equations are arranged in an “arrow)) 
matrix and solved using the Newton-Raphson method. The electron-beam power and 
width are varied for cases involving the high-rate vaporization of aluminum. Attention 
is focused on the interaction of vaporization, liquid flow, and heat transport in the 
trench area. 

keywords: free surfaces, free convection, electron-beam, finite element method, 
vaporization 

1 Introduction 

In recent years, electron-beam technology h a s  become increasingly important in metal pro- 
cessing operations such as physical vapor deposition, welding, refining, casting, and laser 
isotope separation. These systems can provide a high-performance product with a reduced 
impact on the environment. An improved understanding of transport processes would yield 
improvements in throughput, control, and system lifetime. 

‘Author to whom correspondence should be addressed. 
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.. - . Figure 1: Experimental electron-beam vaporizer €or Aluminum. 

In a typical e-beam vaporization..systern for metals, a melt confined in a water-cooled 
crucible is heated with the  energy from an electron beam (see Figure 1). A small fraction of 
this energy provides the heat necessary t o  vaporize the  metal. Another portion of the  melt 
energy is lost to thermal radiation and to the  formation of “skip” or secondary electrons. 
The  remaining energy is transported by convection and conduction t o  the cooled crucible 
wall. 

The  metal evaporates from a pool of circulating liquid which is surrounded by a solid 
skull. Flow is driven by thermally-induced gradients in the density (buoyancy effect) and 
surface tension (Marangoni effect). The flow intensity is high due t o  the low viscosity of the 
liquid metal and the large temperature gradients present in the system. At  high vaporization 
rates, a trench forms in the liquid-vapor interface from the thrust of the departing atoms 
of vapor. 

The  effects of flow intensity have been examined for buoyancy and capillary-driven flows 
in shallow rectangular cavities with differentially-heated side walls. In the more careful 
investigations [l] the critical flow intensity has been determined for which steady-state 
solutions are unstable to  small disturbances. In a recent study by McClelland [2],  time- 
dependent simulations were made at flow intensities as high as those observed in e-beam 
vaporizer pools. These results were extended to  include a deformable free surface and 
Marangoni effects [3]. 

Detailed modeling of this system is also a challenge due t o  the presence of three interfaces 
joined at a “tri-junction’’ (see Figure lb) .  These interfaces separating solid, liquid, and 
vapor phases are coupled t o  the liquid flow and energy transport in the vaporizer. Metal- 
casting, welding, and crystal-growth systems also share these features. 

In an earIy numerical study of the e-beam vaporizer, Kheshgi and Gresho [4] estimated 
the  locations of the pool boundaries, and calculated the time-dependent flow and tempera- 
ture fields. Although they benefited from a very efficient computational procedure, the flow 
and heat transfer problem was decoupled from the interface locations. 

A few investigators have analyzed systems with multiple free boundaries joined at a 
tri-junction. [5] developed the method of discrete element analysis on 
fixed grids t o  calculate time-dependent flow and temperature fields along with locations 
for the liquid-gas interface and mushy-zone. In their studies ([5], [6], [7]) of transient, 
two- and three-dimensional welding systems, they employed upwind differencing often with 
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coarse grids. Although the intense flows (Re N 0(102-lo4)) were not fully resolved, 
favorable comparisons were achieved between calculated and measured surface temperatures 
and mushy-zone locations. 

In studies of the Czochralski crystal growth system, Brown and coworkers ([8], [9]) 
employed the finite element method with a deforming mesh to track both solid-liquid and 
liquid- gas interfaces along with the  tri-junction. In their method, specified nodes remained 
at interfaces and the  interior nodes moved along spines following the  approach described by 
Kistler and Scriven [lo]. 

Tsai and Kou [ll] employed a control volume-finite difference method to analyze flow 
and heat transfer in a steady-state, two-dimensional welding system. The  mesh deformed to 
track the  liquid-gas interface, and a mushy-zone approach was employed for the solid-liquid 
region. In a study [12] of a fl oating-zone crystal growth system this approach was extended 
to provide for the  tracking of both the  liquid-gas and solid-liquid interface along with a 
tri-junction. In a later investigation [13] t he  transport of a second species was included. 

In previous studies ([14], [15]) we developed a two-dimensional, steady-state model for 
t he  e-beam vaporization of aluminum. Rotating spines were employed in a finite element 
method to-track the  horizontal position of the  tri-junction and locations of the  solid-liquid 
and liquid-vapor interfaces. The nonlinear equations governing the  flow field, temperature 
field, and free-boundary locations were solved in a coupled manner using a Newton-Raphson 
method. The  electron-beam width and power were varied along with the viscosity and 
Marangoni contribution. The results show that  changes in free boundary locations can 
weaken the dependence of vapor rate on e-beam power. The calculations also reveal t ha t  
viscosity decreases can yield relatively small changes in the vaporization rate. The  thermal 
transport improvements from higher circulation rates are approximately canceled by the  
increased thermal resistance resulting from the formation of flow cells. 

In the  earlier studies ([14], [15]) the vaporization rates were limited to low values, and a 
trench local to the e-beam impact area was absent. In this investigation, these limitations 
are removed with improvements in the material-inventory constraints. Results are given for 
the high-rate vaporization of aluminum in which the electron-beam power and width are 
varied. 

2 Model Equations 
We consider the steady-state flow and heat transport in a symmetry plane of the e-beam 
vaporization system shown in Figure 1. The assumption of a two-dimensional system is valid 
t o  the  extent that field curvature effects can be neglected in the out-of-plane direction. The 
domain is further reduced to the right-half plane by assuming tha t  the  flow and temperature 
fields are symmetric about a center line. Field equations for flow and heat transport are 
included in the liquid and solid phases, but the effects of the vapor phase are incorporated 
through the use of boundary conditions at the top surface of the melt. 

2.1 Field Equations 
Flow in the pool is governed by the steady-state continuity and momentum equations for a 
Newtonian liquid: 

V . g = O  (1) 

( 2 )  

p C p ~ .  V T  = kV2T ( 3 )  

PU * VIL = -Vp + ~ V ’ U  + ~ g [ l -  P(T - To)] 
In the absence of compressive work and viscous dissipation, the energy equation takes the 
form 
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In the  solid phase, there is no flow, and the left-hand-side of Eqn. (3) vanishes. 
Following the Boussinesq approximation, the liquid density varies linearly with temper- 

ature about a reference value, PO, evaluated at the melting-point temperature. All other 
physical properties in Eqns. (1)-(3) are taken to be constant within a given phase. 

The Reynolds and Peclet numbers provide measures of the flow intensity and thermal 
convection, respectively: 

Re = P~rnaxdpool Pe = Urnaxdpool 
P Ly 

The characteristic length in the above expression is the depth of the liquid pool at the 
symmetry line, dpooi. The  maximum surface speed, urn,,, is the characteristic velocity. 

2.2 
2.2.1 

Material constraints and boundary conditions 
Mass inventory and phase distribution 

Two constraints are applied for the inventory of solid and iiquict material in the crucible. 
The first condition is a specification for the average level of material in the crucible, Eo: 

Here xw is t h e  x-coordinate of the junction where the crucible wall, solid metal, and vapor 
meet (endpoint 10 in Figure 2). The second condition is that  the solid-vapor interface has 
a uniform elevation: 

h = h, for xtri 5 x 5 xw ( 5 )  
With the assumption of uniform material density, these two conditions determine the 
amount of mass in the crucible. The combination of Eqns. (4) and ( 5 )  yields a relationship 
for the average level of liquid in the pool: 

- 

(6) 
- 

- hl= h ~ s x w  - h s ( 2 w  - ztr i )  
Xtr i  

As an alternative, and h, could be specified, and xi, would be a function of these two 
elevations (see Eqn. (6)). 

There are limits to the supportable difference between the liquid and tri-junction levels. 
For metal systems, the variations in surface hydrostatic pressure that accompany changes in 
liquid level are primarily balanced by surface tension forces. This balance can be established 
when the level change has the scale of the capillary length, L, = ( ~ / p g ) ” ~ ,  in which o is the 
surface tension. Significantly larger variations in the surface elevation cannot be supported 
by surface tension and numerical solutions wilI not be available. In practice, the melt system 
would relocate the tri-junction at a different elevation. For example, liquid from a pool of 
high elevation would overflow on to  the solid-vapor interface and solidfy, raising the level of 
this interface and tri-junction. 

In earlier papers ([14], [15]) the mass inventory constraint (Eqn. (4)) was not used, 
resulting in a “natural” pool level which was determined by the mechanics of flow. The 
addition of Eqn. (4) provides a much better model, since the pool level can be varied as it  
is in practice. A comparison of results for these two approaches is given in section 4. 
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Figure 2: Mesh variables, spines ( - - - ) and interfacial segments and endpoints. The  
interfacial variables and associated conditions are given in Table 1. 

2.2.2 Flow boundary conditions 

For the specification of flow conditions at the pool boundaries, it is assumed that  the 
vaporization rate is sufficiently small that  vaporization and makeup feed have a negligible 
kinematic effect on the flow field. All pool boundaries are then material boundaries, and 
the interfacial flow obeys the steady-state kinematic equation: 

At the symmetry line the shear stress vanishes) and the tangential velocity is zero at the 
solid-liquid interface: 

- n - r . t = O  - at x = O  (8) 
- t - g = O  

A force balance at the liquid-vapor interface gives 
(9) 

The second term in Eqn. (10) is the normal force resulting from deformation of the inter- 
face. The surface tension) 0) is taken to be constant at its melting-point value. Marangoni 
effects, induced by variations in the interfacial temperature) are not included in this study. 
The third term in Eqn. (10) is the normal force generated by the thrust of the departing 
vapor. For the vaporization of ideal atoms at low rates, the vapor thrust is approximated 
by [16]: 
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Table 1: Interfacial conditions and variables for the segments and endpoints shown in 
Figure 2. 

continuity, Eqn. (1) 
fixed. variable 
material level, Eqn. (4) 
solid level, Eqn. (5) 
liq-vap momentum, Eqn. (10) 
surface normal cond., Eqn. (23) 
liq-vap thermal, Eqn. (13) 
sol-liq thermal, Eqn. (19) 

wall thermal, Eqn. (21) 
insulated boundary, Eqn. (20) 
isotherm, Eqn. (18) 
kinematic, Eqn. (7) 
u, = 0 
uy = 0 
Eqn. (22) 
ryx = 0, Eqn. (8) 

Since Eqn. (10) includes surface tension, two endpoint conditions are required. At  the 
symmetry line, the interface is horizontal: 

- n=c5y at x = O  

The other endpoint is a tri-junction where vapor, liquid, and solid phases meet. We take 
this junction to be located at a sharp edge with specified elevation h, (see Eqn. ( 5 ) ) .  An 
improved description would incorporate the specification of a contact angle rather than t h e  
elevation. 

2.2.3 Thermal boundary condi t ions 

At the liquid-vapor interface an energy balance accounts for the power provided by the 
electron beam and the energy losses due t o  vaporization and thermal radiation: 

- n * - 4 = (-E.hy)qb + qu + qr (13) 

The energy flux from the electron beam is assumed t o  follow a Gaussian distribution: 

Some of the  incident energy is lost t o  the formation of skip electrons, and the coefficient y 
is the fraction of incident energy absorbed by the melt pool. The vaporization energy loss 
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includes kinetic energy and latent heat contributions: 
2RT 

Qv = nu ( M  + AHva,) 

For low vaporization rates, the vapor mass flux, n,, is approximated by 

The  heat flux resulting from radiant heat exchange with the surroundings is 

qr = E(T)QsB(T~ - TA) 
in which T, represents the temperature of the surrounaings. 

point value: 

An energy balance at the solid-liquid interface yields 

For steady-state conditions, the temperature at the solid-liquid interface is the melting- 

T=T, ,  at g=x-l (18) 

- n - (kVT)I, = .n - (kVT)I, 

and there is no flow of energy across the symmetry line: 

- n . q = O  - at x = O  

Newton’s law of cooling is used to describe the transfer of energy between the solid metal 
and the crucible cooling water with temperature T,. 

- n - - q = h,(T - T,) (21) 
The heat transfer coefficient, h,, is taken to be uniform, and i t  includes the  resistance due 
t o  metal-metal contact, solid conduction in the crucible wall, resistance due to metal-water 
contact and energy transport in the water. 

3 Finite Element Method 
3.1 Mesh Parameterization 
Deforming meshes structured with spines [lo] are used to  track the liquid-vapor and solid- 
liquid interfaces (see Figure 2). Specified nodes remain on interfaces while interior nodes 
move along these spines. In order t o  treat the solid-liquid interface which moves horizontally 
at the tri-junction and vertically at the symmetry plane, we employ spines tha t  emanate 
from a single “anchor” point above the liquid-vapor interface on the symmetry line. Each 
spine intersects the top surface of the vaporizer and bends at the solid-liquid or liquid-vapor 
interface before continuing to  base points distributed along the crucible wall. 

For each spine passing through the liquid, there are three variables (see Figure 2). The 
coordinates p1 and p2 are the respective distances from the anchor point to the liquid-vapor 
and liquid-solid interfaces. There is also a pivot angle, 8, t o  accommodate the horizontal 
motion of the tri-junction. For a spine passing only through the solid, a single coordinate 
p’ is used along with the pivot angle. A spine is completely parameterized with these three 
coordinates along with the anchor and base point locations. 

We use several relationships t o  insure the smooth deformation of the mesh. First, the 
relative spacing of nodes is preserved along a spine within each material phase. Second, the 
angular deformation of the mesh is oriented about the motion of the tri-junction: 

f(&, @trd = 0 (22) 
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3.2 Discretization 
The  field equations (1)-(3) and boundary conditions are discretized .using the  Galerkin 
finite element method [17], [MI. The velocities, temperatures, and coordinate mapping are 
represented by twedimensional quadratic basis functions, and the pressure is represented 
by linear basis functions. The weak forms of the momentum and energy equations are used 
in which the  interfacial stress and heat flux conditions are incorporated as natural boundary 
conditions. 

T h e  discretized versions of the  field equations (1)-(3) are applied at interior locations in 
the  usual manner, but the treatment of boundary conditions is more complex. In Table 1, 
boundary conditions and associated variables are listed for the interfacial segments and end- 
points shown in Figure 2. (Note tha t  segments do not include endpoints.) Special attention 
is given to conditions at endpoints and “distinguished’, conditions which are associated with 
the determination of free boundary variables. 

At  the center-line node on the top surface (endpoint no. 1) the  flow is stagnant (g = 0) , 
and the  symmetry condition Eqn. (12) for the  liquid-vapor interface is applied in its natural 

. 

. .__ . . form [lo]: 
- n - M = O  at x = O  (23) 

Here is the  force balance Eqn. (10) at the liquid-vapor interface. This condition is 
distinguished since i t  is applied for the determination of p1. For convenience in assembling 
the solution matrices, Eqn. (23) and the condition uy = 0 are switched with respect to their 
associated variables. 

At  the center-line point on the solid-liquid interface (endpoint no. 3) the  continuity 
equation is replaced by the liquid level condition Eqn. (4). In effect, the  liquid pressure at 
this location is adjusted so tha t  a specified level of material is maintained in the  melt. 

It is noted tha t  the liquid level condition (Eqn. (4)) at endpoint no. 3, could not be 
employed with the flow conditions at endpoint no. 1 in the earlier studies ([14], [15]). 
In these previous studies, Eqn. ( lo),  was employed at endpoint no. 1 with the  condition 
- t = &. In addition, the kinematic condition (Eqn. (7)) was applied as the  distinguished 
condition. This formulation was not used in this study since the loss of a continuity equation 
(endpoint no. 3) combined with g #  0 and high liquid pressures at endpoint no. 1 resulted 
in significant material leakage across the symmetry line. 

5) the 
melting-point specification, Eqn. (18) is applied as the distinguished condition for the  vari- 
ables p2 and the angular position 6,  respectively. At  the liquid-vapor interface, the kinematic 
condition (Eqn. (7)) is the constraint associated with the variable p1. All other conditions 
involve the distribution of elements or the conventional application of essential and natural 
boundary conditions. 

A t  the solid-liquid interface (segment no. 4) and tri-junction (endpoint no. 

3.3 Solution of Residual Equations 

The Newton-Raphson method is used t o  solve the nonlinear algebraic equations for the 
velocity, pressure, and temperature fields along with the interface locations. In the formu- 
lation of the matrix problem, the field equations and surface equations are differentiated 
with respect t o  field and interface variables. The  resulting expressions are arranged as an 
“arrow” matrix with a “shaft” of banded field equations and an “arrow head” incorporat- 
ing interface contributions. An efficient solution procedure for this partially-banded matrix 
problem is described by Westerberg, et al. [19]. The assembly and elimination of the  field 
equations is performed using the frontal method [20]. 
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4 Results 
Steady-state calculations were performed for the vaporization of pure aluminum. The  ma- 
jority of the  physical properties are evaluated at the melting temperature of 660 “C and are 
taken to be uniform within a given material phase (see Table 2). However, the  temperature- 
dependence is included in the emissivity E(T) and the vapor pressure pvap(T). As discussed 
in detail below, the  viscosity is a factor of five larger than the physical vaIue. 

Table 2: Material properties of aluminum. 

P = 2370 kg/m3 Pvap(T) = Pl exp(EIRT) 

k = 94 W/m-K E = -3.10 x lo5 J/mole 
P 
ks = 197 W/m-K R = 8.314 J/mole-K 
Pmeas = 0.00125 kg/m-s E ( T )  = a1 (rT)@ - a 2 r ~  

r ~ * = r ~ / r ~ m e a s  = 5 = 5.76 (ohm-mTK)-1/2 
a = 3.36 x low5 m/s2 a2 = 12.4 (ohm-m-K)-l 
0 = 0.865N/m r = 2.35 x lo-’ ohm-m 
AffH,,, = 1.15 x LO’ J/kg Y = 0.83 

= 1.11 x 10-4 o c - 1  Pl = 8.25 x lo1’ N/m2 

Table 3: Parameters for aluminum inventory, electron-beam configuration, and crucible 
cooling. 

T,=T, = 25OC - &b = 50 - 80 (70) kW 
1.5 - 6.0 (3.0) X m h0 = 4.95 XIO-’ m 

= 5.00 xlO-’ rn Lb = 0.15 m h, 
h, = 10,000 W/m’-K X W  = 0.05 m 

Operating parameters for the vaporization system shown in Figure 1 are listed in Table 3. 
The average level of material in the crucible (&-, = 4.95 x [m]) is taken t o  be slightly 
lower than the solid level (h, = 5 x lo-’ [m]) as would generally be seen in practice. A range 
of values is considered for the electron-gun power and the width of the e-beam. The  heat- 
transfer coefficient is chosen to  be 10,000 [W/m’-K] which indicates good contact between 
the aluminum and the crucible. This value is somewhat higher than values given in a recent 
compilation of metal-mold interfacial coefficients [all. 

In this study, results were first obtained for a “base case”. (Base case values are denoted 
by “0” when a range of values is given in Table 3). As mentioned above the base-case 
viscosity is a factor of five greater than the physical value. At lower values for the viscosity, 
the flow is more intense and difficult to  resolve. The search for steady-state solutions is 
more difficult, making a parameter study less tractable. 

In an earlier study [15] of this same vaporization system at different conditions, the 
viscosity ratio p* = p/pmeaS was varied from 1.25 to 20. As p* decreased from 5 to 1.25 the 
vaporization rate increased by a relatively small 13% even though the details of the flow field 
changed significantly. Changes in the thermal transport characteristics were relatively small 
as increases associated with higher flow velocities were offset by the formation of additional 
flow cells. Thus, results for the base case (p*=5) should provide relevant physical insight 
despite the artificially high viscosity. 
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Figure 3: Results for base case (material properties and operating parameters listed in 
Tables 2 and 3) on mesh M2. (a) Deformed mesh, (b) Temperature contours, (c) Stream- 
function contours. 

4.1 Base case 

Calculations were made on a coarse mesh M1 with 5027 unknowns and a fine mesh M2 
with 11,105 unknowns. A deformed fine mesh for the base case is shown in Figure 3a. The 
elements are concentrated near the pool boundaries where the gradients are largest. The 
spines originate from an anchor point 0.03 [m] above the solid-vapor interface along the 
center line (x = 0). 

There is a significant trench in the vicinity of the beam impact area resulting from the 
thrust of the  departing vapor (see Figure 3). The trench is of sufficient volume t o  force 
liquid above the level of the solid-vapor interface as a consequence of the mass inventory 
expression, Eqn. (4). With reference t o  this level, the  depth of the trench is 5.11 [mm] 
which is comparable to the capillary length of L,=6.10 [mm]. The widths of the trench and 
beam are of the same scale. 

In the right half of the pool, t h e  liquid circulates in a clockwise direction within a single 
cell, The  horizontal convection of energy away from the beam impact area “drives” the tri- 
junction towards the crucible wall, creating a shallow pool with aspect ratio wpoo~/dpoo~=8~46. 
The  flow is of moderate intensity (Re=276), and inflections are visible in the streamlines 
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near the  solid-liquid interfaces. With further decreases in viscosity, these inflections would 
become more pronounced and a second cell would form ([15], [l]). Another contribution to 
these inflections is the  trench which drives the thermal field and pool downwards near the  
center line. Note tha t  the  solid-liquid interface follows the contour of the  nearby streamlines 
as a result of moderate thermal convection (Pe=21.7). 

T h e  energy balance of Table 4 shows tha t  only 6.2% of the energy is used for vaporization. 
Large fractions are lost to the crucible and the  formation of secondary electrons whereas a 
small percentage is lost t o  thermal radiation. The  energy flow balances to 1.1% and 0.3% 
for t he  M1 and M2 meshes, respectively. 

. 

Table 4: Heat-losses as a percentage of incident e-beam power (70 [kW)) for base case. 

Contribution Mesh M1 Mesh M2 
crucible 77.4 76.6 
secondary electrons 17.0 17.0 

6.2 6.2 
thermal radiation 0.5 0.5 
total 101.1 100.3 

. .  _ _  ._ - . -. . _ _  - ..vaporization . 

T h e  aluminum vaporization rate for the  base case is 1.24 [kg/h] ( 3 . 4 4 ~  [kg/s]). This 
value is in the  general range of 0.1-50 [kg/h] ( 3 ~ 1 0 - ~  - 1 ~ 1 0 - ~  [kg/s]) for commercial 
systems which have e-beam power capacities ranging from 10-250 [kW) ([22], [23]). In 
the  earlier studies ([14], [15]) a small maximum vapor rate of 2 . 4 3 ~ 1 0 - ~  [kg/h] ( 6 . 7 6 ~ 1 0 - ~  
[kg/s]) was achieved at 30 [kW]. Without the material level constraint (Eqn. (4)), the  average 
pool level decreased with e-beam power without forming a local trench. The  application of 
Eqn. (4) maintains the pool level, providing the hydrostatic forces to balance the thrust of 
the departing vapor. The local trench is formed as liquid is displaced from the  beam impact 
area t o  other regions of the pool. 

4.2 E-beam power variations 

Calculations were performed in which the e-beam power Q b  was varied from 50 to  80 [kW] 
and a11 other parameters and properties had their base-case values (see Figure 4). It is 
noted tha t  numerical convergence was not achieved at a gun power of 85 [kW] for either 
mesh. For Qb=8O [kW], the stream function and pool boundary are plotted in Figure 4a. 
For Q6=60, 70, and 80 [kW] the  surface level, speed, temperature, and vaporization flux 
are plotted versus 2 in the  trench area (see Figures 4b-e). Finally, the vaporization rate is 
plotted versus beam power in Figure 4f. 

The  streamlines are smooth, suggesting that  the flow field is well resolved (see Figure 4a). 
However, the surface velocity profiles of Figure 4c show spurious oscillations near the center 
line which increase with beam power. For Qb=70 [kW] differences in the curves for the two 
meshes are noticeable. The growth of these oscillations may have contributed to the lack of 
numerical convergence at Qb=85 [kW] tha t  was mentioned above. However, all of the pool 
boundaries along with temperature, and vaporization profiles are well resolved. Differences 
between these results for the two meshes are generally very small (see Figure 4b, d ,  e, and 
f) .  Since these are often the key variables of interest, the  marginal resolution for the flow 
field can be tolerated. 

As the power is increased from 70 t o  80 [kW], the width of the pool increases by 12.0 
[mm], but the center-line depth decreases by 0.27 [mm] (see Figures 3c and 4a). The 
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Figure 4: (a) Stream-function contours for 
Qb=80 [kW]. Surface variables in trench area: (b) elevation, (c) velocity, (d) temperature, 
(e) vapor flux for Qb=60 [kW} and M2 mesh (-----), Qb=70 [kW] and M2 mesh (-), 
Qb=80 [kW] and M2 mesh (--), and Qb=70 [kW] and M1 mesh (~------~--). (f) Vapor- 
ization rate versus beam power for M1 and M2 meshes (curves coincide to resolution of 

Effects of variations in e-beam power. 

plot). 
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additional 10 [kW] is primarily transported towards the crucible wall near the solid-vapor 

For 60 5 &b 5 80 [kW], the trench width is of the  same scale as the  beam width (see 
Figure 4b). Also, the trench depth increases approximately linearly with gun power which is 
a significant result given the strong dependence of vapor pressure and thrust on temperature 
(see Eqn. (11) and Table 2). The  vapor pressure doubles for a temperature increase of 76 
[“C] at 1750 [“C]. This vaporization system with free boundaries has a significant capacity to 
relieve thermal and mechanical stress. The  surface temperature at the  center line increases 
only 51 [“C] for a 33% increase in power (see Figure 4d). This increase compares with 110 
rC] at a location x=0.016 [m] outside the  trench area. 

There are a number of effects tha t  accompany the  gun power increases. As the  trench 
deepens, its area increases, reducing the energy flux. In addition, the trench is closer to 
the cold crucible wall, decreasing the resistance t o  energy transport. Also, increases in the  
vaporization energy losses are concentrated in the trench area (see Figure 4e and Table 4). 
Finally, increases in the  circulation rate accelerate the rate at which energy is transported 
away from the trench area (see Figure 4c). 

For 50 5 &b 5 80 [kW], the dependence of the vaporization flux and rate on power 
is also nearly linear (see Figures 4e and f). At lower powers (not shown), the trench is 

- - - -  --shallower..and the  curvature of the vapor rate-power profile is larger. The  curves for t he  
vapor flux show tha t  most of the  metal is vaporized from the trench area (see Figure 4e). 

- interface. 

.. - 

._ - 

4.3 Beam-width variations 
Calculations were performed in which the beam width Ob was varied from 1.5 to 6.0 [mm] 
with all other parameters having the base-case values (see Figure 5). Calculations converged 
using the coarse M1 mesh for 2.5 5 Ob 5 6 [mm] and the fine M2 mesh for 1.5 _< Ob 5 3 [mm]. 
The  narrower range of convergence for the fine mesh was characteristic of the calculations 
of this study. 

Stream function contours are shown in Figure 5a for a beam width of 2 [mm]. Profiles for 
the surface height, velocity, temperature, and vaporization flux are plotted in Figures 5b-e 
for beam width values of 2, 3, and 4 [mm]. Finally, the vaporization rate is plotted versus 
beam width in Figure 5f, and results from both meshes are included t o  span the beam-width 
range. 

A t  q, = 2 [mm], the stream function contours are smooth, but the surface velocity 
profiles exhibit some spurious fluctuations which decrease with beam width (see Figures 5a 
and 5c). The pool boundaries, temperature profiles, and vaporization curves are all well 
resolved. 

As crb decreases from 3 to 2 [mm], the  trench deepens, but there is little change in 
the position of the solid-liquid interface (see Figures 3b and 5a). At  the center line, the 
variation of trench depth with beam width is slightly stronger than linear. As ab decreases, 
the surface temperature and vapor flux increase near the center line, but decrease in the 
region outside the trench area (see Figures 5d and 5e). 

For a four-fold change in beam width, the  vaporization rate nearly doubles from 2.18 x 
[kg/s] (see Figure 5f). Similar t o  the trench depth, the dependence 

of vaporization rate on a b  is slightly stronger than linear. As was the case for the beam- 
power variations, this vaporization system with free boundaries reduces the concentration 
of e-beam power tha t  would otherwise lead to much larger increases in the vaporization 
rate. 

t o  4.30 x 
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Figure 5:  Effects of variations in the Gaussian beam width, Ob. (a) Stream-function con- 
tours for Ob=2 [mm]. Surface variables in trench area: (b) elevation, (c) velocity, (d) tem- 
perature, (e) vapor flux for ffb=4 [mm] and M2 mesh (-----), Ob=3 [mm] and M2 mesh 
(-), and Ob=2 [mm] and M2 mesh (--)- (f) Vaporization rate versus e-beam width 
for M1 (&---A) and M2 (-) meshes. 
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5 Conclusions 
A steady-state model is developed for an e-beam vaporization system which includes the 
interaction of interfaces with material and energy flow. Solutions are obtained with a modi- 
fied GaIerkin finite element method in which meshes structured with pivoting spines deform 
to track the location of solid-liquid and Iiquid-vapor interfaces joined at a tri-junction. The 
discretized equations are arranged in an arrow matrix and solved with the Newton-Raphson 
method for the  flow and temperature fields along with the interface locations. 

Simulations were performed for an aluminum vaporization system in which the electron- 
beam power and width were varied. The dependence of the vapor rate on these two variables 
is approximately linear despite the strong effect of temperature on the surface vaporization 
flux. As the  trench deepens, increases in the surface temperature and vaporization flux 
are reduced by two primary effects. The path for heat transport t o  the crucible wall is 
decreased and the e-beam energy flux is reduced by the increased trench area. From these 
results, i t  is clear tha t  at high vaporization rates, an accurate model needs to  include the 
deformation of free boundaries coupled with material and energy flow. 
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Nomenclature 
/-I heat capacity 

melt pool depth at 5 = 0 
gravitational acceleration 
vector 
local interface elevation 
average elevation of metal 
in crucible 
average elevation of metal 
in pool 
elevation of solid 
wall heat-transfer coeff. 
heat of vaporization 
thermal conductivity 
electron-beam length 
capillary length 
molecular weight 
surface force balance 
unit normal vector 
evaporative mass flux 
pressure 
Peclet number 
vapor pressure 
heat flux vector 
electron-beam heat flux 
radiative heat flux 
evaporative heat flux 
electron-beam power 
gas constant 
Reynolds number 

0 
1 
lv 

S l  
t r i  

S 

W 

co 

unit tangent vector 
temperature 
melting point 
fluid velocity vector 
maximum fluid velocity 
Cartesian coordinates 
thermal diffusivity 
vol. expansion coefficient 
skip coefficient 
unit tensor 
unit vector in coordinate 
direction 
emissivity 
viscosity 
vapor thrust 
density 
spine variables 
surface tension 
gaussian beam width 
Stefan-Boltzman constant 
stress tensor 

reference state 
liquid phase 
liquid-vapor interface 
solid phase 
solid-liquid interface 
tri-junction 
crucible wall 
surroundings arc-length coordinate - 
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