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The PageRank 
Algorithm
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Why PageRank?

• Suppose you have a directed graph

- Websites linking to one another

- Recommendation votes on eBay, or AirBnB, NetFlix, 

etc.

- Scientists referring to each other’s works

- Neighborhoods in cities connected by movement of 

pedestrians

- Recommendation for leadership of communities


• How do you associate a good “popularity”  or 
“rank” value to each node in the graph?


• This is what the PageRank Algorithm is about.
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PageRank
• The PageRank 

Algorithm as invented 
by Larry Page in 1998 
when he was a graduate 
student at Stanford


• He started a research 
project called 
“BackRub” 


• Sergey Brin joined the 
project pretty much right 
away


• They went on to write 
the paper on the right.


• Goal was to “bring order 
into the Web”
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Inventor

• Larry Page patented the 
procedure

- US Patent 6,285,999

- Filed Jan 9, 1998

- Granted Sep 4, 2001

- Owner is Stanford 

University

• Probably one of the 

most lucrative patents 
of all times
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Directed Graphs

• A directed graph is a set 
V of vertices and a set E 
of edges, E 1V x V.  
- (u,v)dE connects 

vertices u, vdV.  
- u is the starting point 

and v the endpoint of 
the edge


• A directed graph on a 
set V is also called a 
relation on V.

u v(u,v)

u

(u,u)
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Example of a Directed Graph

Vertices:

Websites


Relationship:

Directed edge between 
website A and website B 
if there is a link from 
website A to website B
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Degrees (again)

• The in-degree deg-(v) of a node v is the number of 
edges ending in the node; the out-degree deg+(v) is 
the number of edges starting at the node.


• Formally: 

- deg+(u) = |{(u,v)dE}|

- deg-(u) = |{(v,u)dE}|

deg+ = 2

deg- = 1

deg+ = 0

deg- = 3
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Adjacency Matrix

• G = (V,E) directed graph, V={v1,…,vn}. An adjacency 
matrix for G is an n x n-matrix A=(aij) such that

- aij = 1 if (vi,vj)dE, and aij = 0 otherwise.


• Note that the adjacency matrix depends on the 
ordering of the elements of V (hence is not unique).

0
1

23

4
0 1 0 0 0

0 0 0 1 0

0 0 1 1 0

0 0 0 0 1

0 0 0 1 1

0 1 2 3 4

0

1

2

3

4

Sum of entries in row i 
is the out-degree of 
node vi

Matrix is not symmetric in 
general

Sum of entries in column i is the 
in-degree of node vi

pp. 644-646
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Back to PageRank: Example

A

B

C

DE
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First Idea

A

B

C

DE

Use the in-degree as a measure of popularity

B 4
C 2
A 1
E 1
D 1

B wins the popularity contest
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Really that Good?

A

B

C

DE

• No. 

• Can be very easily rigged.

B 4
C 2
A 1
E 1
D 1

B 4
C 2
A 7
E 1
D 1
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Can we do Better?

A

B

C

DE

• But if B is popular, and B is pointing to C, then C should also be 
popular


• But then D should also be popular, since C is popular and thinks 
that D is popular as well

B 4
C 2
A 1
E 1
D 1
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A Different Way: Continuous Voting

• Distribute a fixed number of votes to every player 
at the start


• In every round, each player takes its votes, and 
gives them in an equal fashion to all the other 
players it is voting for

- So, for example, if it is pointing to two other players, 

then half of its votes go to one, the other half to the 
other


• Run this for as long as it takes

• Hopefully, after a few rounds the number of votes 

of every player stays almost the same

• That number can be a measure of popularity
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Example

A

B

C

DE

Round 1 Round 2 Round 3 Round 4 Round 5 Round 6 Round 7 Round 8 Round 9 Round 10

A 0.200 0.067 0.033 0.011 0.006 0.002 0.001 0.000 0.000 0.000

B 0.200 0.467 0.300 0.411 0.417 0.369 0.419 0.395 0.395 0.407

C 0.200 0.267 0.500 0.311 0.417 0.419 0.369 0.420 0.395 0.395

D 0.200 0.100 0.133 0.250 0.156 0.208 0.209 0.185 0.210 0.197

E 0.200 0.100 0.033 0.017 0.006 0.003 0.001 0.000 0.000 0.000

A

B

C

D

E

E/3

A/2+C/2+D+E/3

B+E/3

C/2

A/2
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Adjacency Matrix Form

A

B

C

D

E

E/3

A/2+C/2+D+E/3

B+E/3

C/2

A/2

A

B

C

DE

A

B

C

D

E

*

E/3

A/2+C/2+D+E/3

B+E/3

C/2

A/2

=

0 0 0 0 1/3

1/2 0 1/2 1 1/3

0 1 0 0 1/3

0 0 1/2 0 0

1/2 0 0 0 0

A B C D E

A

B

C

D

E
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Recursion

0 0 0 0 1/3

1/2 0 1/2 1 1/3

0 1 0 0 1/3

0 0 1/2 0 0

1/2 0 0 0 0

0.2

0.2

0.2

0.2

0.2

v0 = vk+1 = vk =: A*

vk = Ak   v0 

Does this recursion converge to a fixed point?

* vk

*
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Diagonalization

0 0 0 0 1/3

1/2 0 1/2 1 1/3

0 1 0 0 1/3

0 0 1/2 0 0

1/2 0 0 0 0

= T ·

0

BBBB@

1 0 0 0 0
0 �(1 + i)/2 0 0 0
0 0 (�1 + i)/2 0 0
0 0 0 �

p
6/6 0

0 0 0 0
p
6/6

1

CCCCA
· T�1A = 

Absolute value of these eigenvalues is < 1.

Ak ! T ·

0

BBBB@

1 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

1

CCCCA
· T�1

vk = Ak   v0 

Recursion converges!

*
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How to Find the Solution

Fixed point w satisfies w = A   w *

So, w is an eigenvector with eigenvalue 1 = 

0

0.4

0.4

0.2

0

Round 1 Round 2 Round 3 Round 4 Round 5 Round 6 Round 7 Round 8 Round 9 Round 10

A 0.200 0.067 0.033 0.011 0.006 0.002 0.001 0.000 0.000 0.000

B 0.200 0.467 0.300 0.411 0.417 0.369 0.419 0.395 0.395 0.407

C 0.200 0.267 0.500 0.311 0.417 0.419 0.369 0.420 0.395 0.395

D 0.200 0.100 0.133 0.250 0.156 0.208 0.209 0.185 0.210 0.197

E 0.200 0.100 0.033 0.017 0.006 0.003 0.001 0.000 0.000 0.000

Vector unique subject to sum of 
entries = 1
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Rigging

A

B

C

DE

1 1 1 1 1 1

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

E

0 0 0 0 1/3

1/2 0 1/2 1 1/3

0 1 0 0 1/3

0 0 1/2 0 0

1/2 0 0 0 0

A B C D

A

B

C

D

E

• Same eigenvector for eigenvalue 1

• Rigging would not work
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Cooperative Rigging

A

B

C

DE

0 2/5 2/5 1/5 0

A B C D E

0 0 0 0 1/3

1/2 0 1/5 1 1/3

0 1 0 0 1/3

0 0 1/5 0 0

1/2 0 0 0 0

A B C D E

A

B

C

D

E

40% 40% 20%
0

0.1

0.2

0.3

0.4

A B C D E
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Cooperative Rigging

A

B

C

DE

0 0 0 0 1/3 0 0 0

1/2 0 1/5 1 1/3 0 0 0

0 1 0 0 1/3 1 1 1

0 0 1/5 0 0 0 0 0

1/2 0 0 0 0 0 0 0

0 0 1/5 0 0 0 0 0

0 0 1/5 0 0 0 0 0

0 0 1/5 0 0 0 0 0

A B C D E

A

B

C

D

E

0 2/11 5/11 1/11 0 1/11 1/11 1/11

A B C D E

18.18% 45.46% 9.1% 9.1% 9.1% 9.1%

0

0.125

0.25

0.375

0.5

A B C D E m1 m2 m3

After Before
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Perron-Frobenius Theorem

• Theorem about the eigenvectors and 
eigenvalues of “non-negative” matrices

- First proved by Perron for “positive” 

matrices in 1907

➡ Matrices having strictly positive entries


- Later generalized by Frobenius to non-
negative matrices of a particular type in 
1912

➡ Matrices having non-negative entries

➡ Such that the underlying directed 

graph is strongly connected

Oskar Perron
1880-1975

Ferdinand Georg Frobenius
1849-1917
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Definitions

• A matrix is called non-negative if all of its entries 
are ≥ 0


• A matrix is called irreducible if for any of its entries 
(i,j) there is a k such that the (i,j)-entry of Ak is 
positive. 

- This means that the underlying directed graph is 

strongly connected 
➡ This means that for any two nodes in the graph there 

is a directed path connecting them
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Perron-Frobenius Theorem (Abridged Version)

• A non-negative irreducible matrix

• Then A has a positive (real) eigenvalue         and for 

all other eigenvalues    we have


- Moreover, if the sum of the entries of the 
columns of A is 1 for every column, then

➡ This last part is a corollary and not really a part 

of the theorem

• The theorem can be used to prove convergence of 

the iteration

- Caveat: the matrices we obtain are not always 

irreducible

�
max

�

|�|  �
max

�
max

= 1
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PageRank

• Basic Idea: Taxation

- Imagine the votes being money transferred from one 

node to another

- At every iteration, the amount of money at each 

node is taxed at the rate of t < 1.

- The money raised this way is equally distributed 

among all the nodes in the graph for the next 
iteration.
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PageRank

• What does it mean for websites?

- For websites: if people start clicking on outgoing 

links, then at each stage they have a certain 
probability of getting bored and moving to another 
random webpage

➡ Typical tax rate is 15%


• What does it mean for payments or votes?

- Through taxation, even unpopular members can 

have some chance of survival

➡ Tax rate should depend on the preferred outcome
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PageRank

A

B

C

DE

0.2

0.2

0.2

0.2

0.2

A

B

C

DE

1/15

1/10 1/10

7/15

4/15 A

B

C

DE

1/15 * 
0.85

1/10 * 0.85 1/10 * 0.85

7/15 * 0.85

4/15 * 
0.85

A

B

C

DE

1/15 * 0.85 + 0.15/5

1/10 * 0.85 + 0.15/5 1/10 * 0.85 + 0.15/5

7/15 * 0.85 + 0.15/5

4/15 * 0.85 + 0.15/5

Tax rate: 15%

Distribute the tax equally 
among the nodes
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PageRank: Mathematical Formulation

v0 =

0

BBB@

1/N
1/N
...

1/N

1

CCCA

vk+1 = (1� t)A · vk +

0

BBB@

t/N
t/N
...

t/N

1

CCCA

Tax rate: t Distribute the tax equally 
among the nodes

N = total number of nodes

At the beginning:

All nodes receive equal  votes
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Fixed Point w

w = (1� t)Aw + tv0

w = t(I � (1� t)A)�1 · v0

Convergence guaranteed by Perron-Frobenius
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Example

A

B

C

DE

0 0 0 0 1/3

1/2 0 1/2 1 1/3

0 1 0 0 1/3

0 0 1/2 0 0

1/2 0 0 0 0

A = 

0.0438 0.3687 0.3572 0.1818 0.0486

A B C D E

0

0.1

0.2

0.3

0.4

A B C D E

Before PageRank

w = 

(I-0.85*A)-1 =  
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Rigging

A

B

C

DE

0 0 0 0 1/3 0 0 0

1/2 0 1/5 1 1/3 0 0 0

0 1 0 0 1/3 1 1 1

0 0 1/5 0 0 0 0 0

1/2 0 0 0 0 0 0 0

0 0 1/5 0 0 0 0 0

0 0 1/5 0 0 0 0 0

0 0 1/5 0 0 0 0 0

A = 

0.0274 0.1830 0.4073 0.0880 0.0304 0.0880 0.0880 0.0880

A B C D E

0

0.125

0.25

0.375

0.5

A B C D E m1 m2 m3

PageRank PageRank rigged

Rigging is still possible



Algèbre linéaire 2016 32

Rigging

• Cooperative rigging becomes exceedingly difficult 
(but not impossible) as the graph grows

- Only a small part of the graph is modified


• but other countermeasures are needed
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Implementation

• In reality, we don’t compute eigenvectors of 
matrices or their inverses


• Computation is done via “simulation” or “iteration”

• If the eigenvalues of the matrix are small, then 

iteration can converge quickly to desired solution


