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Talk Philosophy

• Objectives
• Review AI in PSE: 1980s to Present

• Potential of AI in PSE: Present – 2040?

• Identify the challenges: Intellectual, Implementational, 
Organizational

• Broad overview
• Not a detailed, in-depth technical presentation

• More details in these papers
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Branches of AI
• Games - study of state space search, e.g., Chess, GO

• Automated reasoning and theorem proving, e.g., Logic Theorist

• Robotics and planning – e.g., driverless cars

• Vision – e.g., facial recognition

• Natural language understanding and semantic modeling, e.g. Siri

• Expert Systems or Knowledge-based systems

• Machine Learning – e.g., Bayesian classifiers, Deep neural nets

• Automatic programming

• Hardware for AI

• Distributed & Self-organizing AI – e.g., Drone swarms

• Artificial Life – e.g., cellular automata, agent-based modeling
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Promise of AI in PSE
• In essence, AI is about problem-solving and decision-making under 

complex conditions
• Ill-posed problems

• Model and data uncertainties

• Combinatorial search spaces

• Nonlinearity and multiple local optima

• Noisy data

• Fast decisions are required – e.g., fight or flight responses

• But these are applicable to many PSE problems: Design, Control, 
Optimization

• So some of us went about developing AI approaches in the mid-80s
• Davis, Kramer, Stephanopoulos, Ungar, Venkatasubramanian and Westerberg 

• We expected significant impact from AI, much like Optimization and 
MPC

• But it did not happen – Why not?
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AI in PSE: 
Why very little impact?

Before I answer this question, 
let me first review the 

different phases of 

AI in PSE
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AI in PSE: Different Phases

• Phase I: Expert Systems in PSE (1983 – 1995)
• Davis, Kramer, Stephanopoulos, Ungar, 

Venkatasubramanian and Westerberg

• CONPHYDE (1983), DECADE (1985), MODEX (1986), 
DESIGN-KIT (1987), MODEL.LA (1990), …

• LISPE Consortium founded at MIT (1985)

• First course on AI in PSE developed at Columbia (1986)
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Fall 1986
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First AI in PSE Meeting
Columbia University, March 1987
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Porto Carras, Greece, June 20-24, 1988
Stephanopoulos, Ungar, and Venkatasubramanian
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AI in PSE: Phase II
• Phase II: Machine Learning I - Neural Networks (1990 – 2005)

• Backpropagation algorithm: Rumelhart, Hinton and Williams (1986) 

• Whitley and Davis (1993, 1994)

• Hoskins and Himmelblau (1988); Matsuura, Abe, Kubota, Himmelblau 
(1989)

• Kramer (1991); Leonard and Kramer (1991, 1992, 1993)

• Bhat and McAvoy (1990); Qin and McAvoy (1992)

• Bakshi and Stephanopoulos (1992, 1993)

• Ungar, Powell, and Kamens (1990); Psichogios and Ungar (1991, 1992)

• Venkatasubramanian (1985); Venkatasubramanian and Chan (1989); Kavuri
and  Venkatasubramanian (1993, 1994)

• Also progress in Expert Systems and Genetic Algorithmic methods

• Most work was on process control and fault diagnosis
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Ohio State 
(Davis)

Purdue 
(Venkatasubramanian)

University of Toronto
(Kim Vicente)
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the Smart 
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(2016)



©V. Venkatasubramanian, 2000

Diagnostic ToolKit (Dkit): 1995-2000

Slide 12

• Dkit successfully anticipated and diagnosed 

several failures even before the alarms went off  

(~1/2 – 2 hours ahead)

• Implemented in G2, tested at Exxon’s BRCP

• Dkit was licensed to Honeywell in 1998

• We were about 20-30 years too early to tackle 

this problem!



So, why wasn’t AI in PSE 
NOT impactful in Industry during (1985- 2015)? 

• For the same reasons it was not impactful in other domains
• Lack of computational power and computational storage
• Lack of communication infrastructure – NO Internet, Wireless
• Lack of convenient software environment
• Lack of specialized hardware – e.g., NVIDIA GPU for simulations
• Lack of data
• Lack of acceptance of computer generated advice
• Costs were prohibitive

• NO technology PUSH

• NO market PULL
• Low-hanging fruits in optimization and control applications
• No need to go after the more challenging AI applications

• Technology usually takes ~40-50 years to reach wide adoption –
e.g., Aspen+, LP, MINLP, MPC, etc. 
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What is Different Now?

• Cray-2 Supercomputer (1985)
• 1.9 GFLOPS
• 244 MHz
• 150 kW!
• $32 Million! (2010 dollars)

• Apple Watch (2015)
• 3 GFLOPS
• 1 GHz
• 1 W!
• $300!

• Performance/unit cost Gain ~150,000 

Source: Wiki                           14
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So, what happened?

• Basically Moore’s Law happened over the last 30 years!

• All these metrics improved by orders of magnitude!
• Computational power
• Computational storage
• Communication  infrastructure: Internet, Wireless
• Convenient software infrastructure – Python, Java, OWL, …
• Specialized hardware – graphics processors
• Big Data
• Trust & Acceptance – Google, Yelp, Trip Advisor, Tinder, …

• Technology PUSH is there now

• Market PULL is there now
• Many low-hanging fruits in optimization and control applications have 

been picked in the last 30 years
• Need to go after the more challenging tasks for further improvements 

• There is Great Convergence now!
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So, what happened? 
Watson and AlphaGO

• Deep Blue (IBM) vs Gary Kasparov
• May 11, 1997 – New York City
• Score: 3.5 – 2.5
• First computer program to defeat a world 

champion in a match under tournament 
regulations

• Watson (IBM) wins Jeopardy
• Feb 2011
• Human Champs: Jennings (2nd) and                 

Rutter (3rd)

• AlphaGO (DeepMind) vs Lee Seedol
• Mar 2016
• Score: 4-1
• Deep Learning Neural Networks

Source: Wiki



AI in PSE: 
Entered Phase III

• Phase III: Machine Learning II - Data Science (2005 –
Present)

• Deep Learning Neural Nets 

• Statistical Machine Learning

• Reinforcement Learning

• Big impact on NLP, Robotics, Vision
• Watson, AlphaGO, Self-driving cars
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How about “Watson” for PSE?

• What will it take to develop “Watson” for 
PSE?

• Not just qualitative facts

• Quantitative

• Math Models

• Charts, Tables, Spectra

• Heuristic Knowledge
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• Intellectual Challenges
• Ontologies
• Hybrid Models
• Domain-specific compilers



HOLMES: SEMANTIC SEARCH ENGINE

(2011-2017)

HOLMES: Ontology-Learning Materials Engineering System

Machine Learning

Natural Language Processing (NLP)

Ontologies

Semantic Storage

Academic Journal Articles
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• Challenges: Intellectual, Implementational and Organizational

• Smart Manufacturing Initiative
• Many relevant algorithms and knowledge modeling frameworks are already known

• Implementational
• Computational power, storage, communication are here now!

• Integrating Hardware, Software,  Communication, and Models

• Managing and updating data, knowledge and models

• Organizational
• Personnel training

• User acceptance and trust

• System maintenance

• These were the main limitations of the Honeywell ASM Program in 1995-2000

• Intellectual challenges
• Hybrid models

• Domain-specific compilers

• Ontologies

AI in PSE: Phase III – Data Science
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• Custom languages and representations – e.g., Chemistry
• Semantic search engines
• Visualization



AI in PSE: Phase IV
(2010 - ?)

• Self-organizing Intelligent Systems

• Modeling, predicting, and controlling the behavior 
a large population of self-organizing intelligent 
agents
• Drone swarms, Driverless car fleets

• Self-assembling nanostructures

• Science of Emergence

• Grand conceptual challenges here
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Science of Self-organizing Systems

• 20th Century Science was largely Reductionist

• Quantum Mechanics and Elementary Particle Physics

• Molecular Biology, Double Helix, Sequencing Human 
Genome
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Complex Self-organizing Systems

• But can reductionism answer this question?

• Given the properties of a neuron, can we predict the 
behavior of a system of 100 billion neurons?

• From Neuron Brain Mind

• How do you go from Parts to System?

• Reductionism cannot answer this!
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Two Small Clouds at the Dawn of 20th Century

 Lord Kelvin’s lecture, Royal Society, London, in April 1900

 “Nineteenth Century Clouds Over the Dynamic Theory of Heat and Light”

 “Physics knowledge is almost complete, except for two small “clouds” that remain 
over the horizon”

 These small “clouds” Revolutionized 20th Century Physics
 Blackbody Radiation: Quantum Mechanics

 Michelson-Morley Null Experiment: Relativity

Max 
Planck

Albert 
Einstein Lord Kelvin

26

http://en.wikipedia.org/wiki/File:Lord_Kelvin_photograph.jpg
http://en.wikipedia.org/wiki/File:Lord_Kelvin_photograph.jpg


“Large Cloud” at the Dawn of 21st Century

 How do you go from Parts to Whole?

 Reductionism can’t help here!

 Need an Constructionist Theory of Emergent Behavior

 Requires a NEW conceptual synthesis across AI, Systems 
Engineering, Statistical Mechanics, Game Theory, and Biology

 What might such a theory look like?

27



“Large Cloud” at the Dawn of 21st Century
 Individual agent properties              Emergent properties 

of millions of agents

 “Dumb” agents – e.g., Molecules
 Classical Mechanics (Small)  - e.g., Planetary motion
 Statistical Mechanics (Large) - e.g., Gas

 “Intelligent” agents – e.g., People
 Classical Mechanics                Neoclassical Economics
 Statistical  Mechanics             ???

 Conceptual problem with Entropy as Disorder

28



“Large Cloud” at the Dawn of 21st Century

 True meaning of Entropy: Measure of Fairness in a Distribution
 Statistical Mechanics              Statistical Teleodynamics (4 Laws)
 Dynamics of Ideal Free Market

 Proves equilibrium is reached by Maximizing Fairness
 Proves equilibrium is both Statistical and Nash
 Deep connection between Statistical Mechanics and Game 

Theory
 Proves Existence, Uniqueness, Optimality, and Asymptotic 

Stability
 Proves the Emergence of Income Distribution: Lognormal
 Fairest Inequality
 Guidelines for Tax Policy and Executive Compensation
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Predictions for Different Countries

• Theory estimates lognormal-based income shares for 
Top 1%, Top 10-1%, and Bottom 90% for ideally fair societies

• Piketty’s World Top Incomes Database (WTI)

Non-ideal Inequality Coefficient

ψ ≠ 0  Unfair Inequalityψ = 0  Fairest Inequality; 
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Norway: Non-ideal Inequality ψ
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Norway: Non-ideal Inequality ψ
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USA: Non-ideal Inequality ψ
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• Mathematical and 
Conceptual Foundations of 
Statistical Teleodynamics

• Synthesis of Concepts from 
Political Philosophy, 
Economics, Game Theory, 
Statistical Mechanics, 
Information Theory, and 
Systems Engineering

• Theory of Emergence of 
Income Distribution

Columbia University Press
Economics Series

July 2017 



“Large Cloud” at the Dawn of 21st Century

 How do you go from Parts to Whole?

 Need an Constructionist Theory of Emergent Behavior

 Requires a NEW conceptual synthesis across AI, 
Systems Engineering, Statistical Mechanics, Game 
Theory, and Biology

36



AI in PSE: Dawn of a New Era

• Grand Intellectual Challenges at the intersection of Complexity 
Science, AI and Systems Engineering
• Theory of Emergence

• Design, Control, Optimization and Risk Management by Self-Organization

• Impact of AI in PSE
• Hardware, software, communication, cost, acceptance are here

• But will still take 20 – 30 years to reach significant impact

• Revolutionize all aspects of PSE
• Energy, Sustainability, Materials, Pharmaceuticals,                        

Healthcare, Systems Biology
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• Custom languages and representations
• Semantic search engines
• Visualization

• Hybrid models
• Domain-specific Compilers
• Ontologies



Thank You, 
George!

• Happy 70th Birthday!

• Best wishes for a happy 
retired life!
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For your great contributions to PSE! For your support in my career!
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Thank You for Your Attention!

Questions?
40


