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25 years of time series forecasting
De Gooijer & Hyndman (International Journal of Forecasting, 2006)
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Motivation
The M3-Competition: results, conclusions

and implications
(1) Statistically sophisticated or complex methods do not

necessarily provide more accurate forecasts than simpler ones.
(2)  The relative ranking of the performance of the various

methods varies according to the accuracy measure being used.
(3) The accuracy when various methods are being combined

outperforms, on average, the individual methods being
combined and does very well in comparison to other methods.

(4) The accuracy of the various methods depends upon the length
of the forecasting horizon involved.

Makridakis & Hibon (International Journal of Forecasting, 2000)
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Material
1. Time Series Regression (TSR) & ARIMA model

 Seasonal models: Multiplicative, Additive, Subset
 Multiple Seasonal models.

2. ARIMAX & Multivariate Time Series Model
 Intervention Model & Outlier Detection
 Calendar Variation Model, Transfer Function Model.

3. Nonlinear Time Series (Modern) Models
 Non-linearity test, Neural Networks.

4. Hybrid Models
 TSR-NN, ARIMA-NN, ARIMAX-NN.

5

1. Time Series Regression (TSR) & ARIMA model
 Seasonal models: Multiplicative, Additive, Subset
 Multiple Seasonal models.

2. ARIMAX & Multivariate Time Series Model
 Intervention Model & Outlier Detection
 Calendar Variation Model, Transfer Function Model.

3. Nonlinear Time Series (Modern) Models
 Non-linearity test, Neural Networks.

4. Hybrid Models
 TSR-NN, ARIMA-NN, ARIMAX-NN.

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Reference
1. Armstrong, J.S. (2002)

Principles of Forecasting: A Handbook for Researchers and
Practicioners, Kluwer Academic Publisher.

2. Hanke, J.E. and Reitsch, A.G. (1995, 2005, 2008)
Business Forecasting,  5th, 7th and 9th edition, Prentice Hall.

3. Bowerman, B.L. and O’Connell, R.T. (1993, 2004)
Forecasting and Time Series: An Applied Approach,
3rd and 4th edition, Duxbury Press: USA.

4. Makridakis, S., Wheelwright, S. C. and Hyndman, R. J. (1998)
Forecasting: Method and Applications, New York: Wiley & Sons.

5. Wei, W.W.S. (1990, 2006)
Time Series Analysis: Univariate and Multivariate Methods
Addison-Wesley Publishing Co., USA.

6

1. Armstrong, J.S. (2002)
Principles of Forecasting: A Handbook for Researchers and
Practicioners, Kluwer Academic Publisher.

2. Hanke, J.E. and Reitsch, A.G. (1995, 2005, 2008)
Business Forecasting,  5th, 7th and 9th edition, Prentice Hall.

3. Bowerman, B.L. and O’Connell, R.T. (1993, 2004)
Forecasting and Time Series: An Applied Approach,
3rd and 4th edition, Duxbury Press: USA.

4. Makridakis, S., Wheelwright, S. C. and Hyndman, R. J. (1998)
Forecasting: Method and Applications, New York: Wiley & Sons.

5. Wei, W.W.S. (1990, 2006)
Time Series Analysis: Univariate and Multivariate Methods
Addison-Wesley Publishing Co., USA.

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



10 Scholars in Time Series

7 Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



10 Scholars in Forecasting
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Hybrid Model in Time Series Forecasting
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Hybrid Model in Time Series Forecasting
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“Padang” in Time Series Forecasting research
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“Padang” in Time Series Forecasting research
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 Develop the best forecast ARIMA model for Short-
term Electricity Load Data

 MINITAB: Descriptive evaluation about the
pattern of DOUBLE Seasonal Time Series Data

 R: Theoretical ACF and PACF of DOUBLE
Seasonal ARIMA model

 MINITAB:The Data: identification of stationary
& tentative order of DOUBLE Seasonal ARIMA

 SAS: Estimation & Diagnostic check.
 Discussion

Motivation
 Develop the best forecast ARIMA model for Short-

term Electricity Load Data
 MINITAB: Descriptive evaluation about the

pattern of DOUBLE Seasonal Time Series Data
 R: Theoretical ACF and PACF of DOUBLE

Seasonal ARIMA model
 MINITAB:The Data: identification of stationary

& tentative order of DOUBLE Seasonal ARIMA
 SAS: Estimation & Diagnostic check.
 Discussion
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Multiple Seasonal ARIMA models:
Double Seasonal ARIMA,Triple Seasonal ARIMA model.

Review: DSARIMA - TSARIMA

3

Website: http://users.ox.ac.uk/~mast0315/
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Introduction

 KehlogKehlog AlbranAlbran
“The Profit (1973)”

I have seen the future
and it is just like the present,

only longer.
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Problem: Prediction of half hourly load data
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MINITAB Descriptive: half hourly load data

6 Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND
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MINITAB Descriptive: half hourly load data
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MINITAB Identification: half hourly load data
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MINITAB Identification: half hourly load data
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MINITAB Identification: half hourly load data
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MINITAB Identification: half hourly load data
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ARIMA, SARIMA, DSARIMA model

o ARIMA model

o SARIMA model
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ACF of SARIMA model
o SARIMA(0,0,1)(0,0,1)24 model
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R script: ACF of SARIMA
o SARIMA(0,0,1)(0,0,1)24 model

# Program to calculate ACF and PACF theoretically
theta = c(-0.6,rep(0,22),-0.5,0.3)
acf.arma = ARMAacf(ar=0, ma=theta, 168)
pacf.arma = ARMAacf(ar=0, ma=theta, 168, pacf=T)
acf.arma = acf.arma[2:169]
c1 = acf.arma
c2 = pacf.arma
arma = cbind(c1, c2)
arma # ACF and PACF theoretically
par(mfrow=c(1,2))
plot(acf.arma, type="h", xlab="lag", ylim=c(-1,1))
abline(h=0)
plot(pacf.arma, type="h", xlab="lag", ylim=c(-1,1))
abline(h=0)
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R: the result - ACF of DSARIMA
o SARIMA(0,0,1)(0,0,1)24(0,0,1)168 model with

1=0.8,24 =0.65, and168=0.45
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R: the result - PACF of DSARIMA
o SARIMA(0,0,1)(0,0,1)24(0,0,1)168 model with
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R: the result - ACF of DSARIMA
o SARIMA(1,0,0)(1,0,0)24(1,0,0)168 model with

1=0.7,24 =0.4, and168=0.8
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R: the result - PACF of DSARIMA
o SARIMA(1,0,0)(1,0,0)24(1,0,0)168 model with

1=0.7,24 =0.4, and168=0.8
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SAS Program: Estimation DSARIMA
data listrik;

input y;
cards;
12123.6
...
11947.8
;
proc arima data=listrik out=b1;

/***  IDENTIFICATION Step  ***/
identify var=y(1,48,336) nlag=12;
run;
/***  PARAMETER ESTIMATION & DIAGNOSTIC CHECK Step  ***/
estimate p=(5,8) q=(1)(24)(168) noconstant;
run;
/***  FORECASTING Step  ***/
forecast lead=336 out=b2 noprint;
run;
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SAS Program: Estimation DSARIMA
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 This paper shows that R, MINITAB and SAS must be
used comprehensively for model building of
DSARIMA from certain time series data.

 R: To calculate the theoretical ACF and PACF from
DOUBLE Seasonal ARIMA models

 MINITAB: Descriptive evaluation & Identification step.

 SAS: Parameter Estimation, Diagnostic check, and
Forecasting steps.

Conclusion
 This paper shows that R, MINITAB and SAS must be

used comprehensively for model building of
DSARIMA from certain time series data.

 R: To calculate the theoretical ACF and PACF from
DOUBLE Seasonal ARIMA models

 MINITAB: Descriptive evaluation & Identification step.

 SAS: Parameter Estimation, Diagnostic check, and
Forecasting steps.
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Outline
• Introduction: General time series “pattern”
• The aims of this paper: Develop two levels calendar

variation model
• Data: Monthly men’s jeans and women's trousers sales in

a retail company
• Modeling method: Based on time series regression
• Results, analysis and evaluation: forecast accuracy
• Conclusion and future works
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Introduction

General time series “PATTERN”
 Stationer
 Trend: linear & nonlinear
 Seasonal: additive & multiplicative
 Cyclic
 CalendarVariation
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Introduction
o Two kinds of calendar variation effects:

1. Trading day effects
The levels of economics or business activities may change
depending on the day of the week. The composition of days
of the week varies from month to month and year to year.

2. Holiday (traditional festivals) effects
Some traditional festivals or holidays, such as Eid ul-Fitr, Easter,
Chinese New  Year,  and Jewish Passover are set according to
lunar calendars and the dates of such holidays may vary between
two adjacent months in the Gregorian calendar from year to
year.

cont’
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Introduction cont’
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Introduction cont’

Eid holidays for the period 2002 to 2011
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Introduction cont’
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Introduction cont’
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The aims

 To develop two levels calendar variation model
based on time series regression method for
forecasting sales data with the Eid ul-Fitr effects.

 To compare the forecast accuracy with other
forecasting methods, i.e.
o ARIMA model
o Feed-forward Neural Networks (FFNN)
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Modeling method

 Model for linear trend:
… (1)

 Regression with dummy variable for seasonal pattern:
… (2)

 Regression for calendar effects:

… (3)
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The Proposed Model

 Model at the first level :

 Model at the second level :
1. Linear model 2. Exponential model
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Background of Two Levels
Linear

illustration
Linear

illustration
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Dummy at Two Levels
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The proposed procedure
Step 1: Determination of dummy variable for calendar variation period.
Step 2: Determination of deterministic trend and seasonal model.
Step 3: Simultaneous estimation of calendar effects and other patterns.
Step 4: Diagnostic checks on error model. If error is not white noise, add

significant lags (autoregressive order) based on ACF and PACF
plots of error model.

Step 5: Re-estimate calendar effect, other pattern (trend, seasonal), and
appropriate lags (autoregressive order) simultaneously for the first
level model.

Step 6: Estimate the second level model to predict the effects of calendar
variation in every possibility number of days before Eid ul-Fitr
celebration.
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Step 1
 Based on the time series plot, two dummy variables are used

for evaluating calendar variation effect, i.e.

 The months prior to Eid ul Fitr,
DDj,tj,t--11 = dummy variable for ONE month prior to Eid

ul-Fitr celebration.
 During the month of Eid ul-Fitr celebration,
DDj,tj,t = dummy variable for during the month of Eid

ul-Fitr celebration.
o j = number of days before Eid ul-Fitr celebration
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Step 2 -3

 Model for linear trend:

 Regression with dummy variable for seasonal pattern:

 Regression for calendar effects and other patterns:
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Step 4-6

 Model at the first level :

 Model at the second level :
1. Linear model 2. Exponential model
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Results: monthly sales of men’s jeans
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Results: monthly sales of women’s trouser
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Results: monthly sales of women’s trouser
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Fig. 3. The fitted line of the second level model regression in Eq.
(13a)-(14b) for monthly sales of women’s trouser data
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Results
Method

Y1,t = men’s jeans Y2,t = women trouser
in-sample out-sample in-sample out-sample

ARIMA 0.1408 0.2634 0.1685 0.4235
FFNN: no skip layer
3-1-1
3-2-1
3-3-1
…

3-9-1
3-10-1

0.1188
0.0809
0.0786

…
0.0709
0.0894

0.3847
4.3466
0.3375

…
11.7676
5.6064

0.0845
0.0741
0.0657

…
0.0551
0.0598

0.3290
0.3844
0.2789

…
1.7997

10.6219
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1.7997
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FFNN: with skip layer
3-1-1
3-2-1
3-3-1
…

3-9-1
3-10-1

0.1148
0.0809
0.0708

…
0.1245
0.1087

0.4159
0.5659
0.6290

…
2.6E+01
1.9E+07

0.0889
0.0710
0.0663

…
0.0616
0.0561

0.3273
0.3383
0.2855

…
2.6E+01
8.2E+01

Two levels regression
2nd: linear model
2nd: exponential model

0.0686
0.2434
0.2424

0.0510
0.1508
0.0929
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Graphical Results
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Graphical Results
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Graphical Results
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Conclusion
 The proposed two levels calendar variation model based on

time series regression yield better prediction for out-sample
data, compared to those of ARIMA model and neural
networks.

 The application of ARIMA model usually yield spurious
results, particularly about seasonal pattern and the presence
of outliers.

 Whereas, neural networks perform well only for in-sample
data.
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Outline
• Introduction: General time series “pattern”
• The aims of this paper: Develop two levels calendar

variation model
• Data: Monthly men’s jeans and women's trousers sales

in a retail company
• Modeling method: Based on ARIMAX and Regression
• Results, analysis and evaluation: forecast accuracy
• Conclusion and future works
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Introduction

General time series “PATTERN”
 Stationer
 Trend: linear & nonlinear
 Seasonal: additive & multiplicative
 Cyclic
 CalendarVariation

3

General time series “PATTERN”
 Stationer
 Trend: linear & nonlinear
 Seasonal: additive & multiplicative
 Cyclic
 CalendarVariation

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Introduction
o Two kinds of calendar variation effects:

1. Trading day effects
The levels of economics or business activities may change
depending on the day of the week. The composition of days
of the week varies from month to month and year to year.

2. Holiday (traditional festivals) effects
Some traditional festivals or holidays, such as Eid ul-Fitr, Easter,
Chinese New  Year,  and Jewish Passover are set according to
lunar calendars and the dates of such holidays may vary between
two adjacent months in the Gregorian calendar from year to
year.

cont’
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Introduction cont’
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Introduction cont’

Eid holidays for the period 2002 to 2011
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Introduction cont’
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The aims
 To develop two levels calendar variation model

based on ARIMAX and regression method for
forecasting sales data with the Eid ul-Fitr effects.

 To compare the forecast accuracy with other
forecasting methods, i.e.
o ARIMA model
o Feed-forward Neural Networks (FFNN)
o Two levels Time Series Regression
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Modeling method
 Model for linear trend:

… (1)

 Regression with dummy variable for seasonal pattern:
… (2)

 Regression for calendar effects:

… (3)
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The Two Levels Regression Model

 Model at the first level :

 Model at the second level :
1. Linear model 2. Exponential model
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 Model at the first level :

 Model at the second level :
1. Linear model 2. Exponential model
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The PROPOSED Model
 Model at the first levelARIMAX-1: stochastic TREND-SEASONAL

 Model at the first levelARIMAX-2: deterministic TREND-SEASONAL

 Model at the second level :
 Linear model
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Background of Two Levels
LINEAR

illustration
LINEAR

illustration
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Dummy at Two Levels
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The Proposed Procedure
Step 1: Determination of dummy variable for calendar variation period.
Step 2: Remove the calendar variation effect form the response by fitting

for model with stochastic trend and seasonal model, or fitting

simultaneuously for model with deterministic trend and seasonal, to
obtain the error, Nt.

Step 3: Find the best ARIMA model of Nt using Box-Jenkins procedure.
Step 4: Simultaneously fit the model from step 2 and 3.This model is the first

level of calendar variation model based on ARIMAX method.
Step 5: Test the significance of parameter and perform diagnostic check.
Step 6: Estimate the second level model to predict the effects of calendar

variation in every possibility number of days before Eid ul-Fitr.
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Step 1
 Based on the time series plot, TWO DUMMY VARIABLES

are used for evaluating calendar variation effect, i.e.

 The months prior to Eid ul Fitr,
Dj,t-1 = dummy variable for ONE month prior to Eid

ul-Fitr celebration.
 During the month of Eid ul-Fitr celebration,

Dj,t = dummy variable for during the month of Eid
ul-Fitr celebration.

o j = number of days before Eid ul-Fitr celebration
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Step 2 - 6
 Model at the first levelARIMAX-1: stochastic TREND-SEASONAL

 Model at the first levelARIMAX-2: deterministic TREND-SEASONAL

 Model at the second level :
 Linear model
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Results: monthly sales of men’s jeans
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Results: monthly sales of men’s jeans
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Results

20 Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Graphical Results
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Conclusion
 The proposed two levels calendar variation model

based on ARIMAX and Regression method yield better
prediction for out-sample data, compared to those of
ARIMA model and neural networks.

 The application of ARIMA model usually yield spurious
results, particularly about seasonal pattern and the
presence of outliers.

 Whereas, Neural Networks perform well only for in-
sample data.
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 Architecture of Neural Networks: Supervised &

Unsupervised networks
 Model selection in Neural Networks: Inputs,

Number of hidden neurons,Activation function,
Preprocessing method.

 Application and Development: Forecasting and
Classification problems.

2

 Introduction: Background,Motivation, Jargons,
Goals.

 Architecture of Neural Networks: Supervised &
Unsupervised networks

 Model selection in Neural Networks: Inputs,
Number of hidden neurons,Activation function,
Preprocessing method.

 Application and Development: Forecasting and
Classification problems.

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Neural Networks – NN
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General Background
 During the last few decades,
 modeling to explain nonlinear relationship between variables, and
 some procedures to detect this nonlinear relationship

have grown in a spectacular way and received a great deal
of attention.
 Granger, C.W.J. and Terasvirta,T., (1993)
 Terasvirta, T., Tjostheim, D. and Granger, C.W.J., (1994)

 Due to computational advances and increased computational
power, nonparametric models that do not make assumptions
about the parametric form of the functional relationship
between the variables to be modelled have become more
easily applicable.
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Motivation of NN Research
 Today’s research is largely motivated by the possibility of

using NN model as an instrument to solve a wide variety
of application problems such as:

pattern recognition (classification), signal processing,
process control, and forecasting.

 The use of the NN model in applied work is generally
motivated by a mathematical result stating that under
mild regularity conditions, a relatively simple NN model
is capable of approximating any Borel-measureable
function to any given degree of accuracy.

(see e.g. Hornik, Stichombe and White (1989, 1990),
White (1990); Cybenko (1989))
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The use of NN … [Sarle, 1994]

1. as models of biological nervous systems
and “intelligence”,

2. as real-time adaptive signal processors or
controllers implemented in hardware for
applications such as robots,

3. as data analytic methods.

 This paper is concerned with NN for DATA
ANALYSIS.
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Chart of Neural Networks
http://www.asimovinstitute.org/neural-network-zoo/
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Supervised vs Unsupervised networks

8

Dependence
Methods

Interdependence
Methods

Multivariate Data Analysis
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Chart of Neural Networks
http://www.asimovinstitute.org/neural-network-zoo/
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Source: Sarle (1994)



Figure 2: Simple Nonlinear Perceptron = Logistic Regression

1

2

3
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Feed Forward Neural Networks

 Multilayer perceptron (MLP), also known
as feedforward neural networks (FFNN),
is probably the most commonly used NN
architecture in engineering application.

 Typically, applications of NN for regression,
time series modeling and classification
(discriminant analysis) are based on the
FFNN architecture.
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Neural Networks & Statistical Jargon

Neural Networks Statistics
 features  variables

 inputs  independent variables

 outputs  predicted values

 targets or training values  dependent variables

 errors  residuals
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 training, learning, adaptation  estimation

 patterns or training pairs  observations

 weights  parameter estimates

 supervised learning  regression & discriminant

 unsupervised learning  data reduction

 adaptive vector quantization  cluster analysis

 generalization  interpolation & extrapolation

X1, X2, …, Xp Y

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



FFNN as Nonlinear regression

 FFNN includes estimated weights
between the inputs and the hidden
layer, and the hidden layer uses
nonlinear activation functions
such as the logistic function, the
FFNN becomes genuinely
nonlinear model, i.e., nonlinear in
the parameters.

 In this case, FFNN can be seen as
nonlinear regression. FFNN can
have multiple inputs and outputs
(This figure is multiple inputs with
single output), and this
architecture is similar to multiple
nonlinear regression.
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FFNN as Logistic Regression and
Discriminant Analysis

 FFNN with nonmetric data
(dichotomous/polycothomus)
in target values is identical to
logistic regression and
nonlinear discriminant
analysis.

 In this case, FFNN often use a
multiple logistic function to
estimate the conditional
probabilities of each class. A
multiple logistic function is
called a softmax activation
function in the NN literature.
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FFNN as Nonlinear AR(p) model
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FFNN as Nonlinear AR(p) model

 Model building strategy that proposed by
Terasvirta et al. (1994)

1. Test Yt for linearity, using linearity test
(neglected nonlinearity).

2. If linearity is rejected, consider a small
number of alternative parametric models
and/or nonparametric models.

3. These models should be estimated in-
sample and compared out-of-sample.
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FFNN: the main problems !!!

1. How many nodes
(neurons) in hidden layer?

2. What is the best inputs
(features selection)?

3. What is the best pre-
processing method?

4. What is the best
activation function in
hidden and output layer?

In Classification & Regression
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In Time Series Forecasting
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1. What is the best inputs
(features selection)?

2. How many nodes
(neurons) in hidden layer?

3. What is the best pre-
processing method?

4. What is the best
activation function in
hidden and output layer?

Model selection in Neural
NetworksYt-1,Yt-2, …,Yt-p

Yt
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Nonlinear relationship Concept

18

Lag plot: Yt-7 vs Yt

Nonlinear Time SeriesNonlinear Time Series

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Model Selection in Neural Network

 In general, there are two procedures usually used
to find the best FFNN model or the optimal
architecture, those are “general-to-specific” or
“top-down” and “specific-to-general” or “bottom-
up” procedures.

 “Top-down” procedure is started from complex
model and then applies an algorithm to reduce
number of parameters (number of input variables
and unit nodes in hidden layer) by using some
stopping criteria, whereas “bottom-up” procedure
works from a simple model.
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Neural Networks “software”
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Neural Networks “software”
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Lag plot: Yt-7 vs Yt

Nonlinear Time Series
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Neural Networks “software”
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Lag plot: Yt-7 vs Yt

Nonlinear Time Series
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Application: NN for Classification

Variable Notation
Y default (Yes = 1 , No = 0)
X1 age
X2 ed (categorical)

- Source: bankloan.sav from SPSS

23

X2 ed (categorical)
X3 employ
X4 address
X5 income
X6 debtinc
X7 creddebt
X8 othdebt Level of education
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Application: NN for Classification
- Source: bankloan.sav from SPSS

Input variables
All Input X1, X2, …, X8: age, ed, …, othdebt

Best Input employ, address, debtinc, and creddebt

Number of neurons 1 – 25

Activation Function Logistic Sigmoid vsTangent Hyperbolic

24

Preprocessing Method None, Standardized, Normalized, Adjusted Normalized

1.What is the best inputs (features selection)?
2.How many nodes (neurons) in hidden layer?
3.What is the best activation function in hidden and output layer?
4.What is the best pre-processing method?
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Application: NN for Classification
- Source: bankloan.sav from SPSS

Input variables
All Input X1, X2, …, X8: age, ed, …, othdebt

Best Input employ, address, debtinc, and creddebt

Stepwise Discriminant Logistic Regression

Variable F
Wilk’s

Lambda Variable Wald p-value

25

Variable F
Wilk’s

Lambda Variable Wald p-value

Debtinc 30,531 0,747 Employ 63,360 0,000

Employ 73,671 0,798 Address 15,621 0,000

Creddebt 43,584 0,762 Debtinc 20,129 0,000

Address 9,560 0,721 Creddebt 35,799 0,000
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Application: NN for Classification
- Source: bankloan.sav from SPSS

Percentage correct of classification

26

Number of neurons in hidden layer Number of neurons in hidden layer

 The effect of INPUTS and number of NEURONS in hidden layer

Training Testing
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Application: NN for Classification
- Source: bankloan.sav from SPSS

Percentage correct of classification
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 The effect of PREPROCESSING method & number of NEURONS

Training

Number of neurons in hidden layer Number of neurons in hidden layer

Testing
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Application: NN for Classification
- Source: bankloan.sav from SPSS

Percentage correct of classification
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 The effect of ACTIVATION function method & number of NEURONS

Training

Number of neurons in hidden layer Number of neurons in hidden layer

Testing
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Application: NN for Classification
- Source: bankloan.sav from SPSS

 Summary of the results:
(1) More sophisticated or complex methods do not

necessarily provide more accurate classification than
simpler ones, particularly at testing dataset.

(2) The performance of the various NN methods for
classification problem depends upon :

Inputs,
Number of neurons in hidden layer,
Pre-processing method, and
Activation function.

.
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Application: NN for Time Series Forecasting

- Source: simulation study using ESTAR(1)7 model

, et  N(0, 0.5)
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Application: NN for Time Series Forecasting

Input variables
Many Inputs include lag 7 (Xt-7) and without lag 7

Best Input only using lag 7 or Xt-7

Number of neurons 1,2,3,4,5,10,15

Activation Function Logistic Sigmoid vsTangent Hyperbolic

Preprocessing Method None, Standardized, Normalized, Adjusted Normalized

- Source: simulation study using ESTAR(1)7 model
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Preprocessing Method None, Standardized, Normalized, Adjusted Normalized

1.What is the best inputs (features selection)?
2.How many nodes (neurons) in hidden layer?
3.What is the best activation function in hidden and output layer?
4.What is the best pre-processing method?
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Application: NN for Time Series Forecasting
- Source: simulation study using ESTAR(1)7 model
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 Identification the appropriate lag inputs: use LAG PLOT in R

Inspiring Creative & Innovative Minds – Dept. of Mathematics, UNAND



Application: NN for Time Series Forecasting
- Source: simulation study using ESTAR(1)7 model

RMSE

with Xt-7 with Xt-7

without Xt-7without Xt-7
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Number of neurons in hidden layer Number of neurons in hidden layer

 The effect of INPUTS and number of NEURONS in hidden layer

Training Testing

with Xt-7 with Xt-7
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Application: NN for Time Series Forecasting
- Source: simulation study using ESTAR(1)7 model

RMSE

34

 The effect of ACTIVATION function and number of NEURONS

Number of neurons in hidden layer Number of neurons in hidden layer

Training Testing
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Application: NN for Time Series Forecasting
- Source: simulation study using ESTAR(1)7 model

RMSE
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 The effect of PREPROCESSING method & number of NEURONS

Number of neurons in hidden layer Number of neurons in hidden layer

Training Testing
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 Summary of the results:
(1) More sophisticated or complex methods do not

necessarily provide more accurate forecast than
simpler ones.

(2) The performance of the various NN methods for time
series forecasting problem depends upon :

Inputs or lag variables,
Number of neurons in hidden layer,
Pre-processing method.

Application: NN for Time Series Forecasting
- Source: simulation study using ESTAR(1)7 model
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 Summary of the results:
(1) More sophisticated or complex methods do not

necessarily provide more accurate forecast than
simpler ones.

(2) The performance of the various NN methods for time
series forecasting problem depends upon :
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Number of neurons in hidden layer,
Pre-processing method.
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25 years of time series forecasting
De Gooijer & Hyndman (International Journal of Forecasting, 2006)
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Research Motivation
The M3-Competition: results, conclusions

and implications
(1) Statistically sophisticated or complex methods do not

necessarily provide more accurate forecasts than simpler ones.
(2)  The relative ranking of the performance of the various

methods varies according to the accuracy measure being used.
(3) The accuracy when various methods are being combined

outperforms, on average, the individual methods being
combined and does very well in comparison to other methods.

(4) The accuracy of the various methods depends upon the length
of the forecasting horizon involved.

Makridakis & Hibon (International Journal of Forecasting, 2000)
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Recent development of NN for forecasting

Hybrid Model – Combined - Ensemble
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Recent development of NN for forecasting

Hybrid Model – Combined - Ensemble
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Recent development of NN for forecasting

Hybrid Model – Combined - Ensemble
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Conclusion
 Statistical models and NN are not competing

methodologies for data analysis. There is
considerable many similarities between the two
models.

 NN include several models, such as FFNN, that
are useful for statistical applications.

 Statistical methodology is directly applicable to
NN in a variety of ways, including estimation
criteria, optimization algorithm, testing
hypothesis and diagnostic check.
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