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Introduction

This training will have the main subjects:

J Basic terms on embedded Linux
o Kernel configuration
. Setting up a script for Linux-aware debugging

J Debugging Linux components by TRACE32 Linux menu
o Linux Trace

. Troubleshooting

Please note that Linux debugging for Intel x86/x64 is covered by a different training document, refer to
“Training Linux Debugging for Intel® x86/x64” (training_rtos_linux_x86.pdf).

Documentation Updates

The latest version of this document is available for download from:
www.lauterbach.com/pdf/training_rtos_linux.pdf

Related Documents and Tutorials

J For a complete description of the Linux awareness commands, refer to the “OS Awareness
Manual Linux” (rtos_linux_stop.pdf).

. For information about Linux run mode debugging, please refer to “Run Mode Debugging Manual
Linux” (rtos_linux_run.pdf) and “TRACE32 as GDB Front-End” (frontend_gdb.pdf).

. The Linux Debugging Reference Card includes an overview of frequently used TRACE32
commands for debugging targets running Linux.

. For a short video tutorial about Linux debugging, visit:
www.lauterbach.com/tut_oslinux.html
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Basic Terms on Embedded Linux

This part describes essential basics and terms related to Linux and Linux-Debugging.

1. Linux Components

2 The Linux Awareness

3. Virtual Memory Management in Linux
4 Run-Mode vs. Stop-Mode Debugging

Linux Components

From the point of view of a debugger, a Linux system consists of the following components:

J The Linux kernel

. Kernel modules

J Processes and threads

J Libraries (shared objects)

Moreover, we can talk about two different spaces of executed code:
. Kernel space with privileged rights which includes the kernel

J User space with limited rights which includes processes, threads and libraries.
The kernel debug symbols (vmlinux) should be loaded in TRACES32 by the user. The debug symbols of
kernel modules, processes and libraries are automatically loaded on-demand by the TRACE32 Symbol

Autoloader. Please refer to the rest of this training, as well as to “OS Awareness Manual Linux”
(rtos_linux_stop.pdf) for more information.

The Kernel

The Linux kernel is the most important part in a Linux system. It runs in privileged kernel space and takes
care of hardware initialization, device drivers, process scheduling, interrupts, memory management... The
Linux kernel is generally contained in a statically linked executable in one of the object files supported by
Linux (e.g. “vmlinux”). You can also find the kernel in compressed binary format (zimage/ulmage). You will
see later in this training how to configure the Linux kernel for Linux-aware debugging.

Kernel threads:

It is often useful for the kernel to perform operations in the background. The kernel accomplishes this via
kernel threads. Kernel threads exist solely in kernel space. The significant difference between kernel threads
and processes is that kernel threads operate in kernel space and do not have their own address space.
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Kernel Modules

Kernel modules (*.ko) are software packages that are loaded and linked dynamically to the kernel at run
time. They can be loaded and unloaded from the kernel within a user shell by the commands
modeprobe/insmod and rmmod. Typically kernel modules contain code for device drivers, file systems, etc.
Kernel modules run at kernel level with kernel privileges (supervisor).

Processes and Threads

A process is an application in the midst of execution. It also includes, additionally to executed code, a set of
resources such as open files, pending signals, a memory address space with one or more memory
mappings...

Linux processes are encapsulated by memory protection. Each process has its own virtual memory which
can only be accessed by this process and the kernel. Processes run in user space with limited privileges.

A process could have one or more threads of execution. Each thread includes a unique program counter,
process stack and set of process registers. To the Linux kernel, there is no concept of a thread. Linux
implements all threads as standard processes. For Linux, a thread is a processes that shares certain
resources with other processes.

Libraries (Shared Obijects)

Libraries (shared objects, *.so0) are commonly used software packages loaded and used by processes and
linked to them at run-time. Libraries run in the memory space of the process that loaded them having the
same limited privilege as the owning process. Same as processes, also libraries are always loaded and
executed as a file through a file system.

The Linux Awareness

Debugging an operating system like Linux requires special support from the debugger. We say that the
debugger needs to be “aware” of the operating system. Since TRACES32 supports a wide range of target
operating systems, this special support is not statically linked in the debugger software but can be
dynamically loaded as an extension depending on which operating system is used. Additional commands,
options and displays will be then available and simplify the debugging of the operating system.The set of
files providing these operating system debugging capabilities is called here “awareness”.

To be able to read the task list or to allow process or module debugging, the Linux awareness accesses the
kernel’s internal structures using the kernel symbols. Thus the kernel symbols must always be available
otherwise Linux aware debugging will not be possible. The file vmlinux has to be compiled with
debugging information enabled as will be shown later.

The Linux awareness files can be found in the TRACES32 installation directory under
~~/demo/<arch>/kernel/linux/

The Linux awareness can be loaded using the command TASK.CONFIG or EXTension.LOAD.
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You can check the version of the loaded Linux awareness in the VERSION.SOFTWARE window. This
information will only be shown if the Linux awareness is already loaded.
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Virtual Memory Management in Linux

Before actually going into the details on how to debug a Linux system with TRACE32, we need to look at the
helping features of TRACE32 that make Linux debugging possible.

Virtual Address Map of Linux

We start by discussing the virtual address map used by a running Linux system. Basically the memory is
split into two sections: one section is reserved for the kernel and the second one for the user applications.
The kernel runs in supervisor/privileged mode and has full access to the whole system while user processes
run in user/non-privileged mode. The kernel has full visibility of the whole virtual address map, while the user
processes have only a partial visibility. It's the task of the kernel to maintain the virtual address map and also
the virtual to physical address translations for each user process.

The kernel space is exclusively used by the kernel, this means that a kernel logical/virtual address can have,
at a given time, one single virtual-to-physical address mapping. On the other hand, the user space is shared
by all running processes. Thus a virtual address in the user space can have different mappings depending
on the process to which this address belongs.

The kernel space includes the kernel logical address range which is mapped to a continuous block in
the physical memory. The kernel logical addresses and their associated physical addresses differ only
by a constant offset. We denote this kernel logical to physical address translation as “kernel default
translation”. The rest of the kernel space includes the kernel virtual addresses which do not have
necessarily the same mapping as the kernel default translation. This includes for instance kernel
modules and memory allocated with vmalloc.

For a 32bit kernel, the split between kernel and user space is at a certain barrier which is configurable in the
kernel. Three options are available:

J 3G/1G user/kernel i.e. the kernel space starts at 0xC0000000 (CONFIG_VMSPLIT_3G)
J 2G/2G user/kernel i.e. the kernel space starts at 0x80000000 (CONFIG_VMSPLIT_2G)
J 1G/3G user/kernel i.e. the kernel space starts at 0x40000000 (CONFIG_VMSPLIT_1G)

Option =|| Option
. LTI OMAP2/3/4 Specific Features :
us support

OPCCard (PCMCIA/CardBus) support
nel Features

é----Architected timer support

Memory split

-®3G/1G userfkernel split

-0 2G/2G userfkernel split

; - 1G/3G userfkernel split

PU Power Management = i(2) Maximum number of CPUs (2-32) [+
= 1 »

4 3

For Arm 32 bit processors, the kernel additionally reserves the 16 MB below the start of the kernel for kernel
modules. The kernel space starts for instance from 0xBF000000 if a 3G/1G user/kernel split is used.

For 64 bit kernels, user and kernel space are separated by a reserved virtual address range.
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Debugger Memory Access

Per default (i.e. with disabled debugger address translation) the debugger accesses the memory virtually
(through the core). This way, it is only possible to access memory pages which are currently mapped in the
translation look-aside buffers (TLB).

Alternatively, you can set up the debugger to access the memory physically. This way, the debugger will have
access to all the existing physical memory. However, Linux operates completely in virtual memory space: all
functions, variables, pointers etc. work with virtual addresses. Also, the symbols are bound to virtual
addresses. Hence, if the user tries to read the value of a variable for instance, the debugger has to find the
virtual to physical address translation for this variable and access it using its physical address.

The debugger can hold a local translation list. Translations can be added to this list manually using the
TRANSIation.Create command. This local translation list can be viewed using the TRANSIation.List
command. If the accessed virtual address has a translation in the local translation list then this translation is
used, otherwise if the translation “table walk” is enabled (TRANSIation.TableWalk ON) then the debugger
will read the target MMU page table(s) to find the virtual to physical address translation. We call this process
“debugger table walk”.

NOTE: The debugger local translation list has the highest priority in the debugger
translation process.

In contrast to the CPU address translation, if the virtual to physical address mapping is not found in the page
table when performing a debugger table walk, no page fault is generated. It is then not possible for the
debugger to access this address. A debugger memory access doesn’'t modify the MMU page tables.

Without further settings, the debugger can only access the current page table generally pointed by a special
register (e.g. TTBRO/TTBR1 for Arm). However, each process as well as the kernel, has its own page table.
Hence, by walking only through the current page table, it is not possible to find the virtual to physical address
mapping of a process which is not the current executing one and as follows it is not possible to access the
memory of such a process.

But since the Linux kernel manages the switching of the MMU for all processes, kernel structures hold the
pointers for the translation pages tables for every process. The debugger just needs to get this information
from the kernel data structures to be able to access the memory for any running task in the system. It is the
task of the Linux awareness to get the page table descriptors for all running tasks on the system. You can
display these descriptors by execution the TRACE32 command TASK.List.SPACES. In order to access this
information, the debugger needs to have access to the kernel data at any time. The Linux debugging script
has thus to inform the debugger about the logical to physical address translation used by the kernel.

To be able to access the kernel logical range at any time, the debugger needs
to know the kernel logical to physical address translation.
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Space IDs

Under Linux, different processes may use identical virtual address. To distinguish between those addresses,
the debugger uses an additional identifier, called space ID (memory space identifier). It specifies which
virtual memory space an address refers to. The space ID is zero for all tasks using the kernel address space
(kernel threads). For processes using their own address space, the space ID equals the lower 16bits of the
process ID. Threads of a particular process use the memory space of the invoking parent process.
Consequently threads have the same space ID as the parent process (main thread).

If you enter commands with a virtual address without the TRACE32 space ID,
the debugger will access the virtual address space of the current running
task.

The following command enables the use of space IDs in TRACES32:

I SYStem.Option.MMUSPACES ON

SYStem.Option.MMUSPACES ON doesn’t switch on the processor MMU. It just
extends the addresses with space IDs.

O

After enabling the address extension with the memory space IDs, a virtual address looks like
“001E:10001244", which means virtual address 0x10001244 with space ID 0x1E (pid = 30.).

You can now access the complete memory:

Data.dump 0x10002480 ; Will show the memory at virtual address
; 0x10002480 of the current running task

List 0x2F:0x10003000 ; Will show a code window at the address
; 0x10003000 of the process having the space
; 1id Ox2F

Data.dump A:0x10002000 ; Will show the memory at physical address
; 0x10002000

Symbols are always bound to a specific space ID. When loading the symbols, you need to specify, to which
space ID they should belong. If you load the symbols without specifying the space ID, they will be bound to
space ID zero (i.e. the kernel’s space ID). See chapter “Debugging the Linux Components by TRACE32
Linux Menu”, page 36 for details.
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Because the symbols already contain the information of the space ID, you don’t have to specify it manually.

Data.dump myVariable ; Will show the memory at the virtual
; address of “myVariable” with the space ID
; of the process holding this variable

44 B:Data.dump 0:08048FDD (== =] 11%] B::Data.dump 0xBE9:0x08048FDD (== =]
address 0 4 01234567 i address 0 4 01234567 i
ND:0141:08048FD8 | 00090000#0000036F Li7u0%is  » ND:0BB9:08048FD8 | ECB3ELGOPFCASC/ 28 553c(7Er =+
ND:0141:08048FEO | 00000010 0D696918 T3%%511% - ND:0BE9:08048FED | 00000000 00E445C7 %4%%5E%% =
virtual address of current process 0x141 virtual address of specified process 0xBB9
134] B:Data.dump ADx08048FDD =E=] 14 BzData.dump flags = [@]=]
address 0 4 01234567
L ND:OBE9:0804A3ES PO0OLOI0L OI000I0L Lieiiiis -
AND:08048FEOJ 5C803304 FDO27781 533\iwis - ND:0BB9:0804A3F0 | 00010001 00010100 IZYLLLL -
access to physical address A:0x8048FDD Symbol “flags” with process 0xBB9
NOTE: Address extension with the memory space IDs is per default disabled in

TRACE32. The command SYStem.Option.MMUSPACES ON has thus to be
included at the start of the Linux debugging script.

If the Linux awareness is enabled, the debugger tries to get the space ID of the current process by accessing
the kernel’s internal data structures. If this fails e.g. because of wrong symbol information, an access error,
or simply because the kernel's data structures have not been yet initialized (in case you stop the target early
in the kernel boot process), the debugger sets the current space ID to 0xFFFF and shows the message
“task error” in the status line.

Go |[ Break || symbol |[ Frame | [ Register |

(task error) 0 |stopped

You can ignore the “task error” message as long as the kernel has not yet booted. In case you still get this
error after the kernel boot, then you probably have a wrong configuration or a problem with the kernel debug
symbols.

On Demand Paging

Linux is designed for heavy MMU usage with on-demand paging. On-demand paging means that code and
data pages are loaded when they are first accessed. If the processor tries to access a memory page that is
not yet loaded, it creates a page fault. The page fault handler then loads the appropriate page and creates a
translation in the current page table.
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The following screen shots show an example of on-demand paging on an Arm Cortex-A processor: the code
of the process consists of multiple memory pages. The program counter is at the end of the page (address
0x18FF8). The next page (at address 0x19000) is not yet loaded into physical memory. Therefore the
debugger cannot read the memory at these addresses and shows question marks.

i£] [B:Data.List] =n| Wl <
[ M step |[ M Over || & Next |[« Retum|[ & up || » Go |[ I Break |[ ¥ Mode | Find:
addr /Tine |code label mnemornic commert

OOOlSFFS E1AOCOOD
ES2DDE00

ri2,ri3 -
{ril-ri12,rl14,pc}

NUR:022C:

: 00019000
NUR:022C:
NUR:022C:
NUR:022C:
NUR:022C:
NUR:022C:

|.m

4 I 2

After a single step, a PABORT exception takes place (address 0xFFFF000C).

i£] [B:Data.List] =n| Wl <
[ M Step |[ M over |[ & Hext |[¢ Return][ & uUp |[ P Go |[ 1N Break |[ ¥ Mode | Find:
addr/1ine |code 1al mremonic commen
NSR:022C:FFFFO000 [EFSF0000D SVC 0x9F0000 -
NSR:022C:FFFF0004 |EACOOODD b 0xFFFFO380
NSR:022C:FFFFO008 |[ES9FF410 ldr pc,0xFFFF0420
: : EAQQOOBE b 0xFFFF0300 |:|
:FFFFO010 [EACOO0D9A b 0xFFFF0280 |
NSR:022C:FFFF0014 |EAQODOFA b OxFFFF0404
NSR:022C:FFFF0018 |EAQO0O7E b 0xFFFF0200
NSR:022C:FFFF001C |EAQOOQOF7Y b 0xFFFF0400 2
4 | i b

The kernel handler for pre-fetch abort is called then, which loads and maps the page.
iE] [B:Datallist] =n| Wl <

[ M step |[ M Over || & Next |[« Retum|[ ¢ up || » Go |[ I Break |[ ¥ Mode | Find:
addr/1ine |source i
asmlinkage void __exception
do_Prefetchabort(unsigned long addr, unsigned int ifsr, s
= 576 ||
e 577 const struct fsr_info #inf = ifsr_info + fsr_fs(i
struct siginfo into;
580 if (linf->fnladdr, ifsr | FSR_LNX_PF, regs).
return; M
583 J printk (KERN_ALERT "Unhandled prefetch abort: %s (-
4 | i b

Finally the execution returns to the address which caused the exception (0x19000).

=] [B:Data.List] =n = <=
[ M Step |[ M over |[ & Hext |[¢ Return][ & uUp |[ P Go |[ 1N Break |[ ¥ Mode | Find:
addr/1ine |code 1al mremonic comment i
NUR:022C:00018FF&| [E1A0CO0OD cpy riz,rl3 -
NUR:022C:00018FFC||JIE92DDE00 push {r11-r12,r14,pc}
: : EZ4CB004 sub rll,rl2, #Dx4 ; ril,rl2,
100019004 ] [E59F003C 1dr rG.leSGiS El
NUR:022C:00019008|| |EEFFCDEE b1 0xC648 N
NUR:022C:0001900C| |E59F0038 ldr ra, leJUiC
NUR:022C:00019010| |EBFFCDEC b1 0xC648 -
4 | i b

Please also refer to “OS Awareness Manual Linux” (rtos_linux_stop.pdf) for more information about on-
demand paging.
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[ M Step || W Over ][ 4 Next |[¢ Retum][ & Up | P Go ][ I Break | %] Mode | Find:
addr/1ine |code |[Tabel mnemonic [comment '

cpy ri2,ri3 -

pus {r11-r12,r14,pc}

r0,0x19048
0xC648 @
rQ,0x1904C
0xC648 -
| L]

NUR:022C:
NUR:022C:
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Run-Mode vs. Stop-Mode Debugging

There are two main alternatives for debugging a Linux target: hardware based (stop mode) and software
based (run mode). This chapter gives a small introduction regarding the differences between stop and run
mode debugging which are both supported by TRACE32.

Hardware Based Debuggers

A hardware-based debugger uses special hardware to access target, processor and memory (e.g. by using
the JTAG interface). No software components are required on the target for debugging. This allows
debugging of bootstraps (right from the reset vector), interrupts, and any other software. Even if the target
application runs into a complete system crash, you are still able to access the memory contents (post
mortem debugging).

A breakpoint is handled by hardware, too. If it is reached, the whole target system (i.e. the processor) is
stopped. Neither the kernel, nor other processes will continue. When resuming the target, it continues at the
exact state, as it was halted at the breakpoint. This is very handy to debug interrupts or communications.
However, keep in mind that also “keep alive” routines may be stopped (e.g. watchdog handlers).

The debugger is able to access the memory physically over the complete address range, without any
restrictions. All software parts residing in physical memory are visible, even if they are not currently mapped
by the TLBs. If the debugger knows the address translation of all processes, you gain access to any process
data at any time.

The “on demand paging” mechanism used by Linux implies that pages of the application may be physically
not present in the memory. The debugger cannot access such pages (including software breakpoints), as
long as they are not loaded.

Advantages:

. bootstrap, interrupt or post mortem debugging is possible

. no software restrictions (like memory protection, ...) apply to the debugger

. the full MMU table and code of all processes alive can be made visible

. only JTAG is required, no special communication interface as RS232 or Ethernet is
needed

Disadvantages:

. halts the complete CPU, not only the desired process
. synchronization and communications to peripherals usually get lost
L debug hardware and a debug interface on the target are needed
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Software Based Debuggers

Software based debuggers, e.g. GDB, usually use a standard interface to the target, e.g. serial line or
Ethernet. There is a small program code on the target (called “stub” or “agent”) that waits for debugging
requests on the desired interface line and executes the appropriate actions. Of course, this part of the
software must run, in order for the debugger to work correctly. This implies that the target must be up and
running, and the driver for the interface line must be working. Hence, no bootstrap, interrupt or post mortem
debugging is possible.

When using such a debugger to debug a process, a breakpoint halts only the desired process. The kernel
and all other processes in the target continue to run. This may be helpful, if e.g. protocol stacks need to
continue while debugging, but hinders the debugging of inter-process communication.

Because the debugging execution engine is part of the target program, all software restrictions apply to the
debugger, too. In the case of a gdbserver for example, which is a user application, the debugger can only
access the resources of the currently debugged processes. In this case, it is not possible to access the
kernel or other processes.

Advantages:

L halts only the desired process

. synchronization and communications to peripherals usually continue
J no debugger hardware and no JTAG interface are needed

Disadvantages:

. no bootstrap, interrupt or post mortem debugging is possible

o all software restrictions apply to the debugger too (memory protection, ...)

L only the current MMU and code of this scheduled process is visible

. actions from GDB change the state of the target (e.g page faults are triggered)
. one RS232 or Ethernet interface of the target is blocked

The GDB Remote Serial Protocol (RSP) is used by some emulators/simulators (e.g. QEMU) as a debug
protocol. In this case, the debug stub is part of the emulator itself. We talk this in this case about stop mode
debugging.

Software based debugging is less robust and has many limitations in
comparison to hardware based debugging. Thus, it is recommended to use
JTAG based debugging if possible.

)

Run mode debugging is not covered by this training, for more information please refer to “Run Mode
Debugging Manual Linux” (rtos_linux_run.pdf) and “TRACE32 as GDB Front-End” (frontend_gdb.pdf).
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Kernel Configuration

Before going forward with writing Linux TRACES32 scripts and debugging the different Linux components, we
will show the important kernel configurations that have influence on Linux debugging.

Compile The Kernel With Debug Info

To be able to do Linux aware debugging, the vmlinux file must be compiled with debug info enabled. Thus,
you need to ensure that CONFIG_DEBUG_INFO is enabled in the kernel configuration. Please also make
sure that CONFIG_DEBUG_INFO_REDUCED is not set (Reduce debugging information).

Linux/x86 3.18.0 Kernel Configuration
File Edit Option Help

1=

Option

T IO T O T T T T PPoTT

;I | Option

Z-File systems

- Caches

- CD-ROM/DVD Filesystems

- DOS/FAT/NT Filesystems

- Pseudo filesystems

- Miscellaneous filesystems
- [ Network File Systems Compile the kernel with debug info (DEBUG_INFO) o
- Native language support
-I-Kernel hacking

-~ printk and dmesg options If you say Y here the resulting kernel image will include

& Compile-time checks and compiler options debugging info resulting in a larger kernel image.

-Memory Debugging This adds debug symbols to the kermel and modules (gcc -g), and

is needed if you intend to use kernel crashdump or binary object
tools like crash, kgdb, LKCD, gdb, etc on the kernel.

mpile the kernel with debug info
-[Reduce debugging information (NEW)
-JProduce split debuginto in .dwo nles (NEW
-[]Generate dwarf4 debuginfo (NEW)
i~[Enable _ deprecated logic |

CONFIG_DEBUG_INFO:

[kmemcheck: trap use of uninitialized memory

- Debug Lockups and Hangs Say Y here only if you plan to debug the kernel.
- Lock Debugging (spinlocks, mutexes, etc...)
-RCU Debugging If unsure, say N.
[ Tracers Symbol: DEBUG_INFO [=y]
- Runtime Testing Type : boolean
- CI5ample kernel code Prompt: Compile the kernel with debug info
Location:
- [JKGDB: kernel debugger > Kernel hacking —

- Security options - |-= Compile-time checks and compiler options
Frmtanran) hic ADI _I_I Defined at lib/Kconfig.debug:120
4 L Depends on: DEBUG KERNEL [=v] && !COMPILE TEST [=nl LI

Moreover the option “Produce split debug info in .dwo files” (CONFIG_DEBUG_INFO_SPLIT) has to be
disabled.

CONFIG_DEBUG_INFO=y
# CONFIG_DEBUG_INFO_REDUCED is not set
# CONFIG_DEBUG_INFO_SPLIT is not set

Disable Randomization

For some processor architectures, the Linux kernel offers a security feature which allows to randomize the
virtual address at which the kernel image is loaded (CONFIG_RANDOMIZE_BASE). This option has to be
disabled in the kernel configuration, otherwise the debug symbol addresses loaded from the vl inux file
do not match anymore the kernel code/data. As an alternative to disabling this option, you can add
“nokaslr” to the kernel boot parameters.
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Disable Lockup and Hang Detection

The Linux kernel provides the possibility to detect soft lockups and hung tasks by acting as a watchdog. This
can be enabled under Kernel hacking > Debug Lockups and Hangs. The corresponding kernel
configuration options are CONFIG_SOFTLOCKUP_DETECTOR and CONFIG_DETECT_HUNG_TASK.

If the program execution is stopped for a certain period of time, the soft lockup and hang detection could
trigger a kernel panic. It is thus recommended to disable this detection in the kernel configuration.

CPU Power Management

The Linux kernel CPU power management could cause for some processor architectures that single cores
are not accessible by the debugger when in power saving state. CPU power management can be disabled
in the Linux kernel configuration by disabling the options CONFIG_CPU_IDLE and CONFIG_CPU_FREQ.

Idle states can also be disabled for single cores from the shell by writing to the file

/sys/devices/system/cpu/cpu<x>/cpuidle/state<x>/disable. Alternatively, you may remove
the idle-states property from the device tree if available.

On some Linux distributions, power management can be disabled using specific kernel command line
parameters (e.g. “*jtag=on” or “nohlt”). Please refer to the documentation of the kernel command line
parameters of your Linux distribution for more information.

Disable KPTI a.k.a. KAISER (Arm 64 bit only)

If the option CONFIG_UNMAP_KERNEL_AT_ELO is enabled, the kernel is unmapped when running in user
space and mapped back in on exception entry via a trampoline page in the vector table. Thus, when the
execution is stopped in user space, the debugger won’t have access to the kernel data. Please disable this
option in the kernel configuration if possible. Otherwise, you can add “pti=0” to the kernel boot

parameters or set the variable __kpti_forced to a negative value e.g.

IF sYmbol.EXIST(__ kpti_forced)
Var.set _ kpti_forced = -1

Kernel Modules Related Configurations

The kernel contains all section information if it has been configured with CONFIG_KALLSYMS=y. When
configuring the kernel, set the option “General Setup”-> “Configure standard kernel features” -> “Load
all symbols” to yes. Without KAL.LSYMS, no section information is available and debugging kernel modules
is not possible.

- General setup L ..

IRQ subsystem [#]Enable 16-bit UID system calls
RCU Subsystern

central Group suppart P L oad a

[ONamespaces suppart

E onfigure standard kernel features (expert users) Support for hot-pluggable devices
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Extracting the Kernel Configuration

The Linux awareness includes a script (getconfig. cmm) that can be used in order to extract the kernel
configuration file from a running Linux kernel. You just need to stop the program execution and call the script

eg.

Break
DO ~~/demo/arm/kernel/linux/getconfig.cmm

The script will extract a config.gz file from the kernel. Please note that this script only works if
IKCONFIG_PROC (enable access to .config through /proc/config.gz) is enabled in the kernel configuration.
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Setting up a Script for Linux-Aware debugging

This chapter will introduce the typical steps to prepare the TRACE32 debugger for convenient Linux-
Debugging. Sample Linux debugging setup script files are presented at the end of this chapter.

Linux Setup-Steps and -Commands

To be able to do Linux aware debugging, some configuration needs to be done in TRACE32. The minimal
setup includes the following steps:

. Connect to the target platform

. Load the Linux kernel symbols

J Set up the debugger address translation

. Load the Linux awareness and the Linux menu

These are the only needed configuration steps if you want to attach to a running Linux kernel. In case you
want to debug the kernel boot, then you additionally need to make sure to stop the execution before the
kernel start.

Moreover, it is possible to download the kernel image to the RAM using the debugger. We will discuss in this
chapter which setup is needed in this case.

You can find Linux demo scripts in the TRACE32 installation directory under
~~/demo/<arch>/kernel/linux/board

Debugger Reset for Linux Debugging

Especially if you restart debugging during a debug session you are not sure about the state the debugger
was in. It is thus recommended to use the command RESet in order to reset the debugger settings.

RESet ; reset debugger completely

The RESet command doesn’t reset the target but only the debugger
environment.

O

Moreover, it is also good to clear all debugger windows before connecting to the target using the WinCLEAR
command.

WinCLEAR ; clear all debugger windows
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Debugger Setup

You need to set up the debugger to be able to connect to the target platiorm. The needed setup highly
depends on the used target platform. Start-up scripts for different target platforms are available in the
TRACE32 demo directory. You can use the TRACE32 menu “File” -> “Search for Scripts..” to find suitable
demo scripts for your target board. Please also refer to your Processor Architecture Manual.

Additional settings related to OS-aware debugging are needed. These settings are presented below.

Address Extension

Switch on the debugger’s virtual address extension to use space IDs. The addresses in the List and
Data.dump windows will be extended with a space ID (e.g. 0000:800080000).

SYStem.Option.MMUSPACES ON ; enable space IDs

It is recommended to add the command at the start of the Linux debugging script after resetting the
debugger environment and before establishing the debug connection.

NOTE: Older documentation and TRACE32 software uses SYStem.Option MMU ON
instead of SYStem.Option MMUSPACES ON. Please use only the new naming.

Set Single Step Behavior

While single stepping, external interrupts may occur. On some architectures, this leads with the next single
step into the interrupt handler. This effect normally disturbs during debugging. The following sequence
masks external interrupts while executing assembler single steps. Keep interrupts enabled during HLL single

steps to allow paging while stepping through source code.

SETUP.IMASKASM ON ; suppress interrupts during assembler stepping
SETUP.IMASKHLL OFF ; allow interrupts while HLL single stepping

If an assembler single step causes a page fault, the single step will jump into
the page fault handler, regardless of the above setting. The debugger will restore
the interrupt mask to the value before the single step. So it might be wrong at this
state and cause an unpredictable behavior of the target.

Architecture Specific Options

Additional settings are needed depending on the used target processor. Please refer to your Processor
Architecture Manual and to the Linux debugging demo scripts for more information.
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The following settings are e.g. needed for Armv7 Cortex-A processors:

SYStem.Option.DACR ON ; give debugger global write permissions
TrOnchip.Set DABORT OFF ; used by Linux for data page misses!
TrOnchip.Set PABORT OFF ; used by Linux for program page misses!
TrOnchip.Set UNDEF OFF ; might be used by Linux for FPU detection

Open a Terminal Window

You can open a serial terminal window in TRACE32 using the TERM command:

TERM.RESet ; reset old TERM settings
TERM.METHOD COM coml 115200. 8 NONE 1STOP NONE
; for coml0 use \\.\comlO

TERM.SIZE 80. 1000. ; define size of the TERM window
TERM.SCROLL ON ; enable scrolling

TERM.Mode VT100

TERM.view ; open the TERM window
SCREEN.ALways ; TERM window always updated

You can also use the term.cmm script available in the TRACE32 installation under
~~/demo/etc/terminal/serial which takes two arguments: the COM port and the baud rate e.g.

DO ~~/demo/etc/terminal/serial/term.cmm COM1 115200.

TRACES2 allows to send data to the terminal window from a script file using the command TERM.OUT:

TERM.OUT "bootm 0x20000000" 10. ; 10. is the ascii code of LF

Moreover, TRACES32 allows to set a trigger for the occurrence of a specific string in the terminal window
using the command TERM.TRIGGER. The PRACTICE function TERM.TRIGGERED(<channel>) returns

then if the trigger has occurred.

; wait until the string "login" appears in the terminal window
TERM.TRIGGER login:"
WAIT TERM.TRIGGERED (D:0)

Load Kernel Symbols

Kernel symbols are very important when debugging a Linux system. Without kernel symbols, no Linux
aware debugging is possible. You need to load the kernel symbols even if you only debug user applications

and do not debug the kernel code.
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The kernel debug information is included in the file vm1inux. This file has to be compiled with debugging
information enabled as already explained. You can load the kernel debug symbols using the following
command:

Data.LOAD.El1f vmlinux /NoCODE ; load only kernel debug symbols

The option /INOCODE should be used to only load the symbols without kernel code.

The symbols of the vmlinux file contain empty structure definitions (forward declarations in the source
files). These may confuse the Linux awareness. To remove those structure definitions, execute a
sYmbol.CLEANUP right after loading the symbols into the debugger.

Displaying the Source Code

If you are not running TRACE32 on the host where you compiled your kernel, the debugger, which uses per
default the compile path to find the source files, will not find these files. The List window will display in this
case hatches instead of the source code:

4 Belist [E=N =R
M Step | B Over | \AsDiverge « Return|| ¢ Up » Go || NN Break || | Mode |6 - Find: Pain.c
addr/1ine [source |
505 .
510
514
515 % b

The easiest way to inform the debugger about the path of the source file is to do a right mouse click in the
hatched area then select Resolve Path. A file search dialog will appear.

4 Belist [E=N =R
M Step | B Over | \AsDiverge « Return|| ¢ Up » Go || NN Break || | Mode |6 - Find: Pain.c

addr/1ine [source |
505 .

Program Address
+ Go %II y/
510 ﬁ Breakpoint... -
/aﬁreakpoints 4 /
o ) Rowowe. | -
L

A Toggle Bookmark

+¥+ Set PC Here

& Resolve Path

2 View Info
Copy Address L4

You just need then to browse to the source code file. The result of Resolve Path is a source path translation
which will be used to locate all kernel source code files. This means that you have to resolve the path of a
single source code file and all other kernel sources will be automatically found by TRACE32.
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You can see the result of Resolve Path using the command sYmbol.SourcePATH.List.
? Bus¥mbol.SourcePATH.List EI@

2K Dekete Al Cw Reload || Verbose || 3 Sources...|| 2 Errors... B2 Store...| 52 Gete... || 52 Load... || + Add Dr...
dir |base |cach |rec |igno |dyn |hit |directory |

" home' kjmalikernely” -= “C:\Training\Linux‘"”

Using the button Store..., the resulting sYmbol.SourcePATH.Translate command can be saved in a
PRACTICE script.

sYmbol.SourcePATH. Translate "\home\kjmal\kernel\" "C:\Training\Linux\"

Download the Kernel

It is normally the task of the boot-loader to load the kernel e.g. from the an SD card to the RAM. However,
you can also use the debugger to download the kernel to the target memory over JTAG. In this case you
need to omit the /INOCODE option in the Data.LOAD.EIf command. We use here the memory class A:

(absolute addressing) to download the code on the physical memory:

Data.LOAD.E1f vmlinux A:<physical_ start>-<logical_start> /NosYmbol

Since the vm1 inux file is mapped to logical addresses, it has to be loaded with an offset which is equal the
kernel physical start minus the kernel logical start. If we have for instance a 32 bit kernel starting at the
logical address 0xC0000000 and that should be downloaded to the memory at 0x10000000, we should
the use the following command:

Data.LOAD.Elf vmlinux A:0x10000000-0xC0000000 /NosYmbol

Some architectures (e.g. SH and MIPS) use the same virtual and physical start address for the kernel. In
this case you can simply download the kernel code and load the symbols using:

Data.LOAD.E1f vmlinux

When shifting the kernel image from virtual to physical start address (e.g
0x10000000-0xC0000000) you have to only load the kernel code without
debug symbols using the option /NoSymbol. Otherwise, the kernel debug
symbols will be loaded on shifted addresses. The debug symbols should be
then loaded separately.
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Sometime, it is also necessary to restrict the download to a RAM area range due to wrong information by
some gcc versions in the EIf file:

Data.LOAD.E1f vmlinux 0x10000000-0xC0000000 0x10000000--0x1FFFFFFF
/NosYmbol

Downloading the Kernel Code at the Kernel Entry

You can set an on-chip breakpoint at the kernel entry point and let the system run. When you stop at the
breakpoint, you can then download the kernel to the target memory. In this case, no further settings are

needed since everything has already been prepared by the boot-loader. For example:

Go 0x10008000 /Onchip
WAIT !STATE.RUN()

Data.LOAD.Elf vmlinux A:0x10000000-0xC0000000 /NosYmbol

If the kernel image is compressed, the breakpoint at the kernel entry is hit twice: the first time to execute the
decompression routine and the second the start the kernel. You need to take this in consideration in your

script e.g. using the /COUNT option:

Go 0x10008000 /Onchip /COUNT 2
WAIT !STATE.RUN ()

Data.LOAD.Elf vmlinux A:0x10000000-0xC0000000 /NosYmbol

Then you can simply continue the execution:

Go ; let the kernel boot

Downloading the Kernel after the Boot-loader Target Initialization

You can stop the boot-loader just after the target initialization and download the kernel. This way, you need to
set the values of several registers and to set up the kernel boot parameters manually. The program counter
should be set to kernel entry point. Other registers should be set depending on the target architecture. For
the Arm 32 bit Cortex-A architecture, the register R2 should point to a device tree blob.

; Reset all registers:

Register.RESet

; set PC on start address of image:

Register.Set PC 0x80008000

; Set R2 to the start of the device tree blob
Register.Set R2 0x82000000

; Download the device tree blob

Data.LOAD.Binary omap4-panda.dtb 0x82000000 /NoClear
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Download the File System

In case you are using a ramdisk image as file system, you can download this image to the target memory
using the Data.LOAD.Binary command:

Data.LOAD.Binary ramdisk.image.gz 0x81600000 /NoClear /NosYmbol

Please note that the /NoClear option should be used here, otherwise already loaded debug symbols would
be cleared.

Set up the Debugger Address Translation

The following settings have to be done by the Linux-aware debugging script in order to give the debugger
access to the whole system including kernel, kernel modules and user space applications.

Kernel Page Table and Default Translation

The debugger needs to have access, at any time, to the kernel page table which contains translations for
mapped address ranges owned by the kernel. Moreover, the kernel may use one of different formats to store
translations in the kernel page table. The Linux-aware debugging script has thus to inform the debugger
about the format and the logical address of the kernel page table as well as the logical to physical address
translation for kernel addresses.

All these settings can be done using the command MMU.FORMAT e.g

MMU.FORMAT LINUX swapper_pg_dir 0xc0000000--0xclffffff 0x80000000

The first argument of this command is the format of the kernel page table. Please check “OS Awareness
Manual Linux” (rtos_linux_stop.pdf) for actual format specifier.

The second argument is a kernel symbol pointing to the start of the kernel page table and is usually called
swapper_pg_dir.

The third argument is the kernel logical to physical address translation called kernel translation or default
translation. This range should at least include the whole kernel page table. You can generally use the kernel
_text label as start of this range and the label _end minus 1 as its end.

MMU .FORMAT LINUX swapper_pg_dir _text--(_end-1) 0x80000000

The last argument is the physical address that corresponds to the used logical range start. You can get this
address using the command MMU.List PageTable with the logical address as argument e.qg.

MMU.List PageTable _text
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COMMON Range

With enabled space IDs, debug symbols as well as address translation are specific to one space ID. In user
space, the List window displays for instance only the debug symbols of the current process. Moreover, in
order to do the virtual to physical translation for an address with a given space ID, the debugger accesses
the page tables corresponding to that space ID. User space application may be however executing in kernel
space on behalf of the kernel. This means that it is usual to have the program counter pointing to a kernel
address, e.g. a kernel function, with a user process space ID. The debugger has to display in kernel space
the kernel symbols and use the kernel page tables independently of the space ID. The command
TRANSIation.COMMON informs the debugger about common address range for all processes, i.e.
everything above the process address range including kernel and kernel modules.

For a 32 bit Arm Cortex-A kernel, the common range starts at 0xb£000000, 0x7£000000 or
0x3£000000 respectively for 3G/1G, 2G/2G, 1G/3G user/kernel splitand ends at Oxff£££E£££ (Since
kernel modules are mapped in the 16 MB below the start of the kernel).

; possible common ranges for Arm 32 bit kernels:

TRANSlation.COMMON Oxbf000000--0Oxffffffff ;3G/1G user/kernel split
TRANSlation.COMMON 0x7f000000--Oxffffffff ;2G/2G user/kernel split
TRANSlation.COMMON 0x3f000000--Oxffffffff ;1G/3G user/kernel split

The common range for a 32 bit kernel starts otherwise at 0xc0000000, 0x80000000 or 0x40000000
respectively for 3G/1G, 2G/2G, 1G/3G user/kernel split and ends at Oxffffff£f.

; possible common ranges for non Arm 32 bit kernels:

TRANSlation.COMMON 0xc0000000--0xffffffff ;3G/1G user/kernel split
TRANSlation.COMMON 0x80000000--0xffffffff ;2G/2G user/kernel split
TRANSlation.COMMON 0x40000000--Oxffffffff ;1G/3G user/kernel split

The following common range can always be used for 64 bit kernels as user space is always below the
address 0x£000000000000000.

; common range for 64 bit kernels:
TRANSlation.COMMON 0xf000000000000000--Oxffffffffffffffff

Enable The Address Translation

The debugger address translation and MMU table walk have to be enabled respectively using the
commands TRANSIation.ON and TRANSIation.TableWalk ON.

TRANSlation.TableWalk ON
TRANSlation.ON

If the table walk is enabled, when accessing a virtual address which has no mapping in the debugger local
address translation list (TRANSIation.List), the debugger tries to access the MMU page tables to get the
corresponding physical address and then accesses the memory physically.
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detect_translation.cmm

Lauterbach provides two scripts (for Arm 32 and 64 bit Cortex-A processors) that try to detect the debugger
address translation relevant settings and print them to the AREA window. These scripts can be found in
~~/demo/arm/kernel/linux/board/generic-template

You need then to copy the detected setting from the AREA window into your Linux debugging script.

Set up the Linux Awareness

We need to load now the Linux awareness and Linux menu in TRACE32.

. For kernel versions 2.x, the Linux awareness is based on the file linux2.t32 located under
~~/demo/<arch>/kernel/linux/linux-2.x/

o The Linux awareness for kernel versions 3.x and newer is based on the file linux.t32 located under
~~/demo/<arch>/kernel/linux/awareness/

; load the awareness on Arm

TASK.CONFIG ~~/demo/arm/kernel/linux/awareness/linux.t32

; load Linux menu:

MENU.ReProgram ~~/demo/arm/kernel/linux/awareness/linux.men
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The Linux menu file includes many useful menu items developed for the TRACE32 PowerView user

interface to ease Linux debugging.

Trace Perf Cov

& Configuration...

B CTS Settings...
ETM Settings...

Trigger Dialog...

Default
i Timing 3 All
#od Chart H| & Tracking with Source

& List Context Tracking System
g Save trace data...
g Load reference data...

Task Switches
Default and Tasks

Reset

Linux Window Help
a5 Display Processes
a5 Display ps-like

a4 Display Tasks

a4 Display Modules

a5 Display File System L4
Process Debugging 3 3§ Load Symbols...
Module Debugging *| 3 Delete Symbols...
Library Debugging L4 Debug New Process...

Watch P 4
3 Symbol Autoloader e —

& Options...

a4 Display Kernel Log

& Display Process MMU Tables
&4 Display Kernel MMU Tables

a4 Device Tree L4
other L4

Eﬁ_l Linux Terminal
& Configure Terminal...

{11! Generate RAM Dump
) Integrity Check

Perf  Cov HI6220 Linux
& Perf Configuration...
E Perf List

E Perf List Dynamic

Function Runtime
Distribution
Duration Ato B

Distance trace records

* v v v

Task Function Runtime 4l Show Mumerical

o Show as Timing

&3 Benchmark Counters ) ) .
o Tracking with Trace List

Reset

Help

2 Contents
&) Index

43 Find...
H Tree

@ PowerView User's Guide

@ Processor Architecture Manual
@ Debugger User Guide

pf_r'i (05 Awareness Manual Linux

@ Training Manuals L4

#3 Demo Scripts...
€3 Welcome to TRACE3S2

B Setup PDF Viewer...

Lauterbach Homepage
Support
/A About TRACE32

The Linux awareness and Linux menu are based on scripts available under:

~~/demo/<arch>/kernel/linux/awareness.

These scripts are called by the Linux awareness and the Linux menu. You should thus always load the
awareness from the TRACE32 installation directory to avoid compatibility problems between the Linux
awareness and the mentioned scripts. If you load the Linux awareness outside the TRACE32 installation,

you will get the warning “please use awareness files from TRACE32 installation directory”

Mark the Kernel Address Space

For better visibility, you can mark the kernel address space to be displayed with a red bar.

GROUP.Create "kernel"

0x0000:0xC0000000--0xFFFFFFFF /RED
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Disable Watchdogs and Lockup Detection

The Linux kernel includes mechanisms to detect lockups and hangs. These mechanisms could interfere with
the debug functionality. Lauterbach provides within the Linux awareness a script to disable watchdogs and
lockup detection by writing to specific kernel variables. This script can be found in the TRACE32 demo
directory under <arch>/kernel/1linux. Since the script accesses kernel variables, you should call it
after the MMU has been enabled e.g. after stopping at start_kernel:

Go start_kernel /Onchip
WAIT !STATE.RUN ()
DO ~~/demo/arm/kernel/linux/disable_watchdogs.cmm

Please contact the Lauterbach support in case you don't find this script in your TRACES32 installation.
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Setup for SMP Linux

At kernel start, only the first core of an SMP system is generally accessible. If the debugger tries to access
the other cores, there is often a fatal error. When debugging an SMP Linux from the start, the user has thus
to connect only to the first core, wait until all core are activated by the kernel then re-connect to the whole
SMP system. The CORE.ASSIGN command can be used here to assign a set of cores to the SMP system.

This command can only be used in "system down" mode. Example:

SYStem.CPU IMX6QUAD ; quad core CPU

CORE.ASSIGN 1. ; only assign the first core

<...> ; further CPU specific settings

SYStem.Up ; reset the target and connect to first core
<...> ; load kernel symbols, set up the address

; translation and load the Linux awareness

Go ; resume the execution, the kernel will boot
WAIT 10.s ; wait until other cores are activated by the
; kernel e.g. 10.s

SYStem.Down ; detach from the target (core assignment
; can only be changed in "down" mode)

CORE.ASSIGN 1. 2. 3. 4. ; assign all four core

SYStem.Mode Attach ; re-attach to the target

; the 0S awareness needs to be re-loaded since it is disabled by the
; the SYStem.Down command
TASK.CONFIG ~~/demo/arm/kernel/linux/awareness/linux.t32

You may use, instead of a wait time (10 seconds in the example above), a breakpoint on a kernel function
that is executed just after all cores have been enabled by the kernel. The kernel function smp_cpus_done

can be used here for instance:

; the script smp.cmm will be executed when the breakpoint is hit and the
; breakpoint will be disabled

Break.Set smp_cpus_done /CMD "DO smp.cmm" /DISableHIT

Go

; script smp.cmm

SYStem.Down

CORE.ASSIGN 1. 2. 3. 4.

SYStem.Mode Attach

TASK.CONFIG ~~/demo/arm/kernel/linux/awareness/linux.t32

NOTE: Special care needs to be taken when debugging the boot of an SMP kernel. If
you change the core assignment too early, thus before the cores are enabled by
the kernel, you will most probably get a debug access error. If you however stop
the program execution with only one core assigned after the kernel has enabled
other cores, the kernel will panic.
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Example Linux Setup-Scripts

You can find demo startup scripts for different target boards in the TRACES2 installation directory under
~~/demo/<arch>/kernel/linux/board. You can also search for the newest scripts in the Lauterbach

home page under the following link:

https://www.lauterbach.com/frames.html?scripts.html

The first example script sets up Linux aware debugging for a kernel running on an OMAP4430 processor
with two Cortex-A9 cores. In this example the kernel is already running on both Cortex-A9 cores. The RAM

is located at 0x80000000.

REset
WinCLEAR

SYStem.CPU OMAP4430
SYStem.Option.DACR ON
TrOnchip.Set DABORT OFF
TrOnchip.Set PABORT OFF
TrOnchip.Set UNDEF OFF

SYStem.Option.MMUSPACES ON ;

SYStem.Mode Attach

SETUP.IMASKASM ON 2

; give Debugger global write permissions

; used by Linux for page miss!

; used by Linux for page miss!

; may be used by Linux for FPU detection
enable space IDs to virtual addresses

lock interrupts while single stepping

; Open a serial terminal window
DO ~~/demo/etc/terminal/serial/term.cmm COM1 115200.

; Open a Code Window -- we like to see something

WinPOS 0. 0. 75. 20.
List

; Load the Linux kernel symbols

Data.LOAD.E1f vmlinux /NOCODE

; Set up the debugger address translation
MMU . FORMAT LINUXSWAP3 swapper_pg_dir 0xC0000000--0xDFFFFFFF 0x80000000
TRANSLATION.COMMON 0xBF000000--0OxFFFFFFFF

TRANSLATION.TableWalk ON
TRANSlation.ON

; Load Linux awareness and Linux menu

PRINT "initializing multi task support..."

TASK.CONFIG ~~/demo/arm/kernel/linux/awareness/linux.t32
MENU.ReProgram ~~/demo/arm/kernel/linux/awareness/linux.men

; Group kernel area to be displayed with red bar
GROUP.Create "kernel" 0xC0000000--OxFFFFFFFF /RED

ENDDO
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The second example shows a Linux script for the Zynq UltraScale+ APU which has four Cortex-A53 cores.
We reset here the target and connect to the first core using the SYStem.Up command. We resume then the

program execution till the entry point of the kernel and download the kernel binary to the memory.

REset
WinCLEAR

SYStem.CPU ZYNQ-ULTRASCALE+-APU
SYStem.Option.MMUSPACES ON
CORE.ASSIGN 1.

SYStem.Up

; Open a serial terminal window
DO ~~/demo/etc/terminal/serial/term.cmm COM1 115200.

SETUP.IMASKASM ON ; lock interrupts while single stepping
Break.Set 0x80000 /Onchip ; set a breakpoint at the kernel entry
Go

TERM.TRIGGER "ZyngMP>"
WAIT TERM.TRIGGERED (D:0)
TERM.OUT "bootm 0x20000000" 10.
WAIT !STATE.RUN/()

Break.Delete

; Load the Linux kernel
Data.LOAD.El1f vmlinux A:0x80000-0xFFFFFF8008080000 /NoSymbol

; Load the kernel symbols
Data.LOAD.El1f vmlinux /NoCODE

; set up the source path translation
sYmbol.SourcePATH.Translate "\home\kjmal\kernel\" "C:\Training\Linux\"

; set up the debugger address translation

MMU . FORMAT LINUXSWAP3 swapper_pg dir _text--(_end-1) 0x80000
TRANSLATION.COMMON 0xf000000000000000--Oxffffffffffffffff
TRANSLATION.TableWalk ON

TRANSlation.ON

Break.Set smp_cpus_done /CMD "DO smp.cmm" /DISableHIT
Go

; Initialize Linux awareness

TASK.CONFIG ~~/demo/arm/kernel/linux/awareness/linux.t32

; loads Linux menu:

MENU.ReProgram ~~/demo/arm/kernel/linux/awareness/linux.men

ENDDO
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Debugging Linux Components

Each of the components used to build a Linux system needs a different handling for debugging. This chapter
describes in detail, how to set up the debugger for the individual components.

“OS Awareness Manual Linux” (rtos_linux_stop.pdf) gives additional detailed instructions.

The Kernel

We differentiate here between the part of the kernel boot running with disabled MMU, that we call kernel
startup, and the rest of the kernel.

Kernel Startup

The Linux kernel starts executing with disabled MMU, i.e. at physical address space. The debug symbols of
the kernel startup are however mapped to virtual addresses. In the following screen shot, the program
counter points to the kernel entry point on a Armv8 Cortex-A processor where the RAM starts at address

0x0.
e el
M Step | B Over | \AsDiverge « Return|| ¢ Up » Go || NN Break || | Mode |6 - Find:
addr/1ine |code labkel mnemonic comment

HX:0007FFF8 [FOEFEFFF undet OxFBEFEFFF A
Hx: D007FFFC |EG thz x14,#0x3F, 0x7D6ED0
HX: 00080000 add %x13,x18,#0x16 ; x13,x18,#22
HX: 00080004 b 0xE40000
HX: 00080008 undef 0x80000
Hx : 0008000C undef  0x0
HX: 00080010 undef 0x1143000
Hx: 00080014 undef  0x0
Hx : 00080018 undef  Ox0A
Hx : 0008001C undef  0x0 v

The corresponding debug symbol is the label _text which is mapped in this example by the vmlinux file
to the virtual address OxFFFFFF8008080000.
? Bus¥mbol _text EI@

|

path [symbol type address
\\um11nux\G1oba1\J_text |(char TO] |

P:FFFFFF8008080000

To debug the kernel startup code, we have thus to load the vim1 inux file with an offset which is equal to the
physical kernel start address minus the kernel virtual address.

I Data.LOAD.EIf vmlinux <physical_start_addr>-<virtual_start_addr> /NoCODE
This corresponds in our example to 0x80000-0xFFFFFF8008080000:

Data.LOAD.Elf vmlinux 0x80000-0xFFFFFF8008080000 /NoCODE
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If the address extension with the memory space IDs is enabled, the kernel symbols will be mapped to the
space ID 0x0000. The current task is however at this time unknown, so the current space ID is 0xFFFF.
Consequently, the List window will not display the debug symbols.

= [o|[@ |[=
M Step | B Over | \AsDiverge « Return|| ¢ Up » Go || NN Break || | Mode |6 - Find:
addr/1ine |code labkel mnemonic comment i
HX:FFFF:0007FFFC [EGFEEGA thz x14 ,#0x3F,0x7D6D0 A
i i ! add %x13,x18,#0x16 ; x13,x18,#22
HX:FFFF: 00080004 b ) 0xE40000
HX:FFFF: 00080008 |C 00 undef 0x80000
HX:FFFF :0008000C [00C )0 undef  0x0
HX:FFFF : 00080010 (01143000 undef  0x1143000 ¥
= [o|[@ |[=
M Step | M Over JAsDiverge « Return ¢ Up » Go Il Break | % Mode &=f L. Find: head.s
addr/1ine |code label mnemonic comment i
*/ -
add x13, x18, #0xl6
HX:0000:00080000 |9100544D _text: add x13,x18,#0x16
83 stext
HX:0000:00080004 |14 b OxE40000
HP :0000: 00080008 (00050000 ded 0x80000
HP : 0000 : 0008000C (00000000 ded 0x0 v

In order to see the debug symbols corresponding to the kernel startup code, you have additionally to disable
the address extension.

SYStem.Option.MMUSPACES OFF

As an alternative, you may extend the common range and keep the address extension enabled. You have
however to undo this change when the kernel switches to virtual address space.

TRANSlation.COMMON OxO--Oxffffffffffffffff

As long as the debugger MMU has not been enabled, you have to use on-chip breakpoints on kernel
functions. Please note however, that the kernel may reset on-chip breakpoints when booting. In order to use
on-chip breakpoints during kernel boot, it may be necessary to edit the kernel configuration and re-compile
the kernel. For the Arm architecture, you have to disable the following kernel configuration:

# CONFIG_HAVE_HW_BREAKPOINT is not set

Alternatively, you can first set an on-chip breakpoint at start_kernel then you can use software
breakpoint on the rest of the kernel boot.

Go start_kernel /Onchip
WAIT !STATE.RUN ()
Break.Set usb_init /SOFT

©1989-2022 Lauterbach Training Linux Debugging | 35



Kernel Boot

After enabling the MMU, the kernel switches to virtual address space. The kernel symbols have to be loaded
without any offset.

Data.LOAD.El1f vmlinux /NoCODE ; load the kernel symbols

As explained previously, you need to set up the debugger address translation and load the Linux awareness.
As the whole kernel code is already loaded into the memory, you can use software breakpoints on kernel
functions which are safer in this case since on-chip breakpoints may be deleted by the kernel during boot.

Verifying Image and Symbols

It is very important that the kernel running on the target is from the very same build as the symbol file
loaded into the debugger. A typical error is to have a uImage loaded by the boot-loader (e.g. from a memory
card) and a vmlinux file on the host which is not from the same build as the uImage file. You can check if
the kernel code matches the loaded symbols using the TASK.CHECK command. First let the kernel boot,
stop the target and then execute TASK.CHECK. When the symbols does not match the kernel code, you
will get an error message in this window:

o B:TASK.CHECK =N Eoh(

checking Linux awareness integrity...
Linux Awareness for ARM Version Dec 20 2011
Linux banner: %
Wrong Linux banner. Do symbols match to image?
Wrong current task pointer. Kernel up? MMU settings for kernel correct?
Accessing task Tist failed: old magic = 7FE029A8, new magic = 00000000, accesse

-

Awareness integrity check passed with 3 errors!

4 1 2

Please note that TASK.CHECK command only does a basic check based on the 1inux_banner string. In
some cases, this basic check cannot detect that there is a mismatch between the kernel code and the
loaded kernel debug symbols. Please refer to “Troubleshooting”, page 55 for more details.

SMP Debugging

An SMP kernel starts booting only using the first core. During boot, the kernel enables the other cores.
When the debugger tries to access cores that have not yet been enabled by the kernel, a fatal errors could
occur. You need in this case to assign only the first core for debugging. As soon as the other cores have
been enabled by the kernel, the core assignment has to be changed. If you stop the program execution while
the debugger is attached to only a part of the running cores, the kernel will most probably panic.
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Kernel Modules

Kernel modules are loaded and linked into the kernel at run-time. To ease the debugging of kernel modules,
the enhanced Linux menu offers the item “Debug Module on init...”. After selecting this menu point, a small
dialog will pop-up where you can specify the name of the kernel module to be debugger (without extension).
Optionally, you can instruct the dialog to send a specific command to the TRACE32 terminal window in order
to load the kernel module.

Linux Window Help A Debug Mo... EI@

4% Display Processes

module name (without .ko)

a5 Display ps-like

a4 Display Tasks || |
a4 Display Modules

&5 Display File System » Fgem command to TERM window |
Process Debugging L4
Medule Debugging 3 I Load Symbols... Ok Cancel
Library Debugging »| i Delete Symbols... Please enter module name
Debug Medul init...
3 Symbol Autoloader b
& Opti ¥4 Display Kernel MMU Tables
ptions...
a4 Display Kernel Log
a5 Device Tree L4

other L4

&) Linux Terminal
& Configure Terminal...

{11! Generate RAM Dump
(¥} Integrity Check

The “Debug Module on init...” menu point is based on the script mod_debug . cm available in the path of
the Linux awareness. The script sets a breakpoint at a kernel function that is executed when a new kernel
module is loaded. As soon as the breakpoint is hit, the TRACE32 Symbol Autoloader will load the kernel
module symbols and relocate each section based on the information delivered by the Linux awareness.
Finally, an on-chip breakpoint is set on the module init function and the execution is resumed.

If the Symbol Autoloader cannot find the module’s ko file, a file browser will pop-up. If you want the debugger
to automatically find your kernel module, you need to add its path to the TRACES32 search paths using the
command sYmbol.SourcePATH.SetDir. Alternatively, you can define a ROOTPATH using the command
TASK.sYmbol.Option ROOTPATH. Please refer to “OS Awareness Manual Linux” (rtos_linux_stop.pdf)
for more information about this command.

The script mod_debug . cmm can also be called from the TRACE32 command line or from a different script.
By using the /dialog argument, the script will open the same dialog displayed after selecting the menu
point “Debug Module on init...”:

DO ~~/demo/arm/kernel/linux/awareness/mod_debug.cmm /dialog

You can also specify instead the name of the module to be debugged (without extension) as first argument:

DO ~~/demo/arm/kernel/linux/awareness/mod_debug.cmm mymod
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The script additionally accepts the following arguments:

o /term “<command>":send the command <command> to the TRACE32 terminal window in
order to load the module e.g. /term “insmod mymod.ko”

i /timeout <timeout>: exitthe script with an error message in case any of the breakpoints set
by the script is not reached within the given timeout e.g. /timeout 5.s
d /stopat <Iabel>: setthe on-chip breakpoint at <l1abel> instead of the module’s init
function.
NOTE: Remember that the kernel modules are part of the kernel address range and

should be covered by TRANSIation.COMMON.

You can also load the debug symbols of already loaded modules by selecting the TRACE32 menu Linux >
Module Debugging > Load Symbols... or using the command TASK.sYmbol.LOADMod

TASK.sYmbol . LOADMod "demomod" ; load module symbols

If you remove a kernel module from the kernel, you should also remove its debug symbols in TRACES32
PowerView using the menu Linux > Module Debugging > Delete Symbols... or the command
TASK.sYmbol.DELeteMod:

TASK.sYmbol .DELeteMod "demomod" ; erase obsolete module symbols
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Processes

The Linux menu provides a comfortable way to debug processes from its start. You just need to select the
menu Linux > Process Debugging > Debug New Process... then enter the name of the process. The
process will per default be stopped at its main function. You can also specify a different process function
under “stop at’. Optionally, you can instruct the dialog to send a specific command to the TRACE32 terminal
window in order to start the process.

Linux Window Help A Debug Ne... EI@

3, Dis Processes
g8 play process name
[+]

Do T [ hell
@: Dﬁspfy misdsl e
aa Display Modules |main |

a5 Display ps-like

a5 Display File System L4
Process Debugging 3 I Load Symbols... [Jsend command to TERM vindow
Meodule Debugging # Delete Symbols...

3
Library Debugging L4

Debug New Process...
e

Watch P v
Z Symbol Autoloader atch Processes

) & Display Process MMU Tables
& Options... .
&4 Display Kernel MMU Tables

Please enter process name

a4 Display Kernel Log

a5 Device Tree L4
other 4
] Linue Terminal Enter the name of the process to be
& Configure Terminal... debugged (without parameters).
8 Generate RAM Dump By checking the “send command to TERM
) Integrity Check window”, the process will be started from

the TERM window.

The menu point Debug New Process... is based on the script app_debug . cmm available in the path of the
Linux awareness. The script sets a breakpoint at a kernel function that is executed when a new process is
started. As soon as the breakpoint is hit, the TRACE32 Symbol Autoloader will load the process symbols
and set a task specific on-chip breakpoint at the main function of the given process function. Then the
execution is resumed.

If the Symbol Autoloader cannot find the process’ Elf file, a file browser will pop-up. If you want the debugger
to automatically find your process’ Elf file, you need to add its path to the TRACE32 search paths using the
command sYmbol.SourcePATH.SetDir. Alternatively, you can define a ROOTPATH using the command
TASK.sYmbol.Option ROOTPATH. Please refer to “OS Awareness Manual Linux” (rtos_linux_stop.pdf)
for more information about this command.

The script app_debug . cmm can also be called from the TRACE32 command line or from a different script.
By using the /dialog argument, the script will open the same dialog displayed after selecting the menu
point “Debug New Process...”:

DO ~~/demo/arm/kernel/linux/awareness/app_debug.cmm /dialog

You can also specify instead the name of the process to be debugged as first argument:

DO ~~/demo/arm/kernel/linux/awareness/app_debug.cmm hello
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The script additionally accepts the following arguments:

i /term “<command>":send the command <command> to the TRACES32 terminal window in
order to start the process e.g. /term “/home/user/t32/hello”

i /timeout <timeout>: exitthe script with an error message in case any of the breakpoints set
by the script is not reached within the given timeout e.g. /timeout 5.s

d /stopat <Iabel>: setthe on-chip breakpoint at <1abel> instead of the process’ main
function.

You can also load the debug symbols of an already running process using the menu Linux > Process
Debugging > Load Symbols... or the command TASK.sYmbol.LOAD

TASK.sYmbol.LOAD "sieve" ; load process symbols

After the process exists, its debug symbols have to be deleted using the menu Linux > Process Debugging
> Delete Symbols... or the command TASK.sYmbol.Delete

TASK.sYmbol .Delete "sieve" ; delete process symbols

Further features of the TRACE32 Linux awareness are shown in chapter “Linux Specific Windows”,
page 45.
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Threads

Threads are Linux tasks that share the same virtual memory space. The Linux awareness assignes the
space ID of the creating process to all threads of this process. Because symbols are bound to a specific
space ID, they are automatically valid for all threads of the same process. There is no special handling for
threads they are loaded when loading the process symbols.

5?. B::TASK.Process EI@
command #thr |state zpaceid pids |
swapper /0 38. |[running 0000 0. 2. 3. 4. 5. B. 7 .
init - =leeping 0001 1.
=h - =leeping 0225 549,
threads 6. |current{0) | 0227 551.

threads running 552.

threads running 553.

threads running 554,

threads running 555.

threads current(1l) 556. -
1 +

Libraries

Libraries are loaded and linked dynamically to processes. Thus, they run in the virtual address space of the
process and have dynamic addresses. To debug libraries, you can use the Linux menu Library Debugging
> Load Symboils...

Window _Help A TASK.SYmbolLOADL...| = || = |3

4% Display Processes

Process name

a5 Display ps-like
helloloop

a5 Display Tasks

a4 Display Modules )
Library name

& .
aa Display File System 4
Process Debugging L4
Module Debugging 4

" Losa Sy

N # Delete Symbols...

Z Symbol Autoloader
. 4 Scan Process MMU Pages...
& Options...
&3 Scan All MMU Tables
&% Display Kernel Log 4 Display Process MMU Tables

&) Linux Terminal & Display Kernel MMU Tables

& Configure Terminal...

{11! Generate RAM Dump
(¥} Integrity Check
@ Linux Awareness Manual

This menu point is based on the TRACE32 command TASK.sYmbol.LOADL.ib.

TASK.sYmbol .LOADLib "helloloop" "1ld-2.2.5.s0" ; load library symbols

The debug symbols of the library will be automatically loaded by the TRACE32 Symbol Autoloader and
relocated according to the information delivered by the Linux awareness. If the Symbol Autoloader cannot
find the library’s Elf file, a file browser will pop-up. If you want the debugger to automatically find your library’s
Elf file, you need to add its path to the TRACE32 search paths using the command
sYmbol.SourcePATH.SetDir. Alternatively, you can define a ROOTPATH using the command
TASK.sYmbol.Option ROOTPATH. Please refer to “OS Awareness Manual Linux” (rtos_linux_stop.pdf)
for more information about this command.
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The library’s debug symbols can be deleted using the menu point Library Debugging > Delete Symbols...
or the command TASK.sYmbol.DELeteLib.

TASK.sYmbol .DELeteLib "helloloop" "1ld-2.2.5.s0" ; delete library symbols

You can also set up the Linux awareness in order to load all shared libraries of the current process or a given
process. Examples:

Load all shared libraries for the current process:

TASK.sYmbol .Option AutoLOAD CURRLIB
sYmbol .AutoLOAD.CHECK
sYmbol .AutoLOAD.TOUCH

Add the libraries of process “hello” to the Symbol Autoloader, the debug symbols for each library will be
loaded when the library’s address range is accessed by any TRACE32 window:

TASK.sYmbol.Option AutoLOAD ProcLib "hello"
sYmbol .AutoLOAD.CHECK

Task Related Breakpoints

You can set conditional breakpoints on shared code halting only if hit by a specified task

Break.Set myfunction /TASK "mytask"

If task related breakpoints are not supported by the core, the debugger will always stop on the breakpoint
address and resume executing if the current task is not the specified one.

Task Related Single Stepping

If you debug shared code with HLL single step, which is based on breakpoints, a different task could hit the
step-breakpoint. You can avoid this by using the following command:

SETUP.StepWithinTask ON

Conditional breakpoints on the current task will be then used for single stepping and you will not “leave” the
task that you want to debug.

©1989-2022 Lauterbach Training Linux Debugging | 42



Task Context Display

You can display the memory or the registers of a task which is not currently executing. Moreover, you can
display the stack frame of any running task on the system. Internally, the Linux awareness will retrieve the
register values of the selected tasks from the kernel data structures.

List /TASK "mytask"
Register /TASK "mytask"
Frame /TASK "mytask"

IS s

B::Data.List o [ E= ) =R B B:Register
N RO CO0154D8 R5  COSBOE4B 5P+ COOZ715C
Lizlesziﬂrﬂe* Over || 4 Next |[# Retum]| @ Up || P Go ]&| 7 _ RL COSAFSC0 R9  411FC092 +04 COSBE000
' 2 10 0 =
* prefetch the instructions so add NOPs after . y C EJ COOZ??;S Eij_ COSMMS :Eg Eggééggg |"|
* NOPs as per Cortex-A9 pipeline. 0 — R4 COS8E0D0 R12 0 +10 COO154F8
i - RS COSE99CE FR13 COS8FF94  +14 COSACF20
wii Exau 0 _ RE CO3FC750 R14 COD270E4 +12 00O00OOD
nap 1 _ R7 COSBO0C38 PC COO270F4  +1C 00000000
nap 2 _ 20000013 CPSR ADOOOOD3 +20 COSE9900
nap 3 _ +24 CO581398
op; —_ |l _ usr: FIQ: +28 C0559960
nop L RE  COSBOE48 RE 0 +2C 00000000
nap 1 R3  411FC092 RS 0 +30 00000000
nap I I RL0 COSACB40 R1O 0 +34 CO559444 ~
1 2 7 [
u
] B:Data.List [TASK “helloloop” = |[ 5= | | M B:Register [TASK “hellolgop' |_||_||_|
W _ RO  CO0154DB DCI13640 00000000
M Step |[ W Over || 4 Next [« Retumn][ ¢ up ][ »Go | T RL  COSAFSCO R  Ci77E700 CO0749E0
r/1ine |source 1|l - R2Z 9A70 R10 DCB73280 -A0 COEB9980
FendiT « |V _ R3 0027150 R11 DCBDLEEC ADDDO113 (=
0 _ R4 0 R12 ] CO58B4C4
* Here we just switch the register state an RS 0 FR13 DCBD1E48 CO58C4C0
| 2086 | switch_toiprev, next, prev); 0 _ R6 DC9137B0 FR14 COO270E4 -90 CO3FCEDC
i [ ||t — R7_COEBMCO PC  CO3F3560 CO5CD81C
2088 barrier(); — | |z _ sPsR 20000013 CPSR 13 C058C4C0
3 _ CO58C4C0
* this_rq must be evaluated again because p 4 _ USR: FIQ CO5SADLASR
= s since it called schedule(), thus the RSB 913640 RS 0 -7C COSACEAS
vi1l be invalid. R9  C177F700 R9 ] 5 CO3F29BC
T _ R10 DCB73280 R10 ] DCBDO0000
2094 finish_task_switch(this_rq(), prev); F _ R1l DCBDLEEC FR11l ] C058B980
R12 0 R1Z2 ] 00000125
* this_rq must be evaluated again because p T _ FR13 BEBB2960 FR13 o GAGAD31E
= CPlUs since it called schedule(), thus the = 1 _ R14 BBED12CS FR14 ] 00000000 ~
J 4 | i | b 4 '
o] B:Var Frame /Locals /Caller EI@
4+.Up | '3 Down| [MArgs [#Locas [V Caller Task: u
-000 [lomap_do_wT1 (asm) afa
wapper/0” ¥
-001 ||lomap_default_idle() "init”
map_do_wFi(); "kthre_add .
002 ||default_id1e0) ksoftirgd/0”
"kworker/0
. arm_pm_idle(); "kworkerfu:0" B
-003 |[cpu_idle() "migration/0"
"mrigration /1" =

stop_critical_tim. T
iF (cpuidle_idle_ Kworker/1:0
pm_idle() Iksoﬂ:qud,"l

-004 |start_kernel() "khelper” =
command_line = 0xCO5BOC2C "sync_supers”
) "bdi-default”
acpi_early_init(); /= before LAPIC and SM wppiqeeqe

sFi_init_late(); "omap2_mespif1”

Ftrace_init(); ,omap2_mcspif2" 2
J P omap2_mcspif3
"omap2_mespi/4” L

©1989-2022 Lauterbach Training Linux Debugging | 43



You can additionally “virtually” switch the context also from the TASK.DTask window by popup menu-item
“Switch Context”:

| & B:masoTosk oo e

command state uid spaceid [tty [flags cpu 1

crypto =leeping 0. 0000 1] 04208040 [ O. ~

OMAPLUARTO sleeping 0. oooo o 04208040 | 0.

OMAPLUARTL sleeping 0. oooo o 04208040 | 0.

OMAPLUARTZ2 sleeping 0. oooo o 04208040 | 0.

OMAPLUART3 sleeping 0. oooo o 04208040 | 0.

kpsmoused =leeping 0. 0000 0 |04208040 | 0.

irg/363-rtch =leeping 0. 0000 0 |00208140 | 0.

kworker fu:2 =leeping 0. 0000 0 |04208060 | 1.

deferwg =leeping 0. 0000 0 |04208040 | 0. is

mmcgd /0 =leeping 0. 0000 0 |D0208840 | 1.

sh sleeping 0. 0228 0 |00400000 | O. =

sieve sleepin 0. 022A 0 |00400000 | 1. H

DC913640 5 Seping o |ooaooooo | 1 Switch to the helloloop task.
Display detailed
Display task struct -
)
v : I's not the current PC from the
Display Stack Frame « .y « »
target (“main”, process “helloloop”)

Display Registers
il = butthe PC where the task

"3 Down| - «, ” H H |
000 |[need_resched( Load Process Symbols n heIIOIOOp will be COntInued.
-001 ||do_nanosTleep(
-002 ||hrtimer_nanos Delete Process Symbols ER_MODE_REL, 7)
-003 |[sys_nanosleep Add Libraries to Symbel Autoloader L
-004 ||ret_fast_sysc [

—+ |exception Add to Watched Processes E

-005 [NUR:0x22B6:0xB
-006 [NUR:0x22E6:0xB
— |end of frame

Delete from Watched Processes

Scan MMU Pages

EmiK— ——
| Dumptaskentry

B: | Kill task

s ) 5

| nsp:oooopcotzes0  helobop 0

Care for the grey buttons.

After the context switch you get the
full wanted info. But it's not the
current processor state.

= Bulist f=le =
[ M step |[ M over [ 4 Hext |[¢F Retumn] |¢ up [ pGo [ E,reakI |[ B2 Mode | Find:

addr/11ine |source |
[ZendiT L

/* Here we just switch the register state and the =
. )

2088 l.JEr‘r"ier‘(); l:l
e thi wst be evaluated again b : i i
St st e e e 0| There is @ pseudo PC bar (light red)

A s RS showing the PC where process
2094 f_;i__n'ish_tasl-c_sw‘itch(th'is_r‘q(),. prev); uhelloloopu W|” be Continued.

S this_rg must be evaluated again because prev may
* CPUs since it called schedule(), thus the 'rg" o~
] 1 ] ¢
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Linux Specific Windows

The Linux awareness offers different commands to display kernel resources as the task list or the kernel
module list. Most of these views can be opened from the Linux menu.

Displaying the Task List

The Linux awareness offers three different views for displaying tasks using the commands TASK.Process,
TASK.PS and TASK.DTask. Please refer to the documentation of these commands in “OS Awareness
Manual Linux” (rtos_linux_stop.pdf) for more information. These views can be opened from the Linux menu
by selecting respectively Display Processes, Display ps-like and Display Tasks.

& o | = | = &% B:TASK.DTask El@
CONFIG magic command state uid pid spaceid | | [cpu |
- _ _ _ FFFFFFB008F21500 |swapper‘;’0 running | 0.| 0. [ 000D 0. [ A

magic pid |[time(ticks) [command FEFFFFCO6D462( goRrreEs =lannina . 1. | oool 2.
FFFFFF8008F21500 0. 0. [[swapper /0] ~ FFFFFFC0OGD4620] 2 Dis il 2. | 0000 1.
FFFFFFCO60462C00 1. |1524000000. 1nit FFFFFFCOGD4 7AC o'a Display detailed 3. | 0000 0.
FFFFFFCO6D462040 2. 4000000. |[kthreadd] FFFFFFCO6D47A0| b Display task struct 4. | 0000 0.
FFFFFFCOGD47AC40 3. 0. |[reu_gpl FEFFFFCOGD47EC| @& picn 5. | 0000 0.
FFFFFFCO6D47A080 | 4. 0. |[reu_par_gp] FEFEFFCOGD47ED B ©ISPIaY Maps 6. | DOOD 0.
FFFFFFCOGD47ECE0 5. 0. ;kwor‘ker‘,.n"O:O:l FEFFFFCO6D4 800 7. | 0000 0.
FFFFFFCOGD47EOCO 6. 0. |[kworker/0:0H] FFEFFFCOGD4801 & Display Stack Frame 8. | 0000 0.
FFFFFFCOGD480CC0 7. 20000000. |[kworker/ug:0] FEFFFFCOGD4CAD . = 9. | 0000 0.
FFFFFFCO6D480100 | 8. 0. |[mm_percpu_wg] FFFEFFCOBD4ca1l Ik Display Registers 10. | 0000 0.
FFFFFFCOGD4C4D00 9. 0. |[ksoftirgd/0] ¥ FFFFFFCOBD4CED| 2 Switch Context 11. | 0000 0. | ¥
< > < >

% Load Process Symbols
@?b 3 Delete Process Symbols
magic command Zthr [state spaceid [pids | | 3 Add Libraries to Symbol Autoloader
FFFFFFB008F21500 swapper /0 67. |[running oooo 0. 2. 3
FFFFFFCOGD462C00 init - |sleeping 0001 1. Add to Watched Processes
FFFFFFCOGCDB4E40 sh - |sTleeping 0690 1680.
EFFEFFCOBCCRCA0 v 2 lcurrent(0) | 06A3 1639, Delete from Watched Processes

&2 Display Task MMU Table

{48 Dump task ENTRY
Kill task

Trace this task

By doing a right mouse click on the task magic in these three views, you get a pull-down menu with the
following options for the selected task:

J Display detailed: display additional information about the selected task (as the process
arguments, environment variables or open files) by calling the command TASK.DTask with
process magic as argument.

. Display task struct: display the kernel task structure for the selected task.

U Display maps: display the mapped memory regions for the selected task using the command
TASK.MAPS similar to the Linux command cat /proc/<pid>/maps.

J Display Stack Frame: display the stack frame for the selected task. If the task is not currently
executing, the Linux awareness retrieves the context information from the kernel structures.

J Display Registers: display the registers of the selected task. If the task is not currently
executing, the Linux awareness retrieves the context information from the kernel structures.

J Switch Context: virtually switch the context to the selected task.
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o Load Process Symbols: load the debug symbols of the selected process by calling the
TASK.sYmbol.LOAD command.

. Delete Process Symbols: delete the debug symbols of the selected process by calling the
TASK.sYmbol.Delete command.

. Add Libraries to Symbol Autoloader: update the autoloader table with the libraries of the
current process. The debug symbols of these libraries will be automatically loaded as soon as
their addresses are accessed by the debugger.

J Add to Watched Processes: add process to the process watch list. Refer to TASK.Watch for
more information.

. Delete from Watched Processes: remove process from the process watch list. Refer to
TASK.Watch for more information.

. Display Task MMU Table: display the task page table by calling the command MMU.List
TaskPageTable with the process magic as argument.

J Dump task ENTRY: open a Data.dump window on the task entry point.

. Kill Task: write a pending kill signal to the task control structure which will cause the task to be
killed after resuming the program execution.

o Trace This Task: do a selective trace on the code of the selected task.

Kernel Module List

You can display the list of loaded kernel modules by selecting the menu Linux > Display Modules which will
call the TASK.MODule command.

% B:TASK.MODule = =R
magic name state size address |refcount depends |
BFO000BC [demomod Loading | 1770. [BF000000 | 1. =

By doing a right mouse click on the module’s magic, you get a pull down menu with the following options:

J Display module struct: display the module’s kernel structure.

J Load Module Symbols: load the debug symbols of the selected kernel module

. Delete Module Symbols: delete the debug symbols of the selected kernel module
. Dump module ENTRY: dump the memory at the module entry.
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File System Information

The Linux awareness offers different view for displaying file system information. You can open these views
from the menu Linux > Display File System:

. Display FS Types: display all file system types that are currently registered in the Linux kernel.
b BTASKFSTypes |- || B )
name Zdevs |
systs Z. o
rootfs 1.
bdev 1.
proc 1.
tmpfs 3
debugfs 1
rpc_pipef 1 W
. Display Mount Points: display the current mount points.
% B:TASK.FS.Mount = =R
device mountpoint  [type mode |
rootfs 7 rootfs [rw ~
Jdev/root ! ext2 rw
proc /proc proc rw
none /sys sysfs  |rw
none Jkernel /debu |debugfs [rw W
. Display Mounted Devices: display all currently mounted devices (i.e.super blocks).
% B:TASK.FS.MountDevs = =R
magic dev# fsmagic [type root |
92004400 0. [beer sysTs 7 ~
92004600 1. |B58458F6 |rootfs !
92004800 2. |bdev bdev bdev:
92004400 3. |0D009FAD  |proc !
92005800 4. (01021994 |[tmpfs !
S2005A00 5. 64626720 |debugfs |/
92124000 6. [SOCK sockfs  |socket:
92440400 7. |PIPE pipefs pipe:
92440600 8. (09041934 |anon_ino (anon_inode:
92156000 9. |00001CDL |devpts ! hd
. Display /proc: display the content of the /proc file system.
o B:TASK.FS.PROC = =R
name address  mode Tinks [uid gid size |
BOAAAZES [dr-xr-xr-x 1z. 0. 0. 0. A
92464180 |-r--r--r-- 1. 0. o o
92464000 |-r--r--r-- 1. 0. o o
sysrg-trigger |92812F00 1. 0. o o
partitions 92812400 1. 0. 0 0
diskstats 92812980 1. 0. o o
crypto 92812900 |-r--r--r-- 1. 0. o o A
. Display /sys: display the content of the /sys file system.
o BuTASK.FS.SYS = =R
name address  mode count |
= /sys BOAAASAB [drwxr-xr-x 14, ~
fs 92029000 |drwxr-xr-x 2.
= devices 92029030 |drwxr-xr-x 9.
platform 92029180 |[drwxr-xr-x 95,
= system 92029420 |[drwxr-xr-x 3.
= cpu 92029450 |[drwxr-xr-x 11.
= online 92029480 |-r--r--r-- 1.
possible |920294B0 |-r--r--r-- 1.
= present 920294E0 |-r--r--r-- 1.
kernel_max (92029510 |-r--r--r-- 1 v
. Display Partitions: display the partition table.
o B:TASK.FS.PART = =R
mag c name major | minor | #blocks |
9ZB0OD000  |mmchb1kD 179. 0. 7761920, ~
9283A3C0 |mmchlkol 179. 1. 3862016. W

Please refer to the documentation of the TASK.FS command for more information.
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Kernel Log Buffer

By selecting the menu Linux > Display Kernel Log you can display the content of the kernel log buffer. The

corresponding Linux awareness command is TASK.DMESG.

&% B:TASK.DMESG

(o8 )

& More | X Lless | % Detsled | Export

kernel ring buffer - Log level (0-7

<b>| 0.000000] Booting Linux on physical CPU Ox0000000000 | Ox41 034 A

<5 0.000000] Linux version 4.19.0-54441-g0ee2ead (kjmal@kjmpclinux) (gcc version 7.3.1 201804
25 [Tinaro-7.3-2018.05 revision d29120a424ectbcl67ef90065c0eeb7f91977701] (Linar
o GCC 7.3-2018.05)) #3 SMP Tue Mar 12 13:39:18 CET 2019

<G 0.000000] Machine model: ZyngMP ZCUL0O Rewl

<G 0.000000] earlycon: cdns0 at MMIO Ox00000000ff010000 (options '115200n8')

<G 0.000000] bootconsole [cdns0] enabled

<G 0.000000] efi: Getting EFI parameters from FDT:

<G 0.000000] efi: UEFI not found.

<G 0.000000] cma: Reserved 256 MiB at Ox000000006dc00000

<7=[ 0.000000] On node O totalpages: 524288

<7=[ 0. 000000] DMA3Z zone: 7168 pages used for memmap

<7=[ 0. 000000] DMA3Z zone: 0 pages reserved

<7=[ 0. 000000] DMA3Z zone: 524288 pages, LIFO batch:63

<G 0.000000] psci: probing for conduit method from DT.

<G 0.000000] psci: PSCIvl.1l detected in firmware.

<G 0.000000] psci: Using standard PSCI v0.2 function IDs

<G 0.000000] psci: MIGRATE_INFO_TYPE not supported.

<G 0.000000] psci: SMC Calling Convention wl.l

<5 0.000000] random: get_random_bytes called from start_kernel+0xa8/0x414 with crng_init=0 W

The TASK.DMESG window includes the following buttons:
. More: show more log levels.

. Less: show less log levels.

J Detailed: open the TASK.DMESG /COLOR /DETAILED window which will display the log level

and the facility in a human readable format and use a different color for each log level.

&% B TASK.DMESG /DETAILED /COLOR

& More | X Lless | % Detsled | Export
kernel ring buffer - Log level (0-7)
kern :notice: [ 0. 0000007 moduTes : OxfTiTiTbitcO - OxTTiiTTcil
kern :notice: [ 0. 000000] memory : Oxffffffc - Oxffffffc
kern :notice: [ 0. 000000] Linit oxffffffc - Oxffffffcoo 7 [ B B
kern :notice: [ 0. 000000] text @ Oxffffffc oxfffffcooofll { 14916 KB)
kern :info [ 0.000000] Preemptible hierarchica ementation.
kern :info 0.000000] LBuild-time adjustment of wt to 64.
kern :info 0.000000] LRCU restricting CPUs from NR_CPUS=64 to nr_cpu_ids=8.
kern :info 0.000000] RCU: Adjusting geometry for rcu_fanout_leaf=64, nr_cpu_ids=8

. Export: open a dialog for exporting the kernel log to an external file. The dialog allows to select

the file format (ASCIl or XHTML) and the log levels and facilities that should be included in the
exported file. The dialog is based on the script dmesg . cmm available in the path of the Linux

awareness.
A Export kernel log EI@
File name
| C:\test\dmesg.tt |
ASCIT ~
Log levels Log facilities
[ 0-emerg [ 0-kern
[ 1-alert [ 1-user
[ 2-cric [ 2-mail
M 3-emr [413-daemon
[ 4-wamn M 4-auth
5-notice 5-syslog
6-info 6-pr
[ 7-debug [ 7-news
decode faciity and level to readable string
Save Cancel
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Device Tree

You can display the device tree as blob (tree view) or source by selecting the menu Linux > Device Tree
then Display Device Tree or Display Source. The corresponding Linux awareness commands are

TASK.DTB and TASK.DTS. The menu additionally offers the possibility to extract the device tree as blob or

source file.
& =] a ==
Device Tree Blob | dts-vl/;
DTE wersion: 17 A 1 A
/

compatible "hisilicon,hi6220-hikey” "hisil

interrupt-parent = <0x00000001=
#address-cells = <0x00000002>
#size-cells = <0x00000002:

model "HiKey Development Board”

psci
= cpus
#address-cells = <0x00000002>
#size-cells = <0x00000000=
# cpu-map
£ >

compatible = "hisilicon,hi6220-hikey”, "hisilicon,hi6220"
interrupt-parent = <0Oxl=;

#address-cells = <0x2x;

#size-cells = <0x2x;

model = "Hikey Development Board”;
psci {
compatible = "arm,psci-0.2";
method = "smc";
s
cpus {

RAM Dump Generation

The Linux awareness offers a dialog to generate a snap shot of the current system state for a later analysis
using the TRACE32 instruction set simulator. This dialog can be opened from the menu Linux > Generate

RAM Dump and is based on the script ramdump . cm available in the TRACE32 demo directory under

~~/demo/<arch>/kernel/linux.

_k RAM Dump

TRACE File Mame:

Memory Range(s): | |AD:0x0—-0x3DFFFFFF

Kernel Symbol File: | C:\kernel\linux_demo\vmiinux

Scan Translations to | trans_20191031_1572525839.cmm

CMM File: | restore_20191031_1572525839.cmm

After pushing the STORE button, the dialog will save the RAM contents as well as important register values

and will generate a restore_<. .
TRACES32 instruction set simulator.

.>. cmm script that can be used to restore the system state on the

©1989-2022 Lauterbach

Training Linux Debugging

49



Linux Trace

Please note that this chapter does not contain information about general trace configuration and usage. It
only points to the needed settings and conditions to achieve task aware trace for a target Linux system.

Overview

When tracing a system with virtual memory management where a single virtual address can correspond to
different physical addresses, the trace tool (which gets from the on-chip trace module only the virtual
address of the executed code) needs to know the current memory space for every trace time. The trace tools
needs thus to get the task switching information in the trace. This information is only necessary for task run-
time analysis.

fu B Trace.Chart. TASK = = &=
(& setup... (i Goups... | &8 Qnfig... | ([ Goto...)[ #3 Find... |4k In ][ »40ut ] [MM Ful]
-700.000ms -650.000ms -600.000ms -550.000ms -500.000ms -450.000ms
rangeqy
threads:655 HH 1l ' =E =B E N 2 EN = = E = I EEm == B
threads HH || = || =N | | B (| N =N =N |  § W || == . | .
threads :693 a2 HI E I =H I EI =N I Im I =m ! EI N !I=m 1!
sieve |
kworker /0:1 L
threads:696 I 1 EN =B 2= B = = == I = I = | =m
threads:694 I I E =E =§EEE N I =N I =B N 2= Im 2= = |
threads :692 Il IE N | =N | = = II = | = = EFEEE 2 =
helloloop S L
flush-1:0
kworker,/1:1 L |*
A4 | F 4 n 3
| B:Trace STATistic. TASK (=1 >
[ & setup... |1 Goups.. || 38 Gonfi... | | Detaiied | [E] Mesting][ il chart || B Profile |
tasks: 11. total: 1.321s
range total min max avr count ratio® 1% 2% 5% 10% 20% |
threads:695 436. 640ms 83.940us 9.974ms 5.261ms 83. 33.053% ~
threads 448.027ms 3.726ms 15.634ms 8.146ms 55. 33.915%
threads:693 436.299ms | 303.965us 9.768ms 5.321ms B2. 33.027% L
sieve 33.025us 33.025us 33.025us 33.025us 1. 0.002% |+ =
kworker /0:1 31.380us 31.380us 31.380us 31.380us 1. 0.002% |+
threads:696 440.526ms 88. 860us 9.631ms 5.953ms 74. 33.347%
threads:694 442.053ms 1.717ms 9.595ms 6. 056ms 73. 33.462%
threads:692 438.254ms | 140.320us 9. 076ms 5.280ms 83. 33.175% ~
4 n 3

If a data trace is available, the debugger can trace the write accesses to the memory location which contains
information about the current Linux task for each core using TraceData or TraceEnable breakpoints. This
addresses is delivered for the current core by the TASK.CONFIG(magic) Linux Awareness function.

; Example: exporting task switches via data trace and all instruction
Break.Set TASK.CONFIG(magic) /Write /TraceData

If however no data trace is available, the debugger needs then a different trace mechanism to be aware of
the context switches in the kernel. This is e.g. possible with the ETM Context ID trace for the Arm
architecture or the Ownership Trace Messages for the Nexus trace.
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Context ID Trace for Arm Cortex-A

Most Arm Cortex-A processors do not have a data trace support. For such processors, the debugger uses
the Context ID trace messages for task aware trace. The CONTEXTIDR register have to be written by the
kernel on every task switch.

Kernel versions older than 3.6 need to be patched to support tracing all Linux tasks.

For kernels 3.6 and newer, you just need to enable Kernel hacking > Write the current PID to the
CONTEXTIDR register (CONFIG_PID_IN_CONTEXTIDR) in the kernel configuration:

K () Linuxiarm3.6.3 Kenel Configuration () () (3]
File Edit Option Help
vy = | Il E
9 |

Optien * | optien A
Pzeudo filesystems [Jwerbose user fault messages
[F]Miscellaneous filesystemns [JKemel low-level debugging functians {read help!) |_|
[l Metwark File Systems OKprobes test module S
Mative language support Write the current PID to the CONTEXTIDR register v

B [ermel hacking
OTracers
[O%ample kemel code |
[JKGDE: kemel debugger

Security options

< 1¢<>

<| ] <>

| Write the current PID to the CONTEXTIDR register
(FID_IN_CONTEXTIDR)

| >

CONFIG_PID_IN_CONTEXTIDR:

<>

To enable Context ID trace ETM.ContextID 32 has additionally to be set in TRACE32.

OTM Trace for PowerArchitecture based QorlQ Processors

PowerArchitecture based QorlQ processors have limited data trace capabilities that cannot be used to trace
multiple addresses at the same time. Data trace can thus only be used for single processor systems to trace
task switches as write accesses to a single address have to be traced in this case.

For SMP systems, Ownership Trace Messages have to be used instead. In fact, the Linux kernel of the NXP
SDK writes on a task switch an identifier of the new task in the PID register (SPR48):

mtspr SPRN_PID, r3

Depending in the processor, the transmitted PID value is in this case up to 14 bit. As an alternative, the
kernel can be patched to use the NPIDR register (SPR517) that provides a 32bit value.

The command NEXUS.OTM PIDO (or NEXUS.OTM NPIDR in case NPIDR is used) has then to be used to
enable the generation of Ownership Trace Messages on write accesses to this register. Please refer for
more information to “QorlQ Debugger and NEXUS Trace” (debugger_ppcqorig.pdf).
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Using the LOGGER for Task Switch Trace

Some processors do not have any on-chip trace support like the PowerPC P2020. We will write in this
example for an SMP Linux running on the P2020 a kernel module that uses the kernel tracepoints and
registers a probe function “logger_sched_switch” on the kernel scheduler tracer. This probe function is
called on every task switch and writes the trace data in special TRACE32 format to a buffer. After stopping
the debugger reads the buffer and displays the task switches with timing information

Kernel module logger.ko.

#include <linux/module.h>
#include <linux/sched.h>
#include <linux/tracepoint.h>
#include <trace/events/sched.h>
#include <linux/smp.h>

#define T32_LOGGER_SIZE 1024

volatile int T32_TraceEnable = 0; // will be set by the debugger
volatile int T32_Magic[2] = {0, 0}; // will be set by the debugger

typedef struct {

unsigned long tshigh;/* high part of timestamp and cycle info */
unsigned long tslow; /* low part of timestamp */

unsigned long address;
unsigned long data;
} T32_loggerData;

struct {

T32_loggerData * ptr; /* pointer to trace data */

long size; /* size of trace buffer */

volatile long index; /* current write pointer */

long tindex; /* index of trigger record */

long iflags; /* incoming flags, Bit 0: ARM, Bit 8:

long oflags; /* out. flags, Bit 0: Overflow,

long reservedl;

long reserved2;

T32_loggerData buffer[T32_LOGGER_SIZE];
} T32_LoggerStruct;

static void T32_LoggerInit (void)
{

Bit 8:

T32_LoggerStruct.ptr = T32_LoggerStruct.buffer;

T32_LoggerStruct.size = T32_LOGGER_SIZE;

unsigned long GetTBL (void)

{
unsigned long tb;
asm volatile ("mftb %0": "=r" (tb));
return tb;

Stack Mode */

Trigger, Bit 9: Break */
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void T32_LoggerDataFunc (int cycle, void* addr, unsigned long data, int core)
{
int index;
if (! (T32_LoggerStruct.iflags & 0x01))
return;
if (T32_LoggerStruct.index >= T32_LoggerStruct.size) {
if (T32_LoggerStruct.iflags & 0x100)
return;
T32_LoggerStruct.oflags |: 0x01;
T32_LoggerStruct.index = 0;
}
index = T32_LoggerStruct.index++;
T32_LoggerStruct.ptr[index].tslow = GetTBL() ;
T32_LoggerStruct.ptr[index].tshigh = (cycle << 24) | (core << 16);

T32_LoggerStruct.ptr[index] .address = (unsigned long) addr;
T32_LoggerStruct.ptr[index] .data = data;
T32_LoggerStruct.index = index + 1;

void T32_LoggerTrigger (void)

{
if (T32_LoggerStruct.oflags & 0x100)
return;
T32_LoggerStruct.tindex = T32_LoggerStruct.index;
T32_LoggerStruct.oflags |: 0x100;

static void logger_sched_switch(void *ignore, struct task_struct *prev,

struct task_struct *next)

{

int cpu = smp_processor_id() ;

if (!T32_TraceEnable)

return;

T32_LoggerDataFunc (0x34, (void *)T32_Magic[cpul], (unsigned long)next, cpu);
}
static int _ init logger_init (void)
{

T32_LoggerInit();
return register_trace_sched_switch(logger_sched_switch, NULL) ;

}

static void _ _exit logger_exit (void)

{

unregister_trace_sched_switch (logger_sched_switch, NULL) ;

module_init (logger_init)
module_exit (logger_exit)

MODULE_LICENSE ("GPL") ;
MODULE_AUTHOR ("Khaled Jmal") ;
MODULE_DESCRIPTION ("Logger trace module") ;
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The following scripts then insert the module, enable and configure the trace:

IF !STATE.RUN()
Go

TERM.OUT "insmod logger.ko" 10. ; insert the logger module

WAIT 1.s
Break

TASK.SYMBOL.LOADMod "logger" ; load the module symbols

MMU.SCAN ALL
LOGGER.ADDRESS T32_LoggerStruct
LOGGER.Mode E ON

Trace.METHOD LOGGER ; select logger as default trace method

LOGGER.TimeStamp UP

LOGGER.Init

CORE.SELECT 1

&magic=task.config(magic)

Var T32_Magic[l]=&magic

CORE.SELECT 0

&magic=task.config(magic)

Var T32_Magic[0]=&magic

LOGGER

Var T32_TraceEnable=1 ; enable the trace

We can then display the exact task switches on both cores using the Trace.Chart. TASK command:

flush-1:0 dE

swapper:0 [
sh uH

sieved 0 [

sieve? o

sieve3:0 &l .

sieves o

el t[eaeeeeeaccaaacacacccaaa

kworker/1:2 dew
kworker /0:0 ]| -

£l B:LOGGER.Chart. TASK [ |-E- ] ]
[ Zrsetup... |[ii Goups... [ 38 @nfig... |1 Goto...|[ #3 Find... |[4» In |[#40ut|[4M Ful]
-500 -400 -300 -200 -100 T
range L | 1 1 | | |
(unknown) I S |-
SYNC_supers o
kworker/0:1:0 Reommmmwte b

e

sievel L —
sievel e —
sieves L — !
migration/1:1 gl 1 o 0 ACAT LA oy Py 1 1
sieved L 1L L L L
51&“'&2 ||
Jq"rﬁ b

[

©1989-2022 Lauterbach

Training Linux Debugging

54



Troubleshooting

Most of the errors in Linux aware debugging are due to a wrong symbol information or to an incorrect setup
of the debugger address translation.

The loaded vm1 inux file must match the kernel binary executed on the target. To verify if this is the case,
you can perform the following steps:

J Load the vmmlinux file to the debugger virtual memory (VM:) using the following command.

Data.LOAD.El1f vmlinux AVM:O0

. Display the Linux banner string from the debugger VM or print it to the area window:

Data AVM:linux_banner
PRINT Data.STRING (AVM:linux banner)

. Compare the Linux banner string with the output of the Linux command cat /proc/version.
Both strings must be identical including the timestamps.

Moreover, you need to make sure that the kernel was configured with CONFIG_DEBUG_INFO enabled and
with CONFIG_DEBUG_INFO_REDUCED hot set.

The next point to check in case you are having trouble is if the debugger address translation is correctly set.
Problems due to an incorrect setup of the debugger address translation especially show up when debugging
kernel modules or debugging in the user-space. You need to check the following:

o Is the MMU Format set with the MMU.FORMAT command correct?

. Is the kernel logical address translation correct? To check this translation, you can use the
command MMU.List.PageTable address with the kernel logical start address as parameter when

the kernel has already booted e.g.

MMU.List PageTable 0xC0000000

If you are still having trouble, please select the TRAC32 menu Help > Support > Systeminfo..., store your
system information to a file and send this file together with your setup scripts as well as the content of the
TASK.TEST window to support@lauterbach.com.
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FAQ

Please refer to https://support.lauterbach.com/kb.
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