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Abstract

Due to various reasons data centers have become ubiquitous in our so-
ciety. Energy [19] costs are significant portion of data centers total lifetime
costs which also makes financial sense to operators. This increases huge
concern towards the energy costs and environmental impacts of data cen-
ter. Power costs and energy efficiency are the major challenges front of us.
From overall cyber [14] energy used, 15% is used by networking portion of
a data center. Its estimated that the energy used by network infrastructure
in a data center world wide is 15.6 billion kWh and is expected to increase
to around 50%.

Power costs and Energy Consumption plays a major role throughout
the life time of a data center, which also leads to the increase in financial
costs for data center operators and increased usage of power resources. So,
resource utilization has become a major issue in the data centers.

The main aim of this thesis study is to find the efficient way for utilization
of resources and decrease the energy costs to the operators in the data
centers using virtualization. Virtualization technology is used to deploy
virtual servers on physical servers which uses the same resources and helps
to decrease the energy consumption of a data center.

Keywords: Energy consumption, Data Centers, Virtualization, Servers.
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Chapter 1
Introduction

1.1 Data Center
[6] A Data Center is a facility used to house computer systems and associated
components, such as telecommunications and storage systems and uses redundant
backup power supplies and redundant data communication connections.

1.2 Need for Data Center
Every organization,whether big or small, has a large amount of data that are
needed to be stored somewhere. A Data Center is essential to store, manage,
process, and distribute large amounts of data of an organization. In today’s mod-
ern era, every organization needs to have a Data Center for its smooth running.
In the fast growing world where everything is going online, You need to make
your presence over the internet for more connectivity and convenience. So, we
are growing with huge requirement for data centers.

1.3 Major Components of a Data Center

1.3.1 Electrical Infrastructure

Figure 1.1: Electrical Infrastructure

1
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Utility Grid

[18] utility grid is usually a commercial electric power distribution system that
takes electricity from a generator and transmits it over a certain distance and
then takes the electricity down to the consumer through a distribution system.
The entire system is referred as Grid.

Automatic Transfer Switch (ATS)

ATS is an electrical switch that switches load between two sources. This ATS
is installed where a backup generator is located. When there was a failure with
electrical power, it switches the load and electrical input is taken from the gen-
erator.

Uninterrupted Power Supply (UPS)

[17] Power is very essential for a data center and our IT infrastructure is designed
to be supplied with uniform flow. But, we can’t expect a steady flow from the
utility. They are used as backup during brief power outages. Although backup
generators helps during extended power outages, they can’t help you with power
fluctuations. UPS helps us during power fluctuations and brief power outages
providing clean and high quality power.

Power Distribution Unit (PDU)

Demand for more computing power in less space means rack cabinets are more
densely packed than ever. A network PDU unit distributes power supplied to the
rack via multiple outlets to the rack cabinet’s servers and networking equipment.

Backup Generators

Backup Generators are used to supply power for many hours or many days during
extended power outages.

Cooling Equipment

Cooling equipment is used to reduce the heat generated by the servers and net-
working unit.

1.3.2 IT Infrastructure

IT equipment is the stuff that fills up the data center and is the reason the
facility exists in the first place. The IT equipment is where all the magic happens
that makes the internet, mobile communication, and apps what they are today.
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At a high level, IT equipment can be categorized into three buckets: servers,
communication gear, and storage equipment.

1.3.3 Building Shells

The architectural and structural components of a data center are pretty basic,
consisting of four walls and a roof. A data centers is very similar to a warehouse
where the middle of the building is empty (but will be filled up with IT equipment
instead of boxes). Data centers are built using the same techniques and materials
as typical office buildings, however the two structures differ in robustness. Their
structural components will be bigger and stronger in order to sustain natural dis-
asters or explosives. The most critical data centers, such as those used by defense
departments for national security, might even be located within a mountain or
deep underground for protection.

1.4 Energy Consumption
Energy consumption is the amount of energy or power used. Energy Consumption
of a data center is defined as energy consumed by the IT infrastructure like servers,
switches, computer components and cooling infrastructure like air conditioners,
cooling turbines and electrical infrastructure.

1.5 Virtualization
[7] Virtualization is a technology that helps us to use the available hardware
resources efficiently. This technology allows us to use the full capacity of physical
machines by distributing its capabilities among many users or environments.

Figure 1.2: Virtualization
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The physical machine holding the hypervisors is called host, while the virtual
machines sharing the resources of the cost are called guests. Guests generally treat
computing resources like CPU, memory and storage as hanger of resources. Op-
erators treat these guests by controlling virtual instances of computing resources
and providing them the required resources when they need them.

1.6 Server Consolidation Technique
Server consolidation stands for the efficient way to use the computer resources
in order to reduce the total number of servers or server locations which an or-
ganization require. Here we can observe that each server performs its own tasks
relating to that particular operating system. To the maximum extent each server
can use 30% of its total computer resources allocated to it. The remaining 70%
of the resources are left without use. Virtualization is a technique which helps
us to consolidate more number of servers on the same underlying physical hard-
ware. This helps in resource utilization and decrease the number of servers in an
organization and there by reduces the operation and maintenance costs.

Figure 1.3: Server Consolidation

1.7 Types of Virtualization

1.7.1 Server Virtualization

[2] Servers are computers designed to process a high volume of specific tasks
really well so other computers—like laptops and desktops—can do a variety of
other tasks. Virtualizing a server lets it to do more of those specific functions
and involves partitioning it so that the components can be used to serve multiple
functions.
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Figure 1.4: Server Virtualization

1.7.2 Operating System Virtualization

Operating system virtualization happens at the kernel and the central task man-
agers of operating systems. It’s a useful way to run Linux, Windows or any other
operating system environments side-by-side. Enterprises can also push virtual
operating systems to computers, which

• Reduces bulk hardware costs, since the computers don’t require such high
out-of-the-box capabilities.

• Increases security, since all virtual instances can be monitored and isolated.

• Limits time spent on IT services like software updates.

Figure 1.5: Operating System Virtualization
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1.7.3 Network Function Virtualization

Network functions virtualization separates a network’s key functions (like direc-
tory services, file sharing, and IP configuration) so they can be distributed among
environments. Once software functions are independent of the physical machines
they once lived on, specific functions can be packaged together into a new net-
work and assigned to an environment. Virtualizing networks reduces the number
of physical components like switches, routers, servers, cables, and hubs that are
needed to create multiple, independent networks, and it’s particularly popular in
the telecommunications industry.

Figure 1.6: Network Function Virtualization

1.7.4 Desktop Virtualization

Easily confused with operating system virtualization—which allows you to deploy
multiple operating systems on a single machine—desktop virtualization allows a
central administrator (or automated administration tool) to deploy simulated
desktop environments to hundreds of physical machines at once.[20] Unlike tra-
ditional desktop environments that are physically installed, configured, and up-
dated on each machine, desktop virtualization allows admins to perform mass
configurations, updates, and security checks on all virtual desktops.
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Figure 1.7: Desktop Virtualization

1.8 Virtualization Vs Cloud Computing
Since both virtualization and cloud computing revolve around separating re-
sources from hardware, it creates us a confused state. Virtualization is a technol-
ogy that separates functions from hardware.

• Cloud computing is more of a solution that relies on that split

• Virtualization helps create clouds, but that doesn’t make it cloud com-
puting.

The National Institute of Standards and Technology cites 5 features of Cloud
computing:

• A network

• Pooled resources

• A user interface

• Provisioning capabilities and

• Automatic resource control (or allocation).

While virtualization creates the network and pooled resources. Further to
create a user interface, provision VMs, and control/allocate resources, additional
management and operating system software are needed.
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1.9 Hypervisors
A hypervisor or virtual machine monitor(VMM) is the one that creates and runs
virtual machines.[10] A system on which a hypervisor runs one or more virtual
machines is called a host system, and each virtual machine which runs on the
hypervisor is called as guest system. The hypervisor provides the guest operating
systems with a virtual platform which manages the execution of the guest op-
erating systems. Multiple instances of a variety of operating systems like linux,
windows and mac may share this virtualized hardware resources.

1.10 Types of Hypervisors

Figure 1.8: Type1 and Type2 Hypervisors

1.10.1 Type1 Hypervisor

These Hypervisors run directly on host hardware for controlling the hardware
and guest operating systems. So they are called bare metal hypervisors.[4] They
are also referred as native or embedded hypervisors. Xen, Microsoft Hyper-V,
VMware ESXI are some of the type1 hypervisors.
Day by day type1 hypervisors are gaining popularity as they are proving more
efficient than type2. According to IBM, type1 hypervisors provide higher perfor-
mance, availability and security compared to type2 hypervisors.
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1.10.2 Type2 Hypervisor

These hypervisors run on the host operating system. Guest operating systems
runs on the host as a process. VMware workstation, Virtual Box, VMware Player
are some of the type2 hypervisors. IBM recommends that type2 hypervisors can
mainly be used on client systems where efficiency is less critical.

1.11 Problem Statement
As discussed above, need for data centers is increasing exponentially. With

increase in data centers there will be proportional increase in energy consumption
of the data centers. In 2014, [9] [23] energy consumption of data centers in the U.S
is estimated 70 billion kWh, which represents about 1.8% of total U.S. electricity
consumption. By 2020, its expected that energy use is increased by 4% which
is approximately 73 billion KWh. So, energy consumption has become a serious
concern in data centres. This also leads to huge environmental impacts and huge
operational costs to the data center operators.

1.12 Motivation
Using server consolidation technique, we can reduce the energy consumption

of servers as servers constitute more than 40% of the total data center energy.
We can deploy either type1 or type 2 hypervisors on the servers and add virtual
machines which are equivalent to the servers. These virtual machines help in best
use of physical resources.

In this paper we consider two type 1 hypervisors, Xen and KVM on a physical
server and gradually increased the number of virtual machines on the server and
calculated the power consumption of the server and compared the performance
against the physical server.
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1.13 Outline
This thesis paper is structured as follows.

Chapter 1: This chapter contains the introduction for data centers and its
components. We also discuss the problem statement, motivation to solve the
problem along with research questions.
Chapter 2: In this chapter, we discuss about the conceptual aspects related to
our thesis and the study work done regarding this thesis work.
Chapter 3: Study of various related work helpful for our thesis are joined in this
chapter.
Chapter 4: The method and implementation of the thesis are discussed.
Chapter 5: The calculated results and graphs are added in this chapter and the
graphs are analyzed.
Chapter 6: The analysis of results and the answers relating the research ques-
tions are discussed in this chapter.
Chapter 7: The conclusions and future work are discussed here.

1.14 Research Questions
1. What is the impact on energy consumption of virtual data centers when

compared with physical data centers?

2. Will KVM perform better than Xen hypervisor in server virtualization in
terms of energy consumption while varying number of virtual machines?



Chapter 2
Conceptual Background

2.1 Data Center Efficiency Metrics
As this report is a study on the energy consumption performance of the data
centers, here we will discuss about some of the efficiency measurements of a data
center. fig: 2.1 shows us the demands and constraints upon a data center operator.

Figure 2.1: Demands and Constraints

11



Chapter 2. Conceptual Background 12

2.1.1 Power Usage Efficiency (PUE)

Since the Green Grid first published its white paper on Power Usage Effective-
ness (PUE) and Data Center Infrastructure Efficiency (DCIE), the term PUE
and DCIE has become the predominant metric for discussing about data center
efficiency.

PUE =
TotalFacilityEnergy

ITEquipmentEnergy

Total facility power is the power measured at the utility meter. The IT equip-
ment power includes all the actual load of IT equipment such as work stations,
servers, storage, switches, printers and other service delivery equipment. PUE is
determined on the scale from 1 to 4 where 1 is most efficient and 4 being most
inefficient.

Figure 2.2: For calculating Energy Metrics

2.1.2 Data Center Infrastructure Efficiency (DCiE)

Data Center Infrastructure Efficiency most commonly known as DCIE, is another
popular metric used to benchmark energy efficiency of a data center and is most
commonly used by many data centers in the world.

DCiE =
ITEquipmentEnergy

TotalFacilityEnergy
∗ 100%

Total facility power is the power measured at the utility meter. The IT equipment
power includes all the actual load of IT equipment such as work stations, servers,
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storage, switches, printers and other service delivery equipment.

2.1.3 Carbon Footprint (C)

The total amount of co2 emitted from a data center is known as the carbon foot-
print of that data center.

C =
E(N)

T

In this equation C stands for carbon footprint, E is the electrical usage in kWh
per year, N is the annual co 2 emissions and T stands for metric tons. From this
equation, the amount of co2 emitted annually can be calculated and necessary
measures to control these emissions can be implemented.

2.2 Functioning of a Data Center

2.2.1 Power Supply Unit

[3] The data center is connected to two separate grid sectors operated by the local
utility company. If one sector were to fail, then the second one will ensure that
power is still supplied.

Figure 2.3: Power Supply Unit
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In addition to this, Data Centers are equipped with diesel generators to sup-
port electricity demand in an emergency. These generators take an outage in just
one of the external grid to automatically actuate the generators. Both local util-
ity company and the diesel generators deliver electricity with a voltage of 20kV,
which is then step downed to 220 or 380Volts in the data center.
Within the data center, block batteries ensure that all operating applications can
run for15 minutes. This backup system makes it possible to provide power from
the time a utility company experiences a total blackout to the time that the diesel
generators start up.
The uninterruptible power supply (UPS) also ensures that the quality remains
constant. It compensates for voltage and frequency fluctuations and thereby ef-
fectively protects sensitive computer electronic components and systems.
A redundantly designed power supply system is another feature of the data cen-
ter. This enables one to perform repairs on one network, for example, without
having to turn off servers, databases, or electrical equipment.

2.2.2 Cooling Unit

Figure 2.4: Cooling Unit

All electronic components especially the processors generate heat when they
are in operation. There is a chance that the efficiency of the component may
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decrease or component may fail if this heat is not dissipated. So, cooling a data
center is very much essential, and because of the concentrated computing power
the costs to do so are also considerable.
For this reason, servers are installed in racks, which basically resemble specially
standardized shelves. They are laid out so that two rows of racks face each other,
thereby creating an aisle from which the front side of the server is accessible. The
aisles are covered above and closed off at the ends by doors. Cool air set to a
temperature of 24 to 26°C is blown in through holes in the floor, flows through
the racks, and dissipates the heat emitted by the servers.
Generally, a server room will contain several such “enclosed” server rows. The
warm air from the server room is removed by the air-conditioning system. Yet,
even the air-conditioning system has to dissipate the heat. When the outside
temperature is below 12 to 13°C, outside air can be used to effectively cool the
heat absorbed by the air-conditioning systems.
If outside temperatures are above 26°C, the heat exchangers are sprinkled with
water in order to make heat dissipation more effective through evaporative cool-
ing. The municipal water supply system provides a reserve supply of water in
this case and acts as a failsafe.

2.2.3 Controlled Access

1. Single-person access and mantrap systems allow authorized individuals to
enter the data center.

2. Technicians can access rooms for facilities maintenance via separate en-
trances.

3. Maintenance staff has further authorization to enter the server rooms.

Figure 2.5: Controlled Access

2.2.4 Control Center

Control stations in the data centers serve as command centers for both IT main-
tenance and building security. All the information about IT infrastructure are
monitored here and any difference from standard operation is promptly reported.
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2.2.5 Safety Measurements

During fire mishaps water, extinguishing foam or powder fire suppression systems
can cause more damage in a data center than a charred cable. So, special ex-
tinguishing gas called INERGEN which displaces oxygen in the air and smothers
fire is used. This gas is harmless to people and the equipment.
Closed Circuit Cameras are installed around the building and can be monitored
from the control center.

2.3 Simulation Tools

2.3.1 Cloud Sim

CloudSim is a library for the simulation of cloudscenarios. It provides essential
classes for describing data centres, computational resources, virtual machines,
applications, users, and policies for the management of various parts of the system
such as scheduling and provisioning.

Figure 2.6: Cloud Sim Architecture

2.3.2 Green Cloud

Green cloud is a buzzword that refers to the potential environmental benefits
that information technology services delivered over the Internet can offer society.
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The term combines the words green – meaning environmentally friendly – and
cloud, the traditional symbol for the Internet and the shortened name for a type
of service delivery model known as Cloud Computing.

Figure 2.7: Green Cloud Architecture
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Related Work

Boccaletti et al. [15] discussed about how Greenhouse gas emissions are as-
sociated with making and powering the world’s computers and telecom networks
which are growing fast creating big carbon footprint especially in developing na-
tions. They also suggest in their research that there are opportunities to use
certain technologies to make the world economy more energy and carbon efficient.

Koomey at al. [21] have estimated total electricity used by servers in the U.S.
and world wide by combining measured data and estimates of power used by the
most popular servers with data on the server installed base. These estimates are
based on more detailed data than are previous assessments, and they will be of
use to policy makers and businesses attempting to make sense of recent trends in
this industry. It does not attempt to estimate the effect of structural changes in
the economy enabled by increased use of IT.

Rao et al. [22] discussed about the challenges and opportunities for researchers
to explore the issues to quantify the electricity savings and methods for improv-
ing the energy efficiency. In this paper, they systematically explored about the
opportunities and adoptable methods for achieving the energy efficiency in data
centers. They explained about the study on data center virtualization and scaled
it to realize significant savings for an enterprise.

Brown et al. [16] The United States Environmental Protection Agency(EPA)
developed this report, which assesses current trends in energy use and energy
costs of data centers and servers in the U.S. and emerging opportunities for im-
proved energy efficiency. It provides the opportunities for reducing those costs
through improved efficiency. It also makes recommendations for pursuing these
energy-efficiency opportunities broadly across the country through the use of in-
formation and incentive-based programs.

Umeno et al. [26] evaluated the virtualization overhead by measuring the
performance of the transaction systems running database servers on VMs. The
objectives are to evaluate the VM overhead and the virtualization overhead for

18
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heavy database servers running in VMs. They have found that the total CPU
utilization in the two VMs running database servers increases to 2.5 times than
that in the native system with the same hardware resources.

Uddin et al. [25] suggests about implementing server virtualization to achieve
energy efficient data centers. The proposed technique increases the utilization
ratio of underutilized servers up to 50%, saving a huge amount of power and at
the same time reducing the emission of greenhouse gases.

Avelar et al. [12] Green Grid proposed the use of Power Usage Effectiveness
(PUE) and its reciprocal, Data Center Infrastructure Efficiency (DCiE) metrics,
which enable data center operators to quickly estimate the energy efficiency of
their data centers, compare the results against other data centers, and determine
if any energy efficiency improvements need to be made.

Avgerinou et al. [13] The aim of this paper is to evaluate, analyse and present
the current trends in energy consumption and efficiency in data centres in the
European Union based on the data submitted by companies participating in the
European Code of Conduct for Data Centre Energy Efficiency programme, a vol-
untary initiative created in 2008. The analysis shows that the average PUE of
the facilities participating in the programme is declining year after year. This
confirms that voluntary approaches could be effective in addressing climate and
energy issue.

Meeun et al. [24] an average server environment, 30% of the servers are
only consuming energy, without being properly utilized. This paper proposes
a five step model using an emerging technology called virtualization to achieve
energy efficient data centers. The proposed model helps Data Center managers to
properly implement virtualization technology in their data centers to make them
green and energy efficient so as to ensure that IT infrastructure contributes as
little as possible to the emission of greenhouse gases.



Chapter 4
Method

4.1 CloudSim
Now-a-days it is important to measure the cost of large-scale cloud infrastructure
as it is hard to manage large-scale experiments on a real infrastructure, especially
when it is essential to repeat the experiments with the same conditions. So, sim-
ulations (which is the imitation of the real model) have been selected as a way to
evaluate the proposed model.

CloudSim [11] [1], a platform in which cloud strategies can be tested in a
controlled and reproducible manner. Therefore, simulation frameworks such as
CloudSim are important, as they allow for the evaluation of the performance of
resource provisioning and application scheduling techniques under different in-
frastructure configurations.

Fig shows the layered architecture of cloudsim. The top-most layer in the
simulation stack is the user code that exposes configuration related functionali-
ties for hosts (number of machines, their specifications and so on), applications
(number of tasks and their requirements), vms, number of users and their appli-
cation types, and broker scheduling policies.

A cloud application developer can generate:

• Mix of user request distributions and application configurations.

• Cloud availability scenarios at this layer and perform robust tests based on
the custom configurations already supported within the cloudsim.
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Figure 4.1: layered architecture of cloudsim

4.2 Implementation
We first installed the cloudsim for the purpose of collecting the energy consump-
tion of server in a data center. We consider a host in a data center and a customer
with one virtual machine. From fig we can see that one vm with round robin policy
is considered. We first calculate the power consumption for this physical server.
Then we start increasing the number of virtual machines and power consumption
is calculated for both KVM [5] installed vms and Xen [8] installed vms.

CloudSim configuration:

Server Architecture: x86; Operating System: Linux

Hypervisors: Xen, KVM; Broker Policy: Round Robin
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Motivation for Round Robin Policy:

We have many broker policies like round robin policy, service proximity policy,
performance optimization policy, dynamic configuration policy and more. We
chose round robin policy because from various studies it shows better performance
when compared with other policies in terms of overall server response time and
data center processing time.

Figure 4.2: Simulating with one vm

Figure 4.3: Simulating with three vms
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Figure 4.4: Simulating with five vms

Figure 4.5: Simulating with ten vms

Figure 4.6: Simulating with fifteen vms



Chapter 5
Results

Figure 5.1: KVM with varying number of virtual machines

Figure 5.1 shows us the power consumption of a server with KVM hypervisor
and varying number of virtual machines. With increase in number of vms we
can observe a small increase in power consumption of server. The differrent lines
represent various number of vm’s. The graph having 1vm shows heavy fluctua-
tions due to the change in cloudlets. During the hand off process of cloudlets,
resource utilization will be minimum resulting in the less power consumption at
that instance. So, we can observe heavy fluctuations in graph holding 1vm.

24
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X axis represents the time in minutes and Y axis represents the total power
consumption of the host with Xen hypervisors. The average readings for 60min of
time interval are calculated and the values are tabulated and graphs are plotted.

Figure 5.2: Xen with varying number of virtual machines

Figure 5.2 shows us the power consumption of a server with Xen hypervisor
and varying number of virtual machines. With increase in number of vms we
can observe a small increase in power consumption of server. The graph having
1vm shows heavy fluctuations due to the change in cloudlets. During the hand
off process of cloudlets, resource utilization will be minimum resulting in the less
power consumption at that instance. So, we can observe heavy fluctuations in
graph holding 1vm.

X axis represents the time in minutes and Y axis represents the total power
consumption of the host with Xen hypervisors. The average readings for 60min
of time interval interval are calculated and the values are tabulated and graphs
are plotted.

The tabulated values for total power consumption of host for Xen and KVM
hypervisors with varying number of vms are shown here "Results table".

https://docs.google.com/spreadsheets/d/1gsiQPOVtGCqDByOOSOsM8U8Mdh1BNf0hMbOFx9yvrUs/edit?usp=sharing
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Figure 5.3: Comparing KVM and Xen when 3 virtual machines are deployed

Figure 5.3 shows the comparison in total power consumption of the host be-
tween KVM and Xen when 3 virtual machines are deployed on a server. The
average power consumption of host with KVM is 75.5, compared to 76.1 when we
consider Xen hypervisor. The average power consumption value is also considered
and the graph is plotted for both KVM and Xen for better comparision.

Figure 5.4 shows the comparison in total power consumption of the host be-
tween KVM and Xen when 5 virtual machines are deployed on a server. The
average power consumption of host with KVM is 79.8, compared to 80.8 when we
consider Xen hypervisor. The average power consumption value is also considered
and the graph is plotted for both KVM and Xen for better comparision.

Figure 5.5 shows the comparison in total power consumption of the host be-
tween KVM and Xen when 10 virtual machines are deployed on a server. The
average power consumption of host with KVM is 88.8, compared to 90.3 when we
consider Xen hypervisor. The average power consumption value is also considered
and the graph is plotted for both KVM and Xen for better comparision.

Figure 5.6 shows the comparison in total power consumption of the host be-
tween KVM and Xen when 10 virtual machines are deployed on a server. The
average power consumption of host with KVM is 88.8, compared to 90.3 when we
consider Xen hypervisor. The average power consumption value is also considered
and the graph is plotted for both KVM and Xen for better comparision.
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Figure 5.4: Comparing KVM and Xen when 5 virtual machines are deployed

Figure 5.5: Comparing KVM and Xen when 10 virtual machines are deployed
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Figure 5.6: Comparing KVM and Xen when 15 virtual machines are deployed



Chapter 6
Analysis and Discussion

6.1 What is the impact on energy consumption
of virtual data centers when compared with
physical data centers?

As discussed earlier, energy consumption plays a key role in a data center. So our
aim is to efficient use of resources by deploying more number of virtual machines
on the same hardware with a minor changes in energy consumption.
From the above graphs 5.1 and 5.2 we can observe the power consumption of a
server when KVM and Xen hypervisors are installed and varying the number of
virtual machines.
First we considered single virtual machine in a server and calculated the power
consumption using cloudsim. From graph we can observe uneven increase and
decrease in power consumption which is due to drop in cloudlets. There on we
increased the number of vms and corresponding power consumption values are
plotted. We can observe that there is small increase in power consumption with
increase in number of vms.
If a server is being used instead of the 15 virtual machines more power is consumed
which is equivalent to power consumed by 15 servers. Here we can see that
deploying 15vms on a single server has consumed power which not even greater
than the power consumed by two servers. Hence server consolidation method is
very much useful to reduce the energy consumption of a server.
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6.2 Will KVM perform better than Xen hypervi-
sor in server virtualization in terms of energy
consumption while varying number of virtual
machines?

Here we considered comparison between KVM and Xen hypervisors. First we
deployed 3 virtual machines on both KVM and Xen and their corresponding
power consumption is calculate using cloudsim. There after we repeat the same
experiment with increasing the number of vms from 5 to 10 and to 15 and their
values are plotted.
From graphs 5.3 5.4 5.5 5.6 we observed that KVM has less power consumption
when compared with Xen hypervisors. From 5.6 we can observe that the power
consumption of a server with KVM hypervisor is more stable than the server with
Xen hypervisor.



Chapter 7
Conclusions and Future Work

From the above results we can conclude that power consumption of the server
does not vary much even after deploying VMs. So, we can decrease the use of
additional physical servers which decreases the overall power consumption.

From graph we can observe that the average power consumed by the server
when Xen is deployed is greater than when KVM is deployed. Both of them being
bare metal hypervisors KVM consumes less power than Xen. So, we can conclude
that KVM shows better performance than Xen in terms of power consumption.

We have done in this paper on server virtualization. It can further be ex-
tended to storage virtualization, network function virtualization which helps in
data center virtualization. With this we can furthermore decrease the energy
consumption of a data center.

We can also calculate the energy metrics of data center before and after vir-
tualization and find energy efficiency of data centers. We can also find the excess
energy before virtualization and suggest ways to effective use of this excess energy.
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